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1. Omitted Proofs
1.1. Proof of Lemma 1

We will follow the following notation:

T1 = Ex∼DX [σ(aTx)(bTx)]

T2 = Ex∼DX [(aTx)(bTx)].

Since x is drawn from a symmetric distribution we have
Ex∼DX [F (x)] = Ex∼DX [F (−x)] for any function F .
Thus, we have

T1 = Ex∼DX [σ(−aTx)(−bTx)]

=⇒ 2T1 = Ex∼DX [(σ(−aTx)− σ(−aTx))(bTx)]

Observe that σ(c) − σ(−c) = (1−α)|c|+(1+α)c
2 −

(1−α)|a|−(1+α)c
2 = (1 + α)c. Substituting this in the above,

we get the required result 2T1 = (1 + α)T2.

1.2. Proof of Lemma 2

We have,
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The first equality follows from using Lemma 1 and the last
follows since for all i, PiPTi is a permutation of the identity
matrix by definition.

Using monotonicity of σ and Jensen’s inequality, we also
have,
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≥ Ex
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2


= L(w).

Combining the two above lemmas, we get the required
result.

1.3. Proof of Lemma 3

We have,
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The first inequality follows from using Jensen’s, the second
inequality follows from the 1-Lipschitz property of σ, the
third follows from observing that PiPTi is a PSD matrix and
the last inequality follows since for all i, λmax(PiP

T
i ) = 1

since PiPTi is a permutation of the identity matrix.
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2. Properties of Patch Matrix P

Let r = pd+ q for some p ≥ 0 and 1 ≤ q ≤ d.

Lemma A. For d < r/3, P−1 has the following form:

P−1i,j =



α0 if i = j ∈ {1, . . . , q} ∪ {r − q + 1, . . . , r}
α1 if i = j ∈ {q + 1, . . . , d} ∪ {r − d+ 1, r − q}
1 if i = j ∈ {d+ 1, . . . , r − d}
−0.5 if |i− j| = d+ 1

φ if |i− j| = (p− 1)d+ 1 and i or j ∈ {q + 1, . . . , d}
β if |i− j| = pd+ 1

0 otherwise

where α0 = β + 0.5, α1 = φ + 0.5, β = 0.5
2k−p and φ =

0.5
2k−p−1 . Also, λmax(P−1) ≤ 2.

Proof. We need to show that A = PP−1 = I . Observe
that P and P−1 are bisymmetric, thusA is centrosymmetric
implying Ai,j = Ar−1−i,r−1−j . Hence, we need to only
prove that the lower triangular matrix matches I . We show
the result for p > 2, as the same ideas apply for the other
case.

To verify this, consider each diagonal entry,

• d ≤ i ≤ dd/2e: Ai,i = −0.5(k−1)+k−0.5(k−1) =
1.

• i ∈ {1, . . . , q}: Ai,i = α0k−0.5(k−1)+β (k − p) =
1.

• i ∈ {q + 1, . . . , d}: Ai,i = α1k − 0.5(k − 1) +
φ (k − p− 1) = 1.

For non-diagonal entries, that is, j 6= i,

• d ≤ j ≤ dd/2e: Ai,j = −0.5Pi,j−d+Pi,j−0.5Pi,j+d.
If |i−j| = ad thenAi,j = −0.5 (k − a− 1)+k−a−
0.5 (k − a+ 1) = 0, else Pi,j = Pi,j−d = Pi,j+d =
0 =⇒ Ai,j = 0.

• j ∈ {1, . . . , q}: Ai,j = α0Pi,j−0.5Pi,j+d+βPi,j+pd.
Now if i− j = ad, then Ai,j = α0(k − a)− 0.5(k −
a + 1) + β(k − p + a) = 0 else Pi,j = Pi,j+d =
Pi,j+pd = 0 =⇒ Ai,j = 0.

• j ∈ {q + 1, . . . , d}: Ai,j = α1Pi,j − 0.5Pi,j+d +
βPi,j+pd. Now if i − j = ad, then Ai,j = α1(k −
a) − 0.5(k − a + 1) + φ(k − p + a + 1) = 0 else
Pi,j = Pi,j+d = Pi,j+pd = 0 =⇒ Ai,j = 0.

Hence A = I .

Using Theorem 1, we have λmax(P−1) =

maxi

(
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∑
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Figure 1. P−1 for d = 1. Here α = β + 0.5 and β = 0.5

2k−p
=

0.5
2n−3r+3

. The shaded area is all 0s.

max(α0 + 0.5 + β, α1 + 0.5 + φ, 1 + 0.5 + 0.5) =
max(2β + 1, 2φ + 1, 2) = 2 as β, φ ≤ 0.5 which
follows from 2k − p − 1 ≥ 1. Similarly, when q = d,
λmax(P−1) = max(α0 + 0.5 + β, 1 + 0.5 + 0.5) =
max(2β + 1, 2) = 2.

Lemma B. For r/3 ≤ d < r/2, P−1 has the following
form:

P−1i,j =



α0 if i = j ∈ {1, . . . , q} ∪ {r − q + 1, . . . , r}
α1 if i = j ∈ {q + 1, . . . , d} ∪ {r − d+ 1, r − q}
1 if i = j ∈ {d+ 1, . . . , r − d}
−0.5 if |i− j| = d+ 1 and i or j ∈ {d+ 1, . . . , r − d}
φ if |i− j| = d+ 1 and i or j ∈ {q + 1, . . . , d}
β if |i− j| = 2d+ 1

0 otherwise

where α0 = β + 0.5, α1 = k
2k−1 , β = 0.5

2k−2 and φ =

− k−1
2k−1 . Also, λmax(P−1) ≤ 2.

Proof. Similar to the previous lemma, to verify this, con-
sider each diagonal entry,

• d ≤ i ≤ dd/2e: Ai,i = −0.5(k−1)+k−0.5(k−1) =
1.

• i ∈ {1, . . . , q}: Ai,i = α0k−0.5(k−1)+β (k − p) =
1.

• i ∈ {q + 1, . . . , d}: Ai,i = α1k + φ(k − 1) = 1.

For non-diagonal entries, that is, j 6= i,

• d ≤ j ≤ dd/2e: Ai,j = −0.5Pi,j−d+Pi,j−0.5Pi,j+d.
If |i−j| = ad thenAi,j = −0.5 (k − a− 1)+k−a−
0.5 (k − a+ 1) = 0, else Pi,j = Pi,j−d = Pi,j+d =
0 =⇒ Ai,j = 0.
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• j ∈ {1, . . . , q}: Ai,j = α0Pi,j−0.5Pi,j+d+βPi,j+2d.
Now if i− j = ad, then Ai,j = α0(k − a)− 0.5(k −
a + 1) + β(k − 2 + a) = 0 else Pi,j = Pi,j+d =
Pi,j+pd = 0 =⇒ Ai,j = 0.

• j ∈ {q+ 1, . . . , d}: Ai,j = α1Pi,j + φPi,j+d. Now if
i− j = ad, then a = 1, implying Ai,j = α1(k − 1) +
φk = 0 else Pi,j = Pi,j+d = 0 =⇒ Ai,j = 0.

Hence A = I .

Similar to the previous lemma, we have λmax(P−1) =
max(α0 + 0.5 + β, α1 + |φ|, 1 + 0.5 + 0.5) = max(2β +
1, 1, 2) = 2 as α1 + |φ| = 1 and β ≤ 0.5 which follows
from 2k − p− 1 ≥ 1.


