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A. Derivation of Remark 1
Our objective function is:

min
w∈Rd,v∈[0,1]n

F(w,v) =
1

n

n∑
i=1

viL(yi,gs(xi,w)) +G(v;λ) + θ‖w‖22 (1)

Let `i = L(yi, gs(xi,w)) denote the loss of the i-th sample (`i ≥ 0). The predefined curriculum is defined as:

G(v;λ) =

n∑
i=1

1

2
λ2v

2
i − (λ2 + λ1)vi. (2)

Denote Fw as the objective function when the w is fixed. We have

Fw(v) =
1

n

n∑
i=1

vi`i +G(v;λ) + θ‖w‖22

=
1

n

n∑
i=1

vi`i +
1

2
λ2v

2
i − (λ2 + λ1)vi + θ‖w‖22

=
1

n

n∑
i=1

f(vi) + θ‖w‖22

(3)

where f(vi) = vi`i + 1
2λ2v

2
i − (λ2 + λ1)vi.

As f(vi) is convex with respect to vi (λ2 ≥ 0). Its minimum is obtained at

arg min
v∈[0,1]n

∇vFw(v) = 0

⇒ ∂f(vi)

∂vi
= `i + λ2vi − λ2 − λ1 = 0, (∀i ∈ [1, n], vi ∈ [0, 1])

(4)

Since λ1, λ2 ≥ 0 and vi is bounded in [0, 1]. When λ2 6= 0, the optimal v∗i is calculated from:

v∗i =


1 (`i ≤ λ1) ∧ (λ2 6= 0)

1− `i−λ1

λ2
(λ1 < `i < λ2 + λ1) ∧ (λ2 6= 0)

0 (`i ≥ λ2 + λ1) ∧ (λ2 6= 0)

, (5)

When λ2 = 0, the optimal weight writes as:

v∗i =

{
1 (`i < λ1) ∧ (λ2 = 0)

0 (`i ≥ λ1) ∧ (λ2 = 0)
. (6)
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Combined Eq. (5) and Eq. (6), we have

v∗i =

{
1(`i ≤ λ1) λ2 = 0

min(max(0, 1− `i−λ1

λ2
), 1) λ2 6= 0

(7)

According to the definition of Θ, we have gm(φ(xi, yi,w); Θ∗) = v∗i . Incorporating Eq. (7), we have

gm(φ(xi, yi,w); Θ∗) =

{
1(`i ≤ λ1) λ2 = 0

min(max(0, 1− `i−λ1

λ2
), 1) otherwise

(8)

Now we derive its underlying objective. First, we define a function v∗(λ, x) and incorporate the above optimal solution:

v∗(λ, x) = arg min
v∈[0,1]

vx+G(v, λ) =

{
1(x ≤ λ1) λ2 = 0

min(max(0, 1− x−λ1

λ2
), 1) otherwise

(9)

Let ε > 0 denote a small positive constant. Using the condition λ2 ≥ 0, we incorporate Eq. (7):

v∗(λ, x+ ε)− v∗(λ, x) ≤ 0 (10)

That indicates v∗(λ, x) decreases with respect to x. According to (Meng et al., 2015), given the fixed hyperparameter λ
(i.e. λ1, λ2), its underlying objective function has the form of:

Fλ(w) =
1

n

n∑
i=1

∫ `i

0

v∗(λ;x)dx, (11)

After incorporating Eq. (5) and Eq. (6) into Eq. (11), we have when λ2 = 0

Fλ(w) =
1

n

n∑
i=1

min(`i, λ1) (12)

When λ2 6= 0, we have:

Fλ(w) =
1

n

n∑
i=1


`i `i ≤ λ1

`i + λ1

λ2
`i − 1

2λ2
`2i −

λ2
1

2λ2
λ1 < `i < λ2 + λ1

λ2+2λ1

2 `i ≥ λ2 + λ1

=
1

n

n∑
i=1


`i `i ≤ λ1

θ`i − `2i /(2λ2)− (θ−1)2λ2

2 λ1 < `i < λ2 + λ1

(λ2 + 2λ1)/2 `i ≥ λ2 + λ1

, (13)

where θ = (λ2 + λ1)/λ2 and λ1, λ2 ≥ 0. We λ2 6= 0, we have the Eq.(10) in the Remark 1 in the paper.

Fλ(w) =
1

n

n∑
i=1


`i `i ≤ λ1

(λ2 + 2λ1)/2 `i ≥ λ2 + λ1

θ`i − `2i /(2λ2)− (θ−1)2λ2

2 otherwise

, (14)

When θ = 1 we have λ1 = 0 and the above equation becomes:

Fλ(w) =
1

n

n∑
i=1

{
`i − `2i /(2λ2) `i < λ2

λ2/2 `i ≥ λ2

. (15)

The above equation is equivalent to the minimax concave penalty (MCP) (Gong et al., 2013; Zhang, 2010). Below is its
formula presented in (Gong et al., 2013) (with the regularization hyperparameter setting to 1):∫ `

0

[1− x

t
]dx =

{
`− `2/(2t) ` < t

t/2 ` ≥ t
, (16)
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B. Proof of Theorem 1
Theorem 1 Let the objective F(w,v) defined in Eq. (1) be differentiable, L(·) be Lipschitz continuous in w and∇vG(·)
be Lipschitz continuous in v. Let wt,vt be iterates from Algorithm 1 and

∑∞
t=0 αt = ∞,

∑∞
t=0 α

2
t < ∞ . Then,

limt→∞ E[‖∇wF(wt,vt)‖22] = 0.

Proof 1 First, by the definition of the objective function F(w,v), it can be easily checked that L(·) being Lipschitz
continuous in w implies that ∇wF(w,v) is a Lipschitz function in w for every v. Similarly, ∇vG(·) being Lipschitz
continuous in v implies that∇vF(w,v) is a Lipschitz function in v for all w. Further, without loss of generality, we assume
all the Lipschitz constants are (upper bounded by) L.

Throughout the proof, as in the main text, n is the size of the training dataset. Define the n-dimensional vector ek

as eti = 1 if (xi, yi) ∈ Ξt and 0 otherwise and denote by ⊗ the point-wise product operation between two vectors:
[a1, a2]⊗ [b1, b2] = [a1b1, a2b2]. When G is used, the update in each iteration is two consecutive gradient steps as follows:

wt+1 = wt − αt∇wF(wt,vt)|Ξt
,

vt+1 = vt − αt∇vF(wt+1,vt)|Ξt
.

Since the mini-batch Ξt is draw uniformly at random, we can rewrite the update as:

wt+1 = wt − αt[∇wF(wk,vt) + ξt],

vt+1 = vt − αt[et ⊗∇vF(wt+1,vt)],

where ξt = ∇wF(wt,vt)|Ξt
−∇wF(wk,vt). Note that both ξt and et are iid random variables with finite variance, since

Ξt are drawn iid with a finite number (b) of samples. Further, E[∇wF(wt,vt)|Ξt
−∇wF(wk,vt)] = 0, since samples are

drawn uniformly at random.

By Lipschitz continuity of ∇wF (w,v) (and L being the Lipschitz constant), we obtain the following:

F(wt+1,vt)− F(wt,vt) ≤ 〈∇wF(wt,vt),wt+1 −wt〉+
L

2
‖wt+1 −wt‖22

= 〈∇wF(wt,vt),−αt[∇wF(wt,vt) + ξt]〉+
L

2
‖wt+1 −wt‖22

= −αt{‖∇wF(wt,vt)‖22 + 〈∇wF(wt,vt), ξt〉}+
L

2
‖wt+1 −wt‖22

= −αt{‖∇wF(wt,vt)‖22 + 〈∇wF(wt,vt), ξt〉}+
Lα2

t

2
‖∇wF(wt,vt) + ξt‖22

= −(αt −
Lα2

t

2
)‖∇wF(wt,vt)‖22 +

Lα2
t

2
‖ξt‖22 − (αt − Lα2

t )〈∇wF(wt,vt), ξt〉.

Similarly, by the Lipschitz continuity of∇vF (w,v), we have:

F(wt+1,vt+1)− F(wt+1,vt) ≤ 〈∇vF(wt+1,vt),vt+1 − vt〉+
L

2
‖vt+1 − vt‖22

= 〈∇vF(wt+1,vt),−αtet ⊗∇vF(wt+1,vt)〉+
L

2
‖vt+1 − vt‖22

= −αt〈∇vF(wt+1,vt), ek ⊗∇vF(wt+1,vt)〉+
Lα2

t

2
‖et ⊗∇vF(wt+1,vt)‖22.

Note that when G is not used, the bound for F(wt+1,vt)− F(wt,vt) is still the same, but the bound for F(wt+1,vt+1)−
F(wt+1,vt) is now simply F(wt+1,vt+1)− F(wt+1,vt) ≤ 0.

Combining the above two equations, we then have:
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1. If G is used,

F(wt+1,vt+1)− F(wt,vt) = F(wt+1,vt+1)− F(wt+1,vt) + F(wt+1,vt)− F(wt,vt)

≤ −(αt −
Lα2

t

2
)‖∇wF(wt,vt)‖22 +

Lα2
t

2
‖ξt‖22 − (αt − Lα2

t )〈∇wF(wt,vt), ξt〉

− αt〈∇vF(wt+1,vk), et ⊗∇vF(wt+1,vt)〉+
Lα2

t

2
‖et ⊗∇vF(wt+1,vt)‖22.

If G is not used,

F(wt+1,vt+1)− F(wt,vt) ≤ F(wt+1,vt)− F(wt,vt)

≤ −(αt −
Lα2

t

2
)‖∇wF(wt,vt)‖22 +

Lα2
t

2
‖ξt‖22 − (αt − Lα2

t )〈∇wF(wt,vt), ξt〉

Taking expectation of both sides and since E[ξt] = 0, we have if G is used:

E[F(wt+1,vt+1)]−E[F(wt,vt)]

≤ −(αt −
Lα2

t

2
)E[‖∇wF(wt,vt)‖22] +

Lα2
t

2
E[‖ξt‖22]− αtE[〈∇vF(wt+1,vt), et ⊗∇vF(wt+1,vt)〉]

+
Lα2

t

2
E[‖et ⊗∇vF(wt+1,vt)‖22]

= −(αt −
Lα2

t

2
)E[‖∇wF(wt,vt)‖22] +

Lα2
t

2
E[‖ξt‖22]− αtb

n
E[‖∇vF(wt+1,vt)‖22]

+
Lα2

t

2

n∑
i=1

E[‖eti
∂viF(wt+1,vt)

∂vi
‖22]

≤ −(αt −
Lα2

t

2
)E[‖∇wF(wt,vt)‖22] +

Lα2
t

2
E[‖ξt‖22]− αtb

n
E[‖∇vF(wt+1,vt)‖22]

+
Lα2

t

2

n∑
i=1

E[‖∂viF(wt+1,vt)

∂vi
‖22]

= −αtE[‖∇wF(wt,vt)‖22]− αtb

n
E[‖∇vF(wt+1,vt)‖22]

+
Lα2

t

2
{E[‖∇wF(wt,vt)‖22] + E[‖∇vF(wt+1,vt)‖22] + E[‖ξt‖22].}

where the second equality follows from E[〈∇vF(wt+1,vt), et ⊗∇vF(wt+1,vt)〉] = b
nE[‖∇vF(wt+1,vt)‖22], which can

be checked by a straightforward combinatorial argument.

Following a similar chain of steps, we have the following bound if G is not used: E[F(wt+1,vt+1)] − E[F(wt,vt)] ≤
−αtE[‖∇wF(wt,vt)‖22]+

Lα2
t

2 {E[‖∇wF(wt,vt)‖22]+E[‖ξt‖22].} Since there are only a finite number of training samples,
all the random quantities have bounded support and all the second moments are upper bounded, leading to E[‖ξt‖22] <
∞,E[‖∇wF(wt,vt)‖22] < ∞,E[‖∇vF(wt+1,vt)‖22] < ∞, and let B be an upper bound on E[‖∇wF(wt,vt)‖22] +
E[‖∇vF(wt+1,vt)‖22] + E[‖ξt‖22].

By telescoping, if G is used, we have: E[F(wT+1,vT+1)]− F(w0,v0) =
∑T
k=0

{
E[F(wk+1,vk+1)]−E[F(wk,vk)]

}
≤ −

∑T
k=0 αkE[‖∇wF(wk,vk)‖22]−

∑T
k=0

αkb
n E[‖∇vF(wk+1,vk)‖22] + LB

2

∑T
k=0 α

2
k. Taking the limit T →∞ of both

sides, we obtain:

−
∞∑
k=0

αkE[‖∇wF(wk,vk)‖22]− b

n

∞∑
k=0

αkE[‖∇vF(wk+1,vk)‖22] +
LB

2

∞∑
k=0

α2
k

≥ lim
T→∞

E[F(wT+1,vT+1)]−E[F(w0,v0)] ≥ min
w,v

F(w,v)]− F(w0,v0) > −∞.
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Since
∑∞
k=0 α

2
k < ∞, the above inequality immediately implies that

∑∞
k=0 αkE[‖∇wF(wk,vk)‖22] < ∞ and∑∞

k=0 αkE[‖∇vF(wk+1,vk)‖22] <∞.

If G is not used, then by a similar argument, we have
∑∞
k=0 αkE[‖∇wF(wk,vk)‖22] <∞.

By Lemma A.5 in (Mairal, 2013), to show limk→∞E[‖∇wF(wk,vk)‖22] = 0, since αk is not summable, it suffices to show∣∣∣∣E[‖∇wF(wk+1,vk+1)‖22] − E[‖∇wF(wk,vk)‖22]

∣∣∣∣ ≤ Cαk for some constant C. To do so, we first recall a useful fact:

for any two vectors a,b and any finite-dimensional vector norm ‖ · ‖,∣∣∣(‖a‖+ ‖b‖)(‖a‖ − ‖b‖)
∣∣∣ ≤ ‖a+ b‖‖a− b‖. (17)

We have: ∣∣∣∣E[‖∇wF(wt+1,vt+1)‖22]−E[‖∇wF(wt,vt)‖22]

∣∣∣∣
=

∣∣∣∣∣E
[(
‖∇wF(wt+1,vt+1)‖2 + ‖∇wF(wt,vt)‖2

)(
‖∇wF(wt+1,vt+1)‖2 − ‖∇wF(wt,vt)‖2

)]∣∣∣∣∣
≤ E

[∣∣∣‖∇wF(wt+1,vt+1)‖2 + ‖∇wF(wt,vt)‖2
∣∣∣ · ∣∣∣‖∇wF(wt+1,vt+1)‖2 − ‖∇wF(wt,vt)‖2

∣∣∣]
≤ E

[∥∥∥∇wF(wt+1,vt+1) + ‖∇wF(wt,vt)
∥∥∥

2
·
∥∥∥∇wF(wt+1,vt+1)‖2 − ‖∇wF(wt,vt)‖2

∥∥∥]
≤ 2LBE

[
‖(wt+1,vt+1)−(wt,vt)‖2

]
≤ 2LBαtE

[∥∥∥(∇wF(wt,vt) + ξk, et ⊗∇wF(wt+1,vt)
)∥∥∥

2

]

= 2LBαtE

[√∥∥∥∇wF(wt,vt) + ξk
∥∥∥2

2
+

√∥∥∥et ⊗∇wF(wt+1,vt)
∥∥∥2

2

]

≤ 2LBαt

√√√√E

[∥∥∥∇wF(wt,vt) + ξk
∥∥∥2

2

]
+ E

[∥∥∥et ⊗∇wF(wt+1,vt)
∥∥∥2

2

]

≤ 2LBαk

√√√√2E

[∥∥∥∇wF(wt,vt)
∥∥∥2

2

]
+ 2E

[∥∥∥ξt∥∥∥2

2

]
+ E

[∥∥∥∇wF(wt+1,vt)
∥∥∥2

2

]
≤ 2LBαt

√
5B2 = 2

√
5B2Lαt,

where the first inequality is an application of Jensen’s inequality, the second inequality follows from Equation (17) the third
inequality follows from Lipschitz continuity and the sixth inequality follows from another application of Jensen’s inequality.
Consequently, by Lemma and the above chain of inequalities, it follows that limt→∞E[‖∇wF(wt,vt)‖22] = 0. Note that if
G is used, then by a similar argument, it follows that limt→∞E[‖∇vF(wt,vt)‖22] = 0. Consequently, if G is used, then
limt→∞E[‖∇F(wt,vt)‖22] = 0.

C. Proof of Proposition 1
Proposition 1 Suppose (x, y) denotes a training sample and its corrupted label. For simplicity, let the MentorNet input
φ(x, y,w) = ` be the loss computed by the StudentNet model parameter w. The MentorNet gm(`; Θ) = v, where v is the
sample weight. If gm decreases with respect to `, then there exists an underlying robust objective F :

F (w) =
1

n

n∑
i=1

ρ(`i),

where ρ(`i) =
∫ `i

0
gm(x; Θ)dx. In the special cases, ρ(`) degenerates to the classical robust M-estimator: Huber (Huber

et al., 1964) and the log-sum penalty (Candes et al., 2008).
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Proof 2 Given a MentorNet gm and its fixed parameter Θ. As φ(x, y,w) = `, we have gm(φ(x, y,w); Θ) = gm(`; Θ).

gm is a neural network and hence is continuous with respect to `. Define ρ(`) as

ρ(`) =

∫ `

0

gm(x; Θ)dx (18)

Given the condition in the proposition, gm is decreasing with respect to `. The function ρ is then bounded by its 1st term of
the Taylor series about a point w∗. We have:

ρ(φ(x, y,w)) ≤ ρ(φ(x, y,w∗)) + gm(φ(x, y,w∗); Θ)(φ(x, y,w)− φ(x, y,w∗)) (19)

According to (Meng et al., 2015), the right-hand side in Eq. (19) is a tractable surrogate for ρ(φ(x, y,w)) and there exists
an underlying robust objective. For the i-th sample, we have:

ρ(φ(xi, yi,w)) = ρ(`i) =

∫ `i

0

gm(x; Θ)dx (20)

Finally, we have a robust objective derived from:

F (w) =
1

n

n∑
i=1

ρ(φ(xi, yi,w)) =
1

n

n∑
i=1

ρ(`i) (21)

Now we show the connection between Eq. (20) to the robust M-estimator. For simplicity, we assume that the loss ` ≥ 0 is
non-negative for every training sample. For the Huber loss, there exists an Θ∗ such that:

gm(`; Θ∗) =

{
1
2 ` ≤ λ2

λ
2
√
`

otherwise
, (22)

where λ > 0. It is easy to verify gm is decreasing with respect to `, and we have:

ρ(`) =

∫ `

0

gm(x; Θ∗)dx =

{
1
2` ` ≤ λ2

λ(
√
`− 1

2λ) otherwise
(23)

Therefore we have:

ρ(`2) =

{
1
2`

2 ` ≤ λ2

λ(`− 1
2λ) otherwise

(24)

Eq. (24) has a similar form of the Huber M-estimator (Huber et al., 1964).

Likewise, there exists an Θ∗ and a positive ε such that

gm(`; Θ∗) =
λ

`+ ε
(25)

Its underlying objective is identical to the log-sum penalty (Candes et al., 2008):

ρ(`) =

∫ `

0

gm(x; Θ∗)dx = λ log(`+ ε)− λ log(ε) = λ log(1 +
`

ε
) (26)

It leads to the following log-sum penalty:

F (w) = λ
1

n

n∑
i=1

log(1 +
`i
ε

) (27)
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For the Lorentzian (Black & Anandan, 1996). We have

gm(`; Θ∗) =
2`

2δ2 + `2
(28)

In special cases, we assume that δ is a small positive such that all sample loss ` ≥
√

2δ, the underlying objective is

ρ(`) =

∫ `

0

gm(x; Θ∗)dx = log(2δ2 + `2)− log 2δ2 = log(1 +
1

2
(
`

δ
)2) (29)

The above objective becomes Lorentzian (Black & Anandan, 1996), also known as Lorentzian/Cauchy.

D. Comparison on MentorNet Architectures
This section examines MentorNet’s architecture in terms of learning existing predefined curriculums (or weighting scheme).
To generate the data for training MentorNet, we enumerate the feasible input space of zi including the loss, difference to the
loss moving average, label, and epoch percentage. For this experiment, the dataset contains a total of 300k samples. For
each sample, we label a weight according to the weighting scheme in the predefined curriculum. For example, we compute
the weight for focal loss by

v∗i = [1− exp{−`i}]γ , (30)

where γ is a hyperparameter for smoothing the distribution. We consider the following predefined curriculums: self-
paced (Kumar et al., 2010), hard negative mining (Felzenszwalb et al., 2010), linear weighting (Jiang et al., 2015), focal
loss (Lin et al., 2017), and prediction variance (Chang et al., 2017). Besides, we also consider a temporal mixture weighting
which is a mix of the self-paced (when the epoch percentage < 50) and the hard negative mining (when the epoch percentage
≥ 50). In some curriculums, the form G is unknown. We directly minimize the mean squared error between the MentorNet’s
output and the true weight.

We compare the MentorNet architecture in Fig. 1 in the paper to a simple logistic regression and 3 classical networks: a
2-layer Multiple Layer Perceptron (MLP), a 2-layer CNN with mean pooling, and an LSTM network (RNN) to sequentially
encode the features of every example in a mini-batch. The same features are used across all networks. The objective is
minimized by the Adam optimizer (Kingma & Ba, 2015). We use a very simple network for the proposed MentorNet. The
bidirectional LSTM has a single layer of 10 base LSTM units (step size = 10). We use an embedding layer (size = 2) for the
labels and an embedding layer (size = 5) for the integer epoch percentage between 0 and 99. The fully connected layer fc1
uses the tangent activation function and has 20 hidden nodes.

The performance is evaluated by the Mean Squared Error (MSE) to the true weight produced by each curriculum. Each
experiment is repeated 5 times using random starting values, and the average MSE (with the 90% confidence interval) is
reported. Table 1 shows the comparison results. As we see, the simple network structure MLP performs well except for
complex weighting schemes that are prediction variance (Chang et al., 2017) and Temporal mixture weighting. Nevertheless,
the bi-LSTM structure in Fig.1 of the paper performs better than other classical network architectures. Fig. 1 illustrates the
error curve of different MentorNet architecture during training, where the x-axis is the training epoch and y-axis is the MSE.

Table 1. The MSE comparison of different MentorNet architecture on predefined curriculums.
Weighting Scheme Logistic MLP CNN RNN MentorNet (bi-LSTM)
Self-paced (Kumar et al., 2010) 8.9±0.8E-3 1.1±0.3E-5 4.9±1.0E-2 1.6±1.0E-2 1.6±0.5E-6
Hard negative mining (Felzenszwalb et al., 2010) 7.1±0.7E-3 1.6±0.6E-5 2.7±0.6E-3 2.2±0.4E-3 6.6±4.5E-7
Linear weighting (Jiang et al., 2015) 9.2±0.1E-4 1.2±0.4E-4 1.1±0.2E-4 2.0±0.3E-2 4.4±1.3E-5
Prediction variance (Chang et al., 2017) 6.8±0.1E-3 4.0±0.1E-3 2.8±0.4E-2 6.2±0.2E-3 1.4±0.7E-3
Focal loss (Lin et al., 2017) 1.7±0.0E-3 6.0±3.5E-5 1.2±0.3E-2 1.2±0.3E-2 1.5±0.8E-5
Temporal mixture weighting 1.8±0.0E-1 1.9±0.4E-2 1.2±0.6E-1 6.6±0.4E-2 1.2±1.1E-4

In Table 1, we learn a MentorNet by minimizing the MSE between its output and the true weight. We call it implicit training.
When the form of G is known, we can learn a MentorNet by directly minimizing Eq.(4) in the paper, called explicit training.
These two training approaches are theoretically identical and we empirically compare them on two curriculums of known G
in Fig. 2. As shown, we found implicit training converges faster.
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Figure 1. Comparison of explicit and implicit MentorNet training.
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Figure 2. Convergence comparison of different MentorNet architectures.

E. Implementation Details
E.1. Dataset and StudentNet

CIFAR-10 and CIFAR-100 (Krizhevsky & Hinton, 2009) consist of 32 × 32 color images arranged in 10 and 100 classes.
Both datasets contain 50,000 training and 10,000 validation images. The inception (Szegedy et al., 2016) and wide-resnet-
101 (He et al., 2016; Zagoruyko & Komodakis, 2016) are used as the StudentNet. Their implementations are based on
the TensorFlow slim implementation1, where the inception is detailed in (Zhang et al., 2017) and the wider resnet is
in (Zagoruyko & Komodakis, 2016).

In training, the batch size is set to 128 and we train 39K iterations for resnet model and 120k for the inception model. The
Step 12 in Algorithm 1 in the paper is implemented by the momentum SGD optimizer (momentum = 0.9) on a single GPU.
We use the common learning rate scheduling strategy and set the starting learning rate as 0.1 and multiply it by a factor of
0.1 at the 19.5k, 25k and 30k iteration for the resnet model, and 78k for the inception model. Training in this way on the
clean training dataset, the validation accuracy reaches about 81.4% and 95.5% for inception and resnet-101 on CIFAR-10,
and about 49.2% and 78.8% on CIFAR-100.

By default, the StudentNet incorporates three types of regularization: 1) the weight decay which adds an l2 norm of the
model parameters into the learning objective; 2) data augmentation (Krizhevsky et al., 2012) which augments the training
images via domain-specific transformations random cropping, perturbation and contrast; 3) dropout (Srivastava et al., 2014)
masks out network fully-connected layer outputs randomly. We use the best hyperparameter found on the clean training
data. In the inception network, weight decay is set 4e−3 and the dropout keep probability is 0.5. In the resnet-101, weight
decay is 2e−4 and the dropout keep probability is 1.0. In the Forgetting baseline (Arpit et al., 2017), we search the dropout
parameter in the range of (0.2-0.9) and report the best accuracy on the validation set. The data augmentation is the same
for the inception and the resnet-101: we pad 4 pixels to each side and randomly sampling a 32 x 32 crop, randomly flip
the image horizontally (left to right), and then linearly scale the image to have zero mean and unit norm. Unless specified
otherwise, the StudentNet of the same hyperparameter, discussed above, is used in all baseline and the proposed model.

ImageNet ILSVRC2012 (Deng et al., 2009) contains about 1.2 million training and 50k validation images, split into 1,000
classes. Each image is resized to 299 × 299 with 3 color channels. For the ImageNet, we use the inception-resnet v2 slim

1https://github.com/tensorflow/models/tree/master/research/slim
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implementation2 as our StudentNet. We train the model on the ImageNet of 40% noise. The Step 12 in Algorithm 1 in
the paper is implemented as a distributed asynchronized momentum SGD optimizer (momentum = 0.9) on 50 GPUs. We
set the batch size to 32 and train the model until it converges. That is 500 thousand steps for the StudentNet without any
regularization and 1 million steps for the StudentNet with full regularization (weight decay, dropout and data augmentation).
The starting learning rate is 0.05 and is decreased by a factor of 0.1 every 10 training epochs. The default dropout-keep-
probability hyperparameter set to 0.8. In the Forgetting baseline, we set it to 0.2, which is the best parameter found on
CIFAR-100. The weight decay is 4e−5. The batch norm is used and its decay is set to 0.9997 and the epsilon is set to 0.001.
The default data augmentation in the slim implementation is used. Training in this way on the clean training dataset, the
validation accuracy is Hit@1=0.765.

E.2. Baselines

Regarding the baseline method. FullMode is the standard StudentNet trained using l2 weight decay, dropout (Srivastava
et al., 2014) and data augmentation (Krizhevsky et al., 2012). The same parameters discussed in Appendix E.1 are used.
Forgetting was introduced in (Arpit et al., 2017). It is same as the FullModel except that the dropout parameter is tuned
in the range of (0.2-0.9). For the self-paced learning (Kumar et al., 2010), we gradually increase λ in training by 20%.
Following (Jiang et al., 2014) we tune the parameter in the range of the 50th, 60th and 75th percentile of average sample
loss. For the focal loss (Lin et al., 2017), we tune its γ in the range of {1, 2, 3} in our experiments. It is easy to verify that
Eq. (30) leads to the same classification objective in the focal loss (Lin et al., 2017), an award-winning method for object
detection. For the Reed (Reed et al., 2014), we implement two versions: the soft and hard version. Let q = [q1, . . . , qm] be
the prediction (logits after softmax) for m classes:

`i = −(β

m∑
j=1

1(yi = j) log(qj) + (1− β)

m∑
j=1

qj log(qj)), (31)

where 1 is the indicator function and a hard version:

`i = −(β

m∑
j=1

1(yi = j) log(qj) + (1− β) max
j

log(qj)), (32)

We tune the parameters β in the range of {0.7, 0.8, 0.9, 0.95}. Goldberger (Goldberger & Ben-Reuven, 2017) is a recent
baseline weakly-supervised learning method. We implement the S-Model in the paper by appending an additional layer to
the StudentNet.

E.3. Setups of Our Model

The details about the MentorNet architecture (Fig. 1 in the paper) are discussed in Appendix D. MentorNet PD is learned
using the curriculum in Eq. (5) in the paper. The loss moving average `pt is set to the 75th-percentile loss in a mini-batch.
We tune the hyperparameter λ1 and λ2. MentorNet DD is the learned data-driven curriculum. It is trained on 5,000 images
of true labels, randomly sampled from CIFAR-10. We learn MentorNet DD on this dataset and apply it to CIFAR-100 on
which no true labels are used. We use the CIFAR-10 subset of the same level of the noise fraction corresponding to the
CIFAR-100. CIFAR-10 and CIFAR-100 are two different datasets that have not only different classes but also the different
number of classes. As CIFAR-100 and CIFAR-10 have the different number of classes, to apply a MentorNet, we fix the
class label to 0.

Algorithm 1 is used to train the MentorNet together with the StudentNet. The decay factor in computing the loss moving
average is set to 0.95. As mentioned in the paper, a burn-in process is used in the first 20% training epoch for both MentorNet
DD and MentorNet PD. We update and learn MentorNet twice after the learning rate is changed. That is on the 21% and
75% of the total epoch. More updates lead to insignificant performance difference. For each mini-batch, the weight decay
parameter θ in Eq. (1) in the paper is normalized by the sum of the weight in a mini-batch. That is θt = 1

b θ
0
∑b
i=1 vΞi ,

where θ0 is the original weight decay parameter. The same learning rate scheduling strategy in the StudentNet is used in
Algorithm 1.

2https://github.com/tensorflow/models/blob/master/research/slim/nets/inception resnet v2.py
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