Deep Reinforcement Learning in Continuous Action Spaces

Appendix
FEATURES # OF PLANES  DESCRIPTION
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Table 2. Input features used in our policy-value network



