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Abstract

Bayesian optimization methods are promising for the optimization of black-box functions that are expensive to evaluate. In this paper, a novel batch Bayesian optimization approach is proposed. The parallelization is realized via a multi-objective ensemble of multiple acquisition functions. In each iteration, the multi-objective optimization of the multiple acquisition functions is performed to search for the Pareto front of the acquisition functions. The batch of inputs are then selected from the Pareto front. The Pareto front represents the best trade-off between the multiple acquisition functions. Such a policy for batch Bayesian optimization can significantly improve the efficiency of optimization. The proposed method is compared with several state-of-the-art batch Bayesian optimization algorithms using analytical benchmark functions and real-world analog integrated circuits. The experimental results show that the proposed method is competitive compared with the state-of-the-art algorithms.

1. Introduction

The advancement of modern society is driven by the development of Integrated Circuits (IC). Unlike the digital circuits where the design flow is already highly automated, the automation of analog circuit design is still a challenging problem.

Traditionally, the design parameters of analog circuits like widths and lengths of transistors are manually calculated by designers with their experience and the understanding of the design specifications. However, due to the progress of IC manufacture technology forecasted by Moore’s law, the circuit devices become more and more complicated, and the parasitic effect of the circuits can no longer be ignored. On the other hand, the demands for high-performance, low-power analog circuits are increasing. It is much more difficult to meet the performance and time-to-market requirements with manual circuit design. Automated analog circuit design has thus attracted much research interest in the past decade (Rutenbar et al., 2007).

The analog circuit design automation problems can be formulated as optimization problems. The aim is to find the optimal design parameters that provide the best circuit performance, which can be represented by a figure of merit (FOM) real-valued function. Prior works about analog circuit optimization include offline model-based approaches (Colleran et al., 2003; Daems et al., 2003; Wang et al., 2014) and simulation-based approaches. The offline model-based methods try to build global models of the FOM via manual calculation or regression with simulated data and then optimize the cheap-to-evaluate models. The problem with this approach is that the accurate models are usually hard to get. For example, in Wang et al. (2014), 100,000 randomly simulated points are used to train a sparse polynomial model for an amplifier circuit with ten design parameters.

Simulation-based methods, instead, treat the performances of the circuits as black-box functions. The performances are obtained from circuit simulations. Global optimization algorithms are directly applied to the black-box functions. For simulation-based circuit optimization methods, meta-heuristic algorithms (Phelps et al., 2000; Liu et al., 2009) are widely used. Although these algorithms can explore the whole design space, they have relatively low convergence rate. When the circuit simulation takes a long time, both model-based and simulation-based approaches can be very time-consuming.

In recent years, the Gaussian process (GP) (Rasmussen, 2006) model has been introduced for the automated design of analog circuits to reduce the required number of circuit simulations. In Liu et al. (2014), GP is combined with differential evolution algorithm. Recently, Bayesian optimization (BO) (Shahriari et al., 2016) algorithm has also been applied for analog circuit optimization. In Lyu et al. (2017),
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2. Background

In this section, we will present the problem formulation of analog circuit optimization, and review the background of Gaussian process regression and Bayesian optimization.

2.1. Problem Formulation

When designing integrated circuits, the designers have to decide what circuit topology to use and then set the corresponding design parameters. In this work, we handle the scenarios where the topology of the analog circuit is fixed. This is practical as there are usually a lot of classical topologies for a given design task, so unlike digital circuits, choosing appropriate topology is relatively easy.

Once the circuit topology is fixed, the designer has to choose the appropriate design parameters according to the specifications and the circuit device model. What we want to do is automatically searching for the optimal design parameters. This problem can then be formulated as a bound-constrained black-box optimization problem:

\[
\text{minimize } \text{FOM}(\mathbf{x}),
\]

where \( \mathbf{x} \in \mathbb{D} \) is the vector of design variables, \( \text{FOM}(\mathbf{x}) \) is the objective constructed from the design specifications, the \( \text{FOM}(\mathbf{x}) \) can be deterministic or noisy depending on the design specifications. Given the design parameters \( \mathbf{x} \), the FOM value can be obtained by commercial circuit simulators like HSPICE or Spectre.

2.2. Gaussian Process Regression

The objective function \( \text{FOM}(\mathbf{x}) \) in (1) can be approximated by Gaussian process (GP) model (Rasmussen, 2006). The GP model is the most commonly used model for Bayesian optimization. The advantage of GP is that it provides a well-calibrated uncertainty of prediction. GP is characterized by a mean function \( m(\mathbf{x}) \) and a covariance function \( k(\mathbf{x}, \mathbf{x}') \). In this work, we use squared-exponential ARD kernel (Rasmussen, 2006), and a constant mean function
$m(x) = \mu_0$ for all our experiments. By default, we assume the objective function evaluations are influenced by i.i.d. noise $\epsilon_t \sim N(0, \sigma_o^2)$ and set the noise level $\sigma_o^2$ as a hyper-parameter. The introduction of the i.i.d noise also helps to improve the numerical stability.

Denote the training set as $\{X, y\}$ where $X = \{x_1, \ldots, x_N\}$ and $y = \{y_1, \ldots, y_N\}$, given a new data point $x$, the prediction of $f(x)$ is not a scalar value, but a predictive distribution

$$f(x) \sim N(\mu(x), \sigma^2(x)), \quad (2)$$

where $\mu(x)$ and $\sigma^2(x)$ can be expressed as

$$\mu(x) = \mu_0 + k(x, X)[K + \sigma_n^2 I]^{-1}(y - \mu_0)$$

$$\sigma^2(x) = k(x, x) - k(x, X)[K + \sigma_n^2 I]^{-1}k(X, x), \quad (3)$$

where $k(x, X) = (k(x, x_1), \ldots, k(x, x_N))^T$ and $k(X, x) = k(x, X)^T$. The $\mu(x)$ can be viewed as the prediction of the function value, while the $\sigma^2(x)$ is a measure of uncertainty of the prediction.

### 2.3. Bayesian Optimization

Bayesian optimization (Shahriari et al., 2016) was proposed for the optimization of expensive black-box functions. It consists of two essential ingredients, i.e., the probabilistic surrogate models and the acquisition functions. The probabilistic surrogate models provide predictions with uncertainties. The acquisition functions make use of the predictive distribution to explore the state space. The procedure of Bayesian optimization is summarized in Algorithm 1.

#### Algorithm 1 Bayesian Optimization

**Require:** Number of initial sampling points $N_{init}$, number of iterations $N_{iter}$

1: Randomly sample $N_{init}$ points in the design space
2: Construct initial GP model
3: for $t = 1, 2, \ldots, N_{iter}$ do
4: Construct the acquisition function
5: Find $x_t$ that optimizes the acquisition function
6: Sample $y_t = f(x_t)$
7: Update probabilistic surrogate model
8: end for
9: Return best $f(x)$ recorded during iterations

In Bayesian optimization described in Algorithm 1, the acquisition function is used to balance the exploration and exploitation during the optimization. The acquisition function considers both the predictive value and the uncertainty. There are a lot of existing acquisition functions. Examples include the lower confidence bound (LCB), the probability of improvement (PI), and the expected improvement (EI).

The LCB function is defined as follows:

$$\text{LCB}(x) = \mu(x) - \kappa \sigma(x), \quad (4)$$

where the $\mu(x)$ and the $\sigma(x)$ are the predictive value and uncertainty of GP defined in (3), $\kappa$ is a parameter that balances the exploitation and exploration.

Following the suggestion of (Srinivas et al., 2010; Brochu et al., 2010), the $\kappa$ in (4) is defined as:

$$\kappa = \sqrt{\nu \tau_t}$$

$$\tau_t = \frac{\log(t^{d/2+3/2} \pi^2/3\delta)}{\nu}, \quad (5)$$

where $t$ is the number of current iteration, $\nu$ and $\delta$ are two user-defined parameters. We fix $\nu = 0.5$ and $\delta = 0.05$ in this paper for the proposed MACE algorithm and our implementation of the BLCB algorithm.

The PI and EI functions are defined as

$$\text{PI}(x) = \Phi(\lambda)$$

$$\text{EI}(x) = \frac{1}{\sigma(x)}(\lambda \Phi(\lambda) + \phi(\lambda))$$

$$\lambda = \frac{\tau - \xi - \mu(x)}{\sigma(x)}, \quad (6)$$

where $\tau$ is the current best value objective value, and $\xi$ is a small positive jitter to improvement the ability of exploitation. The $\Phi(.)$ and $\phi(.)$ functions are the CDF and PDF functions of normal distribution. In our implementation of the MACE algorithm, we fix $\xi = 1e-3$.

There are also other acquisition functions, like the knowledge gradient (Scott et al., 2011) function, predictive entropy search (Hernández-Lobato et al., 2014), and the max-value entropy search (Wang & Jegelka, 2017). A portfolio of several acquisition functions is also possible (Hoffman et al., 2011).

### 3. Proposed Batch Bayesian Optimization Algorithm

We will present the proposed batch Bayesian optimization algorithm in this section.

#### 3.1. Multi-objective Optimization

Unlike single-objective optimization, there are multiple objectives to optimize in multi-objective optimization problems (Marler & Arora, 2004). The multi-objective optimization problem is formulated as

$$\text{minimize} \quad f_1(x), \ldots, f_m(x). \quad (7)$$

The multiple objectives to be optimized can be conflicting so that it is usually impossible to find a single solution that is the optimum of all objectives. The goal of multi-objective optimization algorithms is to approximate the Pareto front of
the objectives. A solution $x_1$ is said to dominate $x_2$ if $\forall i \in \{1 \ldots m\}, f_i(x_1) \leq f_i(x_2)$ and $\exists j \in \{1 \ldots m\}, f_j(x_1) < f_j(x_2)$. A design is Pareto-optimal if it is not dominated by any other point in the design space and dominates at least one point. The whole set of the Pareto-optimal points in the design space is called the Pareto set, and the set of Pareto-optimal points in the objective space is called the Pareto front. It is often unlikely to get the whole Pareto front as there might be infinite points on the Pareto front, multi-objective optimization algorithms try to find a set of evenly distributed solutions that approximate the true Pareto front.

There exist many mature multi-objective optimization algorithms, like the non-dominated sorting based genetic algorithm (NSGA-II) (Deb et al., 2002), and the multi-objective evolutionary algorithm based on decomposition (MOEA/D) (Zhang & Li, 2007). In this paper, the multi-objective optimization based on differential evolution (DEMO) (Robić & Filipiˇc, 2005) is used to solve multi-objective optimization problems, but other multi-objective optimization algorithms can also be applied.

3.2. Batch Bayesian Optimization via Multi-objective Acquisition Function Ensemble

Each acquisition function represents a unique selection strategy, different acquisition functions may not agree with each other about where to sample the next point. For example, the value of LCB function always decreases as the $\sigma(x)$ increases. However, for the PI function, when $\sigma(x)$ increases, the value of PI would decrease when $\mu(x) < \tau$, and increase when $\mu(x) > \tau$. For the EI function, if the function is noiseless, the values of EI function at already sampled points would always be worse than the EI values at any unsampled locations, while this property does not hold for the LCB function.

**Algorithm 2** Multi-objective Acquisition Ensemble Algorithm

**Require:** Number of initial sampling points $N_{init}$, number of iterations $N_{iter}$, batch size $B$.

1: Randomly sample $N_{init}$ points in the design space
2: Construct initial GP model
3: for $t = 1, 2, \ldots, N_{iter}$ do
4: Construct the LCB, EI and PI functions according to (4) and (6)
5: Find the Pareto front of LCB, EI, PI functions using the DEMO algorithm
6: Randomly sample $B$ points $x_1, \ldots, x_B$ from the Pareto-optimal points
7: Evaluate $x_1, \ldots, x_B$ to get $y_1 = f(x_1), \ldots, y_B = f(x_B)$
8: Update the GP model
9: end for
10: Return best $f(x)$ recorded during iterations

With multi-objective optimization, the best trade-off between acquisition functions can be captured by the Pareto front of these acquisition functions. We can then sample on the Pareto front to obtain multiple candidate points for the objective function evaluations.

The proposed MACE algorithm is described in Algorithm 2. In the proposed MACE algorithm, the LCB, EI, and PI acquisition functions are selected. Other acquisition functions like KG and PES can also be incorporated into the MACE framework. In each iteration, the following multi-objective
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Figure 2. Optimization results of the benchmark functions

optimization problem is constructed:

\[
\text{minimize } \text{LCB}(x), -\text{EI}(x), -\text{PI}(x). \quad (8)
\]

Then the DEMO multi-objective optimization algorithm (Robič & Filipič, 2005) is applied to solve the multi-objective problem in (8). Once the Pareto front of LCB, EI and PI is obtained, the candidate points are then randomly sampled from the Pareto front.

In Figure 1, we illustrate the proposed MACE algorithm using an example of a real-world amplifier circuit. The optimization objective is to maximize the phase margin (PM) of the amplifier, so the FOM is defined as \( \text{FOM}(x) = -\text{PM}(x) \). The width of one of its transistor is the design variable. We sweep the width of the transistor and perform HSPICE simulations to get the FOM values. The curve of FOM values is plotted in Figure 1(a) (the blue line). Several points are randomly sampled from the FOM curve to train the GP model. The LCB, EI, PI functions and the Pareto front of the acquisition functions are plotted in Figure 1(b). We can see from Figure 1(b) that the optimal locations of the three acquisition functions are different, while their best trade-off is captured by the Pareto front. The Pareto set that represents the best trade-off between the three acquisition functions is the interval \([43, 50.4]\), as plotted in Figure 1(a). The candidate points for the next batch of evaluations are randomly sampled from the Pareto set.

4. Experimental Results

The proposed MACE algorithm\(^1\) was tested using eight benchmark functions and two real-world analog circuits. Four state-of-the-art parallel Bayesian optimization methods were compared, including the BLCB algorithm (Desautels et al., 2014), the local penalization method with EI acquisition function (EI-LP) (González et al., 2016), the qEI and qKG methods (Chevalier & Ginsbourger, 2013; Wu & Frazier, 2016).\(^2\)

For the MACE, BLCB, and EI-LP method, the ARD squared-exponential kernel is used and the GP models are fitted by maximum likelihood estimations (MLE); for the qKG and qEI methods, the ARD Matern52 kernels are used, and the GP hyperparameters are integrated via MCMC sampling. The Matern52 kernel and MCMC integration are the default strategies of the qKG and qEI implementations and it is unclear in the documentation about how to change the GP settings.

\(^1\)Available at https://github.com/Alaya-in-Matrix/MACE

\(^2\)We implemented the BLCB algorithm as the available open source implementations only allow discrete input. For the EI-LP method, the code is downloaded from https://github.com/SheffieldML/GPyOpt. The code for qEI and qKG is downloaded from https://github.com/wujian16/Cornell-MOE.
4.1. Benchmark Problems

We tested the MACE algorithm and other parallel BO methods using eight commonly used benchmark functions, as summarized in Table 1.

<table>
<thead>
<tr>
<th>Function</th>
<th>Dimension</th>
<th>Search domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branin</td>
<td>2</td>
<td>$[-5, 10] \times [0, 15]$</td>
</tr>
<tr>
<td>Alpine1</td>
<td>5</td>
<td>$[-10, 10]^5$</td>
</tr>
<tr>
<td>Hartmann6</td>
<td>6</td>
<td>$[0, 1]^6$</td>
</tr>
<tr>
<td>Eggholder</td>
<td>2</td>
<td>$[-512, 512]^2$</td>
</tr>
<tr>
<td>Ackley2</td>
<td>2</td>
<td>$[-32, 32]^2$</td>
</tr>
<tr>
<td>Ackley10</td>
<td>10</td>
<td>$[-32, 32]^{10}$</td>
</tr>
<tr>
<td>Rosenbrock2</td>
<td>2</td>
<td>$[-5, 10]^2$</td>
</tr>
<tr>
<td>Rosenbrock10</td>
<td>10</td>
<td>$[-20, 20]^{10}$</td>
</tr>
</tbody>
</table>

For all functions except the two 10D functions, we set the number of initial random sampling to $N_{\text{init}} = 20$ and the number of iterations to $N_{\text{iter}} = 45$. Batch size is set to $B = 4$, the total number of function evaluations is $N_{\text{init}} + B \times N_{\text{iter}}$. For the 10D Ackley and 10D Rosenbrock functions, we set $N_{\text{init}} = 100$ and $N_{\text{iter}} = 175$. The experiments were repeated ten times to average the random fluctuations.

We also ran the MACE algorithm in sequential mode and compared with the EI and LCB acquisition functions. The sequential EI and LCB based Bayesian optimization are implemented by setting the batch size $B = 1$ for EI-LP and BLCB respectively.

The mean convergence plots of the tested algorithms on the benchmark functions are given in Figure 2, the statistics of the final regrets are listed in Table 2. As can be seen in Figure 2 and Table 2, when running in sequential mode, the MACE algorithm is competitive with the LCB and EI acquisition functions. The sequential MACE (MACE-1) algorithm gave better performances than the sequential EI (EI-1) and sequential LCB (LCB-1) algorithms in the Eggholder, Branin, Hartmann6, Ackley10, and Rosenbrock10 functions. Also, the parallel MACE (MACE-4) gave the best performances among all the tested algorithms for six out of the eight benchmark functions, and has shown dramatic speedup compared to the sequential MACE.

We run the algorithms in sequential mode and batch mode. For the batch mode, the batch size is set to $B = 4$. The number of initial random sampling is set to $N_{\text{init}} = 100$, and the number of iterations is set to $N_{\text{iter}} = 100$.

The mean convergence plot for the sequential and batch runs are given in Figure 4. The mean and standard deviation of the final optimized FOM values are listed in Table 3. As can be seen, on average, the batch MACE algorithm had the fastest convergence rate compared with the sequential MACE algorithm and other parallel algorithms. It should also be noted that the final optimized FOM values given by MACE-4 have very small deviation (0.105) compared with other algorithms.

4.2. Operational Amplifier

The operational amplifier (Wang et al., 2014) shown in Figure 3 is used to test Bayesian optimization algorithms. The circuit is designed using the 180nm process. It has 10 design parameters, including the lengths and widths of transistors, the resistance of the resistors and the capacitance of the capacitors. The circuit is simulated using the commercial HSPICE circuit simulator.

We want to maximize the gain, unit gain frequency (UGF) and the phase margin (PM) for this amplifier. The Figure of Merit $FOM$ is constructed as

$$FOM = -1.2 \times \text{gain} - 10 \times \text{UGF} - 1.6 \times \text{PM}.$$ 

For this circuit, we compared the MACE algorithm with the BLCB and EI-LP algorithms. The qKG and qEI are not compared as the computation of qEI and qKG acquisition functions become very slow for the ten-dimensional functions.

We run the algorithms in sequential mode and batch mode. For the batch mode, the batch size is set to $B = 4$. The number of initial random sampling is set to $N_{\text{init}} = 100$, and the number of iterations is set to $N_{\text{iter}} = 100$. The mean convergence plot for the sequential and batch runs are given in Figure 4. The mean and standard deviation of the final optimized FOM values are listed in Table 3. As can be seen, on average, the batch MACE algorithm had the fastest convergence rate compared with the sequential MACE algorithm and other parallel algorithms. It should also be noted that the final optimized FOM values given by MACE-4 have very small deviation (0.105) compared with other algorithms.
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Figure 4. Optimization results of the operational amplifier

Table 3. Optimization results of the operational amplifier

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACE-1</td>
<td>-678.174±21.7445</td>
</tr>
<tr>
<td>LCB-1</td>
<td>-607.583±51.9786</td>
</tr>
<tr>
<td>EI-1</td>
<td>-532.555±66.942</td>
</tr>
<tr>
<td>MACE-4</td>
<td><strong>-690.3±104963</strong></td>
</tr>
<tr>
<td>BLCB-4</td>
<td>-665.442±23.066</td>
</tr>
<tr>
<td>EI-LP-4</td>
<td>-636.675±35.7359</td>
</tr>
</tbody>
</table>

Figure 5. Schematic of the power amplifier

4.3. Class-E Power Amplifier

The class-E power amplifier shown in Figure 5 is used to test Bayesian optimization algorithms. The circuit is designed using the 180nm process with 12 design parameters, the circuit is simulated by the commercial HSPICE circuit simulator to get its performances.

For this power amplifier, we aim to maximize the power added efficiency (PAE) and the output power (Pout), the Figure of Merit $FOM$ is constructed as

$$FOM = -3 \times PAE - Pout.$$

The MACE, BLCB, and EI-LP algorithms were tested in both sequential and batch modes. The number of initial sampling is $N_{init} = 100$. The number of iterations is
\(N_{\text{iter}} = 100\). The batch size is set to \(B = 4\). The total number of HSPICE simulations is 500 for each batch run and 200 for each sequential run.

The optimization results of the class-E power amplifier are given in Figure 6 and Table 4. We can see that the MACE outperformed the BLCB and EI-LP in both sequential and batch mode. For the batch runs, the MACE converges fastest among the three algorithms, while the sequential MACE (MACE-1) has comparable performance as the batch EI-LP (EI-LP-4) method.

Table 4. Optimization results of the power amplifier

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>MACE-1</td>
<td>-4.08608±0.296647</td>
</tr>
<tr>
<td>LCB-1</td>
<td>-3.78533±0.335532</td>
</tr>
<tr>
<td>EI-1</td>
<td>-3.36407±0.307489</td>
</tr>
<tr>
<td>MACE-4</td>
<td>-4.31762±0.347026</td>
</tr>
<tr>
<td>BLCB-4</td>
<td>-4.20266±0.211102</td>
</tr>
<tr>
<td>EI-LP-4</td>
<td>-4.07233±0.244436</td>
</tr>
</tbody>
</table>

5. Conclusion

In this paper, a batch Bayesian optimization algorithm is proposed for the automation of analog circuit design. The parallelization is achieved via the multi-objective ensemble of acquisition functions. In each iteration, the candidate points are sampled from the Pareto front of multiple acquisition functions. We compared the proposed MACE algorithm using analytical benchmark functions and real-world circuits, it is shown that the MACE algorithm is competitive compared with the state-of-the-art methods listed in the paper.
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