Appendix

A. Language Modelling

A.1. Model details

For WikiText-103 we swept over LSTM hidden sizes $\{1024, 2048, 4096\}$, no. LSTM layers $\{1, 2\}$, embedding dropout $\{0, 0.1, 0.2, 0.3\}$, use of layer norm (Ba et al., 2016b) $\{True, False\}$, and whether to share the input/output embedding parameters $\{True, False\}$ totalling 96 parameters.

A single-layer LSTM with 2048 hidden units with tied embedding parameters and an input dropout rate of 0.3 was selected, and we used this same model configuration for the other language corpora. We trained the models on 8 P100 Nvidia GPUs by splitting the batch size into 8 sub-batches, sending them to each GPU and summing the resulting gradients. The total batch size used was 512 and a sequence length of 100 was chosen. Gradients were clipped to a maximum norm value of 0.1.

We did not pass the state of the LSTM between sequences during training, however the state is passed during evaluation.

A.2. Dynamic Evaluation Parameters

For the Neural Cache, we swept over the hyper-parameters:

- Softmax inverse temperature: $\theta_{cache} \in \{0.1, 0.2, 0.3\}$
- Cache output interpolation: $\lambda_{cache} \in \{0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.35\}$
- Cache size $n_{cache} \in \{1000, 5000, 8000, 9000, 10000\}$

and chose $\theta_{cache} = 0.3$, $\lambda_{cache} = 0.1$, $n_{cache} = 10000$ by sweeping over the validation set.

For the mixture of Neural Cache and MbPA we swept over the same cache parameters, alongside:

- MbPA output interpolation: $\lambda_{mbpa} \in \{0.02, 0.04, 0.06, 0.08, 0.10\}$,
- Number of neighbours retrieved from memory: $K \in \{512, 1024\}$,
- Number of MbPA steps: $n_{mbpa} \in \{1, 2\}$

and selected $\lambda_{mbpa} = 0.04$, $\lambda_{cache} = 0.1$, $\theta_{cache} = 0.3$, $K = 1024$, $n_{mbpa} = 1$, $n_{cache} = 10000$. We also selected the MbPA learning rate $\alpha_{tr} = 0.3$, and the L2-regularization $\beta_{mbpa} = 0.5$ on the MbPA-modified parameters. The memory size for MbPA was chosen to be equal to the cache size.

A.3. Gutenberg

A.3.1. Splits

We downloaded a subset of books (listed below) from Project Gutenberg on January 2, 2018 from a mirror site (https://www.gutenberg.org/MIRRORS.ALL). We selected 2042 English-language books under the /1 subdirectory. Each book has a unique id, we shuffled the books and split out a reasonably sized train, validation and test set. The book ids are listed below for these splits.

**Test** (13 books, 526, 646 tokens):

11959, 12211, 10912, 11015, 12585, 10827, 10268, 11670, 126, 1064, 11774, 12505, 11931

**Validation** (12 books, 609, 545 tokens):

11399, 10003, 1202, 12213, 11177, 12856, 10516, 11635, 12315, 11804, 11249, 11163

**Train** (2017 books, 178, 181, 505 tokens):

10000, 10064, 1019, 10358, 10482, 10598, 10675, 10787, 10864, 10929, 10, 11112, 11190, 11257, 11363, 11449, 11526, 11612, 11715, 11825, 11920, 11987, 1204, 12118, 12184, 12249, 12326, 12405, 12478, 12582, 12691, 12806, 12895, 10001, 10065, 101, 1035, 10483, 10595, 10676,
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A.3.2. DATA PRE-PROCESSING

For Project Gutenberg and GigaWord v5 we used a very simple python script to pre-process and tokenize the data using NLTK. We post the Gutenberg script here for ease of reproduction. The GigaWord v5 script excludes the Project Gutenberg-specific selection of start / end markers to extract the text. The NLTK library\(^3\) is used to split out sentence and word tokens, the resulting text contains lower-case text with one sentence per line.

```python
# Copyright 2018 Google LLC.
# Licensed under the Apache License, Version 2.0 (the "License");
# you may not use this file except in compliance with the License.
# You may obtain a copy of the License at
# https://www.apache.org/licenses/LICENSE-2.0
#
# Unless required by applicable law or agreed to in writing, software
# distributed under the License is distributed on an "AS IS" BASIS,
# WITHOUT WARRANTIES OR CONDITIONS OF ANY KIND, either express or implied.
# See the License for the specific language governing permissions and
# limitations under the License.

def process_text(text):
    import nltk
    start_text = "START OF THIS PROJECT GUTENBERG EBOOK"
    start = text.find(start_text) + len(start_text)
    end = text.find("END OF THIS PROJECT GUTENBERG EBOOK")
    text = text[start:end]
    text = text.decode("utf-8", "ignore")
    text = text.replace("\r", " ")
    text = text.replace("\n", " ")
    final_text_list = []
    sent_text_tokens = nltk.sent_tokenize(text)
    for sentence in sent_text_tokens:
        final_text_list.extend(nltk.word_tokenize(sentence) + ["\n"])
    return " ".join(final_text_list).lower().encode("utf-8")
```

A.3.3. LEARNING CURVES

![Learning Curves](image)

*Figure 5. Validation perplexity on Gutenberg.* All word classes have been observed after around 4B training tokens and we observe the performance of Hebbian Softmax return to that of the vanilla LSTM thereafter, as all parameters are optimized by gradient descent.

\(^3\)https://www.nltk.org/
A.4. GigaWord

Figure 6. Test perplexity on GigaWord v5. Each model is trained on all articles from 200-2009 and tested on 2010. Because the test set is very large, a random subsample of articles are used per evaluation cycle. For this reason, the measurements are more noisy.

A.5. WikiText-103

A.5.1. AdaGrad

Figure 7. Using AdaGrad. Validation curve on WikiText-103 when using the AdaGrad optimizer with learning rate 0.2 instead of RMSProp with learning rate 0.001. The use of AdaGrad with a learning rate of 0.2 has been popular within recent language modelling literature (Grave et al., 2016b; Jozefowicz et al., 2016). After 15B steps of training both the baseline softmax and Hebbian Softmax are far from the state-of-the-art achieved with RMSProp.
A.5.2. Sampled Softmax
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**Figure 8. Interaction with Sampled Softmax.** Validation curve on WikiText-103 when using a sampled softmax (Jean et al., 2014) with 8192 samples. Due to the smaller memory overhead, we trained with a batch size of 256 (vs 64 when using the full softmax) using 2 P100 GPUs instead of 8. The total batch size of 512 is kept the same, however training wall time is reduced from 6 days to 2. We see an improvement when using the Hebbian Softmax however both models plateau at 2 – 3 perplexity points higher than the exact softmax.

A.5.3. Alternate Objective Functions
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**Figure 9. Objective Function Comparison.** Validation learning curves for WikiText-103 comparing different overfitting objectives as illustrated in (7). We observe there is not a significant improvement in performance by choosing inner objectives which relate to the overall training objective, e.g. Softmax, vs $L^2$. 


B. Omniglot

Figure 10. **Omniglot curriculum task.** Starting from 30 classes, 5 new classes are added when total test error exceeds 60%. Each line shows a 2-σ confidence band obtained from 10 independent seed runs. The Hebbian Softmax uses hyper-parameters $T = 10$ and $\gamma = 0.1$. The learning rate chosen for AdaGrad was 0.08, and 0.006 for RMSProp and Adam — these were obtained from a prior sweep with the baseline softmax model.

Figure 11. **Learning rate comparison.** Omniglot curriculum performance versus learning rate for a regular softmax architecture using RMSProp. Values of 0.006 to 0.008 are similarly fast to learn and are stable. Stability breaks down for larger values.