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1 MNIST

Figure 1: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples per class on MNIST according to Deep SVDD anomaly scores ordered by score from top left to bottom right.
Figure 2: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples per class on MNIST according to Deep SVDD anomaly scores ordered by score from top left to bottom right.
Figure 3: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples per class on CIFAR-10 according to Deep SVDD anomaly scores ordered by score from top left to bottom right.
Figure 4: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples per class on CIFAR-10 according to Deep SVDD anomaly scores ordered by score from top left to bottom right.
3 Adversarial Attacks on GTSRB stop signs

Figure 5: The 20 adversarial examples generated by using Boundary Attack.

Figure 6: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples on GTSRB stop signs training set according to Deep SVDD anomaly scores ordered by score from top left to bottom right.

Figure 7: Example from one experiment (seed) of the 32 most normal (left) and 32 most anomalous (right) examples on GTSRB stop signs test set according to Deep SVDD anomaly scores ordered by score from top left to bottom right. The example shows that Deep SVDD detects adversarial attacks.