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Abstract

We provide a second-order stochastic differen-
tial equation (SDE), which characterizes the
continuous-time dynamics of accelerated stochas-
tic mirror descent (ASMD) for strongly convex
functions. This SDE plays a central role in de-
signing new discrete-time ASMD algorithms via
numerical discretization and providing neat analy-
ses of their convergence rates based on Lyapunov
functions. Our results suggest that the only exist-
ing ASMD algorithm, namely, AC-SA proposed
in Ghadimi & Lan (2012) is one instance of its
kind, and we can derive new instances of ASMD
with fewer tuning parameters. This sheds light
on revisiting accelerated stochastic optimization
through the lens of SDEs, which can lead to a
better understanding as well as new simpler algo-
rithms of acceleration in stochastic optimization.
Numerical experiments on both synthetic and real
data support our theory.

1. Introduction

We study the following constrained optimization problem

(1.1)

wmiy f (%),

where f : R? — R is p-strongly convex for some constant
p > 0and X is a closed convex subset of R%. Compared
with general convexity, the strong convexity property often
leads to great improvements in convergence rates of vari-
ous algorithms and appears in enormous machine learning
problems (Shalev-Shwartz & Kakade, 2009) due to the ubig-
uitousness of strongly convex loss functions such as log
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loss, square loss and strongly convex regularizers such as ¢
norm and Kullback-Leibler (KL) divergence.

When the constraint set X is endowed with a Bregman
divergence (Bregman, 1967), (1.1) can be solved by mirror
descent (MD) (Nemirovski, 1979; Nemirovski et al., 1983):

Vi1 = Vh(xi) — muV f(xx),

N (1.2)
Xp+1 = VA (Yr+1),

where 7, > 0 is the step size, h : X — R is the dis-
tance generating function and h* is its conjugate. When

h(-) = 1/2]| - ||3, the MD algorithm reduces to projected
gradient descent (Luenberger et al., 1984), where Vh* is
the Euclidean projection onto X'. In many machine learning
applications with large scale and high dimensional data, the
gradient of f can be expensive to compute, and therefore
stochastic gradient is used alternatively, which gives rise to
stochastic mirror descent (SMD) (Nemirovski et al., 1983):

Yi+1 = Vh(xr) — meG(xx; Ex),

. (13)
Xp41 = VA (Yit1),

where G (x; ) is the stochastic gradient indexed by random
variable £. The stochastic gradient is often assumed to be an
unbiased estimator of the full gradient, i.e., E[G(x; §)|x] =
V f(x), and have bounded variance. If f is p-strongly con-
vex, the expected objective function value after k iterations
of SMD (i.e., E[f(xx)] ) converges to the minimal value
f(x*) at an optimal rate of O(M?log k/(uk)) (Nesterov,
2009), where ||V f(x)|| < M,Vx € X for a constant M.

If the objective function f is additionally smooth, many
convex optimization algorithms can be accelerated (Polyak,
1964; Nesterov, 1983; 2005; 2013) as well as SMD. Specifi-
cally, Ghadimi & Lan (2012) proposed a generic algorith-
mic framework to accelerate SMD for strongly convex and
smooth functions, i.e., the accelerated stochastic approxima-

tion (AC-SA) algorithm with the following update:':
mi (L= aw)(p+ )

ar[(1 — ar)p + vi) <

= a8
M = T T =k P
Qg md (1—ar)p+ v
Vh(x = Vh(x + - ——+———Vh(x
(1) = - o)+ L E D
— o/ (4 W) G (X413 Err1),s
x‘ﬁ_l = apxpt1 + (1 — ar)xy, (1.4)

"Here we present the AC-SA algorithm in a slightly different
but equivalent form as the original AC-SA algorithm in Ghadimi &
Lan (2012), in order to make a clear comparison with our proposed
continuous-time dynamics and new algorithms.
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where oy, v > 0 are step sizes, p is the strong convexity
constant of f, and h is the strongly convex distance gen-
erating function associated with the Bregman divergence.
Theoretically, for an L-smooth and p-strongly convex func-
tion, AC-SA achieves a nearly optimal convergence rate
O(L/k? + 02 /(uk)) in terms of expected function value
gap, where o2 is the variance of the stochastic gradient.
Compared with the non-accelerated SMD (1.3), the AC-
SA algorithm enjoys an accelerated convergence rate in
the sense that when the variance of the stochastic gradient
vanishes, i.e., 0 = 0, the convergence rate of AC-SA re-
duces to a faster rate O(L/k?). Despite the nearly optimal
convergence rate, the update formulas in AC-SA are rather
complicated and lack of intuition. As far as we know, this is
the only algorithm of accelerated SMD in the literature.

In this work, we aim to better understand the accelera-
tion of SMD and propose simpler algorithms of acceler-
ated SMD for strongly convex functions. Inspired by an
emerging body of research (Raginsky & Bouvrie, 2012;
Su et al., 2014; Krichene et al., 2015; Mertikopoulos &
Staudigl, 2016; Wilson et al., 2016; Wibisono et al., 2016;
Krichene & Bartlett, 2017; Xu et al., 2018), which interpret
existing accelerated deterministic and stochastic optimiza-
tion algorithms by viewing them as Euler discretization of
some continuous-time dynamics defined by ordinary differ-
ential equations (ODESs) or stochastic differential equations
(SDEs), we propose a novel SDE-based interpretation of
accelerated SMD for strongly convex functions. We de-
rive several new discrete-time accelerated SMD algorithms
from the proposed SDE. We provide a unified analysis of
the convergence rate for both continuous-time dynamics
and the discrete-time algorithms using Lyapunov functions.
Thorough experiments corroborate our theory.

Our Contributions: Our key contributions are two-fold,
which are summarized as follows.

o To the best of our knowledge, this is the first study, which
proposes a stochastic differential equation-based inter-
pretation for accelerated stochastic mirror descent when
the objective function is strongly convex. We take a
Lyapunov function based approach to prove that the con-
vergence rate of the solution trajectories of the SDE is
O(1/t% + 0% /t17249), where the variance of the stochastic
noise is bounded by O(o?t29) for constant ¢ < 1/2.

e We invent several new accelerated algorithms of SMD
via discretizing the proposed SDE using various Eu-
ler discretization schemes, and extend the Lyapunov
function-based analysis for the continuous-time dynam-
ics to the convergence analysis of the proposed discrete-
time algorithms. Our analysis shows that these new al-
gorithms achieve the same nearly optimal® convergence

Note that we can improve the convergence rate of our algo-

rate O(L/k? + o2 /(uuk)) for strongly convex and smooth
functions as in Ghadimi & Lan (2012).

It is worth noting that while our study is focused on stochas-
tic mirror descent, it sheds light on revisiting other stochastic
optimization algorithms such as stochastic regularized dual
averaging (Xiao, 2010; Chen et al., 2012) through the lens of
SDEs, which can potentially lead to a better understanding
and/or new simpler algorithms.

The remainder of this paper is organized as follows: In
Section 2 we review the related work. In Section 3 we
present the novel continuous-time dynamics for ASMD.
We provide the convergence analysis of the continuous-
time dynamics in Section 4. We design new algorithms
for ASMD and prove their convergence rates in Section 5.
Numerical experiments on both synthetic and real datasets
are demonstrated in Section 6. Finally we conclude the
paper in Section 7.

Notation Upper case letter X; denotes a continuous-time
curve vector, where ¢t € T C R™ is the time index. X; with
an over-dot denotes the time derivative of X;. Lower case
letter x;;, denotes the trajectory of a discrete-time algorithm,
where k£ = 0, 1, ... is the index of iteration number. For all
x € R?, we fix a general norm ||x|| and its dual norm is
given by [|x[|. = sup,<1(x,y). We use [|Ally, to denote
the operator norm (a.k.a., spectral norm) of matrix A.

2. Related Work

Due to the great success in speeding up the convergence
of gradient-based convex optimization algorithms such as
gradient descent (Polyak, 1963) and mirror descent (Ne-
mirovski, 1979; Nemirovski et al., 1983) for smooth func-
tions, acceleration methods have received everlasting atten-
tion in convex optimization and led to various accelerated
algorithms such as Polyak’s heavy ball (Polyak, 1964), Nes-
terov’s accelerated gradient descent (AGD) (Nesterov, 1983;
2005; 2013) and accelerated mirror descent (Nemirovski
et al., 2009). The phenomenon of acceleration also plays an
important role in stochastic convex optimization methods,
such as accelerated stochastic gradient descent (Hu et al.,
2009), accelerated stochastic mirror descent (SMD) (Lan,
2012; Ghadimi & Lan, 2012; 2013) and accelerated stochas-
tic regularized dual averaging (SRDA) (Chen et al., 2012).
Despite of the great success of acceleration methods in opti-
mization, researchers have struggled in understanding the
underlying mechanisms and their proofs. For example, the
estimate sequences based proof for Nesterov’s AGD is often
considered as merely an “algebra trick” (Juditsky, 2013).

rithms to be optimal, i.e., O (exp(—\/L/uk) + o” /(uk)), using
the same multi-stage shrinkage procedure technique proposed in
Ghadimi & Lan (2013). However, the resulting algorithms are very
complicated and are beyond the focus of this work.
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To gain a better understanding of acceleration methods,
there have emerged several lines of research that try to
interpret Nesterov’s accelerated gradient descent and accel-
erated mirror descent from various perspectives (Allen-Zhu
& Orecchia, 2014; Su et al., 2014; Flammarion & Bach,
2015; Lin et al., 2015; Bubeck et al., 2015; Lan & Zhou,
2015; Lessard et al., 2016; Hu & Lessard, 2017; Scieur
et al., 2017), among which the ODE based continuous-
time dynamics is one of the very elegant interpretations.
The discrete-time algorithms are closely connected with the
continuous-time dynamics defined by ODE in the sense that
they are nearly equivalent when the discretization step is
sufficiently small. This ODE based analysis has also been
extended to understanding the acceleration of mirror descent
(Krichene et al., 2015; Wibisono et al., 2016; Wilson et al.,
2016; Diakonikolas & Orecchia, 2017). Furthermore, Krich-
ene et al. (2015); Wilson et al. (2016) proposed to discretize
the continuous-time ODE and derive new discrete-time al-
gorithms that enjoy the optimal convergence rates.

For general convex objective functions, Raginsky & Bou-
vrie (2012) proposed to study the continuous-time variant
of stochastic mirror descent using stochastic differential
equations (SDEs) and proved that the expected function gap
is bounded by a quantity proportional to the variance of
the stochastic gradient. Mertikopoulos & Staudigl (2016)
proposed a modified SDE to describe SMD and proved
almost-sure convergence of the function value along the
solution trajectories of SDE to the minimal function value
under an assumption that the stochastic variance vanishes
with time. More recently, Krichene & Bartlett (2017) pro-
posed a second-order SDE for accelerated SMD, and proved
that the expected function value at the continuous-time iter-
ative converges to the minimal function value at O(1/t/2)
rate, where t is the continuous time index. Xu et al. (2018)
proposed a slightly different second-order SDE with refined
rate O(1/t% 4 1/t'/?) to characterize accelerated SMD.
However, all the studies along this line are limited to gen-
eral convex functions, and are not applicable to the strongly
convex functions. The continuous-time dynamics of acceler-
ated stochastic mirror descent for strongly convex functions
is still missing in the literature.

3. Continuous-time Dynamics for Accelerated
SMD

We start with some preliminary definitions and proposi-
tions, and then we present the continuous-time dynamics
for accelerated stochastic mirror descent from a Lagrangian
mechanics (Wibisono et al., 2016) perspective.

3.1. Preliminaries

We first define the Bregman divergence associated with
distance generating function h and a constrained set X

Definition 3.1. The Bregman divergence is defined as

Dp(x,x") = h(x) — h(x') = (Vh(x'),x = x') (3.1)
onaset X C RY forall x,x’ € X, where h : X — R is
h-strongly convex, continuous and non-negative, and is
also called distance-generating function.

It is easy to see that Dy (x,x’) > 0 for all x,x’ € X, due
to the convexity of h.

Definition 3.2. The conjugate function of function h :
X — R s defined as

h*(y) = sup(y,x) — h(x), fory € E*,

xeEX

where F* is the dual space of E which is a superset of .
In particular, if A is strongly convex, it holds that

Vh*(y) = argmax(y,x) — h(x), fory € E*.

XEX

(3.2)

where Vh* is the gradient of h*, and is called as mirror map,
which maps the point in the dual space E* back to X'. The
mirror map Vh* plays a central role in mirror descent as
well as in deriving the continuous-time dynamics for MD.

Then we lay down the definitions of strong convexity and
smoothness of f.

Definition 3.3. A function f is u-strongly convex with re-
spect to some h, if there exists a constant & > 0, such that
for all x,y € X, it satisfies

f(x) > f(y) +(Vf(y),x —y) + pDn(x,y).

Definition 3.4. A function f is L-smooth, if there exists a
constant L > 0, such that for any x,y € X, it satisfies

IVF(x) = V)l < Lix =yl
where || - ||« is the dual norm.

It is worth emphasizing that smoothness is essential for ac-
celerating the convergence of convex optimization methods
(Nemirovski et al., 1983; Nesterov, 2013).

3.2. SDE-based Dynamics

Now we are going to derive a continuous-time dynamics for
accelerated stochastic mirror descent by viewing the opti-
mizing process as a physical process. Specifically, we define
a mechanical system associated with optimization problem
(1.1), where X € X and V € E denote the position and
velocity of a particle respectively. The Bregman Lagrangian
(Wibisono et al., 2016) of this physical system is defined as

LX,V,t) =e" T (Dp(X +e ™V, X) - " f(X)),
(3.3)
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where o, B¢, v+ are arbitrary scaling functions that are con-
tinuously differentiable, Dy, (X + e~ * V', X) is the kinetic
function, and f(X) is the potential function. This Bregman
Lagrangian is first proposed by Wibisono et al. (2016) for
characterizing deterministic acceleration methods, and later
adopted by Xu et al. (2018) to analyze accelerated SMD.
However, the Bregman Lagrangian in (3.3) is defined for
general convex functions. When f is u-strongly convex, we
propose the following extended Bregman Lagrangian:

L(X,V,t)

_ eat+5t+7t (UDh(X +e Vv, X) - f(X)) 3.4)

For the action functional J(X) = [, L(X, X, t)dt de-
fined on curves { X}, Hamilton’s principle (Bailey, 1982),

a.k.a., principle of least action, states that minimizing the
action functional J(X') requires the curve X to satisfy the
following Euler-Lagrange equation

d { oL oL 3.5)

i E(Xtyxtvt)} = T&(X7Xz,t)-
Submit the Bregman Lagrangian (3.4) into the Euler-
Lagrange equation (3.5), we have the following minimizing
trajectory for J(X)

e—at%w(xt +e " Xy) 3.6)

= (VA(Xi e X)) — VR(X))) in(Xt)
+ (B +A)e” * (VR(X:) — VA(X: 4+ e X)),

For the simplicity of presentation, we adopt the following
ideal scaling condition which ensures the stability of (3.5):

Bt = eatv

Note that our ideal scaling condition is different from that
of Wibisono et al. (2016) since our Bregman Lagrangian
(3.4) is designed for strong convex function f, which differs
from (3.3) defined by Wibisono et al. (2016). Substituting
the scaling condition into (3.6), we obtain the following
second-order ordinary differential equation whose solution
minimizing the action functional J(X)

(3.7)

’.}/t = —eo‘t .

SVR(Xc+1/6X0)
= _Bt(vf(xt)/,u + Vh(Xt + 1/BtXt) — Vh(Xy)).

Up to now, we have derived a continuous-time dynamics
with full gradient V f(X;). In order to account for the
randomness of stochastic gradient used in stochastic mirror
descent, we add a Brownian motion term into the above
second-order ODE and obtain the following second-order
It6 stochastic differential equation (SDE) (@ksendal, 2003)

dVA(X: 4 1/8:X:)

= b (iw(xt) + Vh(X: + 1/BtXt))dt

+ B Vh(X,)dt — BV (X, 1)dBy, (3.8)

where B, € R? is the standard Brownian motion,
o(X;,t) € R¥ s called the diffusion coefficient ma-
trix and § > 0 is a constant. For the ease of demonstration,
we further introduce another continuous curve {Y;} in the

dual space E* which is defined as Y; = VA(X;+1/5:X}).
Since Vh*(Vh(x)) = x for x € X when h is strongly con-
vex (Banerjee et al., 2005), we can rewrite the second-order
SDE in (3.8) as the following system of first-order SDEs:

4, = fu(VR* (%) - X )dt, (3.9

ay; = -5 (in(Xt)dt + (Y — VA(X,))dt

(3.95)
+ L"(MX“” dBt>.

We can see that the continuous-time curve X is updated
in the primal space according to (3.9a), and the continuous-
time curve Y; is updated in the dual space of X according
to (3.9b). This is analogous to the primal update and dual
update in the discrete-time stochastic mirror descent. The
diffusion term —v/6 3,0 ( X, t)/ 1 accounts for the random-
ness introduced by stochastic gradient and corresponds the
standard deviation of the stochastic gradient. It is also inter-
esting to compare the above continuous-time dynamics for
strongly convex functions with that for general convex func-
tions as in Krichene & Bartlett (2017); Xu et al. (2018). The
continuous-time dynamics for general convex functions has
an extra sensitivity parameter, which does not appear in the
Bregman Lagrangian but is artificially introduced to ensure
the convergence of the dynamics. In contrast, such kind of
sensitivity parameter is not needed in our continuous-time
dynamics (3.9) for strongly convex functions, and makes
the dynamics more concise and intuitive.

4. Convergence Analysis of the
Continuous-time Dynamics

In this section, we provide a Lyapunov function based con-
vergence analysis of our proposed continuous-time dynam-
ics in (3.9). The high-level road map of our proof follows
from the previous work on the continuous-time dynamics
of accelerated SMD for general convex functions (Krichene
& Bartlett, 2017; Xu et al., 2018). In detail, we define the
Lyapunov function as follows

& = e (f(X1) = f(X) + uDu(x*, VA*(Y7)). (4.1)

We emphasize that the above Lyapunov function is unique
to our continuous-time dynamics (3.9), and it is different
from that in Xu et al. (2018) since we do not need the
scaling parameter for the Bregman divergence. (4.1) is
also different from the Lyapunov function used in Wilson
et al. (2016) due to the fact that they are dealing with the
deterministic problem and that their Lyapunov function for
strongly convex functions is in the Euclidean space.
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The following theorem characterizes the convergence rate
of the solution of the continuous-time dynamics (3.9).

Theorem 4.1. Suppose f is u-strongly convex with respect
to a distance generating function h and assume h is -
strongly convex. Then the dynamics (3.9) for accelerated
stochastic mirror descent satisfies

E[f(X) = f(x)]

t 32 Br

< e—ﬁt&]+e—ﬂtEU Lﬁ;e tr (o) V2h*(Y;)o,)dr |,
0 H

where 0, = o(X,,7) and & = % (f(Xo) — f(x*) +

uDp+ (Yo, Vh(x*))).

In Theorem 4.1 we assume that h is py,-strongly convex,
which is a widely imposed assumption in the literature
of mirror descent (Nesterov, 1983; Raginsky & Bouvrie,
2012; Lan, 2012; Ghadimi & Lan, 2012; Chen et al., 2012).
By the property of conjugate function (Banerjee et al.,
2005), we know that equivalently ~A* is 1/,-smooth, i.e.,
V2h*(y)|lop < 1/p, forally € E*.

Remark 4.2. If the diffusion coefficient o; satisfies
lotllop < ot? for some constants ¢ > 0 and ¢ < 1/2,
and we choose 3; = 2logt, we obtain the convergence rate

N 1 o?
E[f(X:) — f(x")] = O<t2 + AM)

When 0 < ¢ < 1/2, the variance of SDE (3.9) increases
with time ¢, while we can still guarantee the convergence
of its solution to the minimizer of f. When g = 0, i.e., the
variance of the stochastic gradient is uniformly bounded
by a constant o2, we further obtain the convergence rate
O(1/t%2 + o2 /(ut)), which matches the near optimal con-
vergence rate for accelerated SMD with strongly convex
objective functions (Ghadimi & Lan, 2012).

Remark 4.3. It is interesting to compare the convergence
rate of the continuous-time dynamics for strongly convex
functions with the convergence rate for general convex
function. More specifically, under the assumption that
|lo:]] < ot? for some constants o > 0 and ¢ < 1/2, the
convergence rate in Theorem 4.1 is faster by a factor of
02 /t'/2=4 than the rate O(1/t> + o2/(ut'/?=9)) of the
continuous-times dynamics of accelerated SMD for general
convex functions, derived in Xu et al. (2018).

5. New ASMD Algorithms

In this section, we design various novel accelerated stochas-
tic mirror descent algorithms for strongly convex objec-
tive functions based on Euler discretization of the SDE in
(3.9). We also extend the Lyapunov function based analysis
in Section 4 to analyze the convergence of the proposed
discrete-time algorithms.

More specifically, we use implicit and explicit Euler dis-
cretization schemes (Kloeden & Platen, 1992) of differential
equations and their composition to derive several discrete
algorithms from (3.9). Let  be the time step and

Y=Y, Vi1 =Yigs.

X =X, Xpy1 = Xiys,

The explicit (forward) Euler discretization for the time
derivatives X; and Y; are defined as

(Xk+1 — Xk)/(s ~ Xt,

and the impli.cit (baclgward) Euler discretization for the time
derivatives X; and Y; are defined as

(v — Y1)/ = Y.

(Vi1 —yR)/6 =Y, (5.1

(x5 — Xp—-1)/0 ~ X, (5.2)
For the scaling parameters, we choose A;, = e’ and the
discretizations are as follows

(Ak+1 — Ak)/((SAk) ~ ﬁt.

Similar discretization schemes are also used in recent work
(Wilson et al., 2016; Xu et al., 2018).

(Auss — Ap) /5 = de Jat,

5.1. Implicit Euler Discretization

We first show that the implicit discretization of (3.9) gives
rise to an instance of accelerated SMD algorithm, which
is able to obtain the desired convergence rate for strongly
convex and smooth functions.

By the implicit Euler discretization of X + and Yt in (5.2),
the continuous dynamics (3.9) can be discretized as follows

VA (yri1) = Xe1 + /76 (Xer1 — Xz), (5.3a)

Vi1 = ¥ = =Tk [G(Xkt1; Ekv1) /1t + Yia1 — Vh(xrt1)],
(5.3b)

where 7, = (Akt+1 — Ak)/Ak and G(Xp41;Ep+1) is the
stochastic gradient. It is worth noting that (5.3) actually
gives the optimality condition for a discrete-time algorithm,
which is depicted in Algorithm 1. We use the notation
f(x; €) to denote the stochastic objective function for ran-
dom vector ¢ and x € R?. The stochastic gradient is then
G(x;€) = Vf(x;€). Line 4 in Algorithm 1 is immediately
from equation (5.3a). Furthermore, it is easy to verify that
the optimality condition of the minimization problem in
Line 5 of Algorithm 1 is identical to equation (5.3b) by
calculating the gradient of the objective in the this mini-

mization problem with respect to x and setting it to be zero.

To analyze the convergence of Algorithm 1, analogous to
the continuous-time Lyapunov function in (4.1), we define
the discrete-time Lyapunov function as follows

gk = Ak(f(xk) — f(X*) + MDh(X*, Vh*(yk))) (54)
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Algorithm 1 Accelerated Stochastic Mirror Descent
1: Input: Ag =1, p.

2: for k =1to K do
3 Ap=k(k+1)/2, 7 = (Apy1 — Ag) /A
4 VR*(Yrs1) = Xpq1 + ?k(xk+1 — Xg)-

50 Xpy1 = argmin, { f(x; &) + uDp(u, Vh* (yx)) —
1
uDy(x, Vh*(yi))}, where u = x + —
Tk
6: end for

(x — xx).

Now we present the convergence rate of our discretized
Algorithm 1 in the following theorem.

Theorem 5.1. Suppose f is u-strongly convex with respect
to a distance generating function h, which is p,-strongly
convex. Assume that E[||G(x;€) — Vf(x)||?|x] < o2 for
some constant o. If choosing Ay, = k(k+1)/2and Ag = 1,
the output of Algorithm 1 satisfies

. 2& 202
ELfGon) = £ < o+ g
where & = f(xo) — f(x*) + nDn-(yo, VA(x")).

Remark 5.2. Theorem 5.1 implies O(1/k* + o2 /(uk))
convergence rate for Algorithm 1, which matches the nearly
optimal rate for stochastic optimization in Ghadimi & Lan
(2012). When the variance of the stochastic gradient van-
ishes, i.e., 0 = 0, the convergence rate is improved to
O(1/k?). In addition, the nearly optimal rate in Theorem
5.1 only requires the strong convexity of f and distance
generating function h, which is consistent with the theoretic
result for the continuous dynamics. Note that the Algo-
rithm 1 can also be viewed as an accelerated proximal point
algorithm (Giiler, 1992).

Similar to the analysis of the continuous-time dynamics, we
also provide a proof sketch of Theorem 5.1 based on the
discrete-time Lyapunov function (5.4). The complete proof
can be found in the supplementary materials.

Proof Sketch of Theorem 5.1. Recall the Lyapunov func-
tion & in (5.4). Direct calculation on the subtraction of
&;+1 and &; and simplifying the result yields
Ai+1 - Ai)z o?

A; 2ppn

E[&it1 — &) < (

By taking telescope sum from i = 0 to i = k — 1, we obtain

2 k-1 2
o (Aig1 — 4))
El&] <& + .
Gl < bt g ; A;

Choosing Ay = k(k + 1)/2 and Ay = 1, we have
S (A — AD?JA = I+ 1) /i < 2k. Thus

by the definition of £, we have

E[Sk] 250 20’2
E - M) < <
[ 0) = SO € = < i ey
which completes the proof. O

5.2. Hybrid Euler Discretization

Despite its close connection with the continuous dynamics
and its optimal convergence rate, Algorithm 1 involves an
implicit update step (Line 5) which is pretty hard to solve
in practice. To design a more practical algorithm for ac-
celerated SMD, we now choose to combine the explicit
discretization of Y; in (5.1) and the implicit discretization

of X, in (5.2) to obtain the following optimality condition

VR (yr) = Xpg1 + 1/70(Xp+1 — Xi), (5.52)

— vk = =Tk [G(Xkt15Epr1) /1t + Y& — Vh(Xk41)],
(5.5b)

Yi+1

where 7, = (Ag4+1 — Ag)/Ag. Under this optimality condi-
tion, a new discrete-time algorithm can be derived, which is
displayed in Algorithm 2.

Algorithm 2 Accelerated Stochastic Mirror Descent
(ASMD)
I: Input: A9 =1, p.

2: for k =1to K do

3 Ak = k(/{ + 1)/2, Tk — (Ak+1 — Ak)/Ak

4:  x S h*(yx) + X

S I M o

5 Yie1 = (1 )Yk — Tr/ (G (Xps1; Epg1) —
pVh(Xj41)).

6: end for

Under the same discrete-time Lyapunov function (5.4), we
have the following convergence result for Algorithm 2.

Theorem 5.3. Suppose f is p-strongly convex and L-
smooth. Suppose the distance generating function A is
ph-strongly convex and 1—smooth. Further assume that
E[|G(x;¢) — Vf(x)|]?|x] < o? for some constant o. If
choosing A, = k(k + 1)/2 and Ay = 1, the output of
Algorithm 2 is bounded by

280 n wn B3 + CBopn/ 13 My, x

E[f(xk) — f(x")] < ) 2k 1)
where By = (L+u)\/2Mp x/pn+o+||V f(x*)|«, C >0

is an absolute constant and M}, x = sup, e Dn(x,%').

In Theorem 5.3, we assume h is Lj,-smooth, which means
the Bregman divergence Dy, (-, ) grows quadratically. This
assumption is also made in the analysis of AC-SA in
Ghadimi & Lan (2012). To ease the presentation, we assume
w.l.0.g. L, = 1; otherwise we can scale h to be h’ = h/Lj,
which is /Ly -strongly convex and 1-smooth.
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Remark 5.4. Theorem 5.3 suggests that the convergence
rate of Algorithm 2 is O(1/k? + (|[Vf(x*)|l« + Mp.x +
02)/k), which matches the nearly optimal convergence rate
of stochastic optimization for strongly convex functions
(Ghadimi & Lan, 2012). Nevertheless, when the variance of
the stochastic gradient vanishes, i.e, o = 0, this convergence
rate cannot be improved to the faster rate O(1/k?) since the
extra term with M}, x and ||V f(x*)||. cannot be zero.

5.3. Discretization with an Additional Sequence

In order to design a practical algorithm that both attains the
nearly optimal convergence rate and get rid of the additional
assumption on Mj, x, we introduce an additional updating
sequence to ensure that we do not move too far away from
the prox-center. This calibration idea has also been used
in Lan (2012); Ghadimi & Lan (2012); Allen-Zhu & Orec-
chia (2014), but with different additional sequences. The
optimality condition is then given by

VR (yr) = %k + 1/7%(zr41 — Xk) (5.6a)

Yit1 — Yk = —Th[G(Zrt1; Ers1) /1 + Y — Vh(zr11)],
(5.6b)

Xjpt1 = argn}(in {{G(Zh11; &k 11), %) + My Dp(2111,%) },
xE€
(5.6¢)
where 7, = (Agp1 — Ar)/Aryr and My =
ppin A1 Ar /(2(Ag11 — Ag)?). The proposed algorithm,

named ASMD3, is derived from the optimality condition
(5.6) and displayed in Algorithm 3.

Algorithm 3 ASMD with Additional Sequences (ASMD?3)
1: Input: u, L, pp,.
2: fork=1to K do
3 Ap=ppi(k+1)(k+2)/(40) + 1,7}, = (Agt1 —
Ag)/Ag1, and My, = ppn Ap1 A/ (2(Agr —

Ar)?).

4: Ziy1 = T,th*(yk) + (1 . T]/C)Xk-

5 yir1 = (1= )y — 7.(G(Zk413 1) /10 —
Vh(zgi1))-

6 Xpp1 = argming y {(G(Zri1:&rr1),X) +
My Dy (2x41,%)}.

7: end for

Although Algorithm 3 has an additional sequence in the
update formula compared with Algorithms 1 and 2, we can
still use the same Lyapunov function (5.4) to analyze its
convergence rate.

Theorem 5.5. Under the same conditions as in Theorem
5.3, by choosing Ay, = pp? (k+1)(k +2)/(4L) + 1, and
M, = /,[//,[/hAkJrlAk/(Q(AkJrl — Ak)z), the output of Algo-
rithm 3 satisfies

« 4LAQ(€0 +40’2k3
Bl (i) — ()] < gt

where & = Ao(f(x0) — f(x*) + puDp(x*, Vh(yo)))-

Remark 5.6. Theorem 5.5 suggests that the convergence
rate of ASMD3 is O(L/k? + 2 /(uk)) which matches the
nearly optimal rate in Ghadimi & Lan (2012) and is also
able to reduce to the faster rate O(L/k?) when the variance
of the stochastic gradient vanishes.

Remark 5.7. An interesting fact is that the first two se-
quences in (1.4) of the AC-SA algorithm bear some similar-
ity with (5.6a) and (5.6b) of Algorithm 3. However, there is
only one tuning parameter, i.e., A, in our algorithm. In con-
trast, AC-SA has two independent parameters v and oy, that
need to be tuned together in practice.Note that the first two
sequences in Algorithm 3 correspond to the straightforward
discretization of continuous-time dynamics (3.9). In this
sense, the AC-SA algorithm in Ghadimi & Lan (2012) can
also be viewed as a special discretization of our proposed
continuous-time dynamics (3.9), yet with more parameters,
and a different additional sequence for calibration.

6. Numerical Experiments

In this section, we carry out numerical experiments to sup-
port the theoretical guarantees of our proposed algorithms.

6.1. Compared Algorithms and Setup

We consider constrained stochastic optimization problems
with strongly convex objective functions, and compare our
Algorithm 2 (ASMD) and Algorithm 3 (ASMD3) with
stochastic mirror descent (SMD), stochastic accelerated gra-
dient (SAGE) (Hu et al., 2009) and accelerated stochastic
approximation (AC-SA) (Ghadimi & Lan, 2012). Note that
SAGE is not a mirror descent algorithm and we compare
with it only when the constraint set is a Euclidean norm ball.

Two strongly convex loss functions are studied in our ex-
periment: (1) ¢5-regularized least square loss (a.k.a., ridge
regression loss) /(x) = 1/(2n)[| Ax |3+ Alx|3, where
A c R4 x ¢ R? and y € R"; and (2) /5-regularized
logistic regression loss f(x) = 1/n Y1 | ( — yiAux +
log (1 + e®+*)) + A||x||?, where A € R"*% x € RY,
y; € {—1,1} and A, is the i-th row of A. We consider
the following two distance generating function A(-) and the
corresponding constraint set X. Both of them are widely
used in mirror descent based algorithms (Krichene et al.,
2015; Krichene & Bartlett, 2017; Xu et al., 2018) because
the mirror map VA* has a closed-form expression.
Squared Euclidean norm: h(x) = 1/2|x||3 and X =
{x: ||x|l2 < R} for some constant R > 0.

Negative entropy: h(x) = Z?zl z;logz; and X = {x :
S @ =1,2; >0fori=1,...,d}.
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log(f(!f»-) - f(x)
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Figure 1. Logarithmic averaged function value gap over 50 repetitions under different loss and distance generating functions on synthetic
data. (a) and (b) use the ridge regression objective function; (c) and (d) use the logistic regression objective function.
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Figure 2. Logarithmic averaged function value gap over 50 repetitions under different loss and distance generating functions. (a) and (b)
use the ridge regression objective function on E2006-tfidf dataset; (c) and (d) use the logistic regression objective function on a9a dataset.

6.2. Experiments on Synthetic Data

For synthetic data, we set n = 200,d = 100. Each
entry of the design matrix A is randomly generated in
[0, 1] and the regression vector x* is randomly generated
from N(0,I;x4). For the ridge regression problem, the
response vector y is generated by y = Ax* + €, where
€ ~ N(0,1,x,) is the noise vector. For the logistic re-
gression problem, we generate y; according to y; = 1 with
probability 1/(1 + exp(A;.x*)) and y; = 0 otherwise for
all ¢. In our experiment, we use a mini-batch of sample to
compute the stochastic gradient with batch size 15. The
radius of Euclidean ball X is set to be R = 12. Step sizes
of all algorithms are tuned by grid search. The logarithmic
function value gap averaged over 50 repetitions are shown
in Figure 1. In detail, Figures 1(a) and 1(b) are the results
of squared Euclidean norm distance and negative entropy
distance for ridge regression respectively. We can see that
the performance of our algorithms ASMD and ASMD3
is comparable or even better than AC-SA and SAGE, and
much better than SMD. Similar conclusion can be drawn
from Figures 1(c) and 1(d) for logistic regression. This is
well aligned with our theoretical analysis.

6.3. Experiments on Real Data

We also conduct experiments on real-world datasets to
demonstrate the performance of our algorithms. In par-

ticular, we use E2006-tfidf dataset (Kogan et al., 2009) for
the ridge regression problem, where n = 16087, d = 50000.
We use a9a dataset (Chang & Lin, 2011) for the logistic
regression problem, where n = 32561,d = 123. In the
experiment, we set batch size b = [0.2%n] for both re-
gression and classification. Step sizes of all algorithms are
tuned via grid search. The results are shown in Figure 2.
Figures 2(a) and 2(b) show the results for ridge regression
on E2006-tfidf and Figures 2(c) and 2(d) show the results
for logistic classification on a9a. All the experiment results
demonstrate that the proposed ASMD and ASMD3 achieve
comparable convergence speed as AC-SA and are much
faster than SMD. This is consistent with our theory as well.

7. Conclusions

We propose a novel SDE based dynamics to characterize
accelerated stochastic mirror descent (ASMD) for strongly
convex functions from a variational perspective. We design
several new algorithms for ASMD via different Euler dis-
cretization schemes of the continuous-time dynamics. We
provide simple and unified Lyapunov function based anal-
ysis to prove the convergence rates of both the continuous-
time dynamics and the discrete-time algorithms. Thorough
experiments corroborate our theory.
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