A Spectral Approach to Gradient Estimation for Implicit Distributions

A. Proof of Proposition 1

We first introduce the following lemmas.

Lemma 1 (Liu et al. 2016, Proposition 3.5). Let H denote the Reproducing Kernel Hilbert Space (RKHS) induced by kernel
k. If k(-, ) has continuous second order partial derivatives, and both k(x, ) and k(-,x) satisfy the boundary condition in
eq. (1), then V' f € H, f satisfies the same boundary condition.

Lemma 2 (Mercer’s theorem). Let k be a continuous kernel on compact metric space X. q is a finite Borel measure on X.
Then for {1;};>1 that satisfies eq. (1), Vx,y € X:
k(x,y) = it (x)1;(y).
J

Proof. See Sejdinovic & Gretton, Theorem 50. O

Lemma 3 (Sejdinovic & Gretton, Theorem 51). Let X be a compact metric space and k: X x X — R a continuous kernel,

Define:
_ _ Y 2
’H—{f—% aﬂj},.{\/m}eﬁ}.

Then ‘H is the same space as the RKHS induced by k.

Then we prove Proposition 1.

Proof. In Lemma 3 we set a; = 1,a; = 0(¢ # j), then we have ¢); € H. Then according to Lemma 1, we can conclude
that v); satisfies the boundary condition. [

B. Error Bound of SSGE
Define

0 J J J
gi(x) = Zﬁijwj (%), giu(x) = Zﬂijwj (%), gia(x) = Zﬂij&j (%), gia(x) = Zﬁzﬂ[h (%), (33)
Jj=1 j=1 j=1

which correspond to the major approximations in each step.
Lemma 4 (Izbicki et al. 2014). Forall1 < j < J,

[ (5560 - v30) " aa =0, (M(;M> , G4)

where §; = 1 — 41
Lemma 5 (Izbicki et al. 2014). Forall1 < j < J,

R 2 5 1
[ 5007 = 0, (g ) 1. 65)
and forall1 <i < J,i # j,
[ iz da =0, (= + =) 5 ) G6)
g Vi i) A

where A j; = min;<j<y9;.

Lemma 6.

1
/\gi,J(x) - gi,J(X)|2 dg = JO, (/M?,]V[) . 37
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Proof. By Cauchy-Schwartz inequality, Assumption 2 and Lemma 4:

2

J
/\Qi,J(X) —gi,7(x)|* dg =/ Z:Bij (%‘(X) - @j(X)) dq

(iﬁfj) (Zi: / (45x) —1/3j(x))2 dq) (38)

1
- Jo, (WA%M).

IA

Lemma?7. Foralll1 < j < J,

< / (vmiwj(X) - qu%(x)) dq>2 =0, <MCJ;M> : (39)

Proof. Denote 6(x) = 9;(x) — 1[)j(x). According to Assumption 1, it is easy to see that 1@- (x) satisfies the boundary
condition:

/ V5 (%) (x)]dx = 0. (40)

And from the proof of Proposition 1, we know 1);(x) satisfies the boundary condition. Combining the two, we have:

/ Va0(x)q(x)] dx = 0. 1)

By eq. (41), Lemma 4 and Assumption 2, we have

< ([ sxp2 dq) ( [ o602 dq> -
_ C )
K ,uﬁ?M
O

Lemma 8. Foralll < j < J,

n 1 C
(Bij — Bij)* = Oq (M) + Oy (W) : (43)
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Proof.
’ 1
51] 623 (61] ZV 1/}] ) + <M
O,

Mi (Tas ™) = Ty xm) = [ (Vi) = Vi) dq]

(Vmﬂﬁj (x™) = Va1, (Xm))>

M=

< ( ) o
=1 (44)
2| [ (Vatso) = T2y ) dq]
0q< )+2o (L) +2< v i (x) — vmiﬁj(x)) dq>2.
Therefore, by Lemma 7 we have
(Bij — Bij)? = Og (Al/[> + 0, </~LJ56];M> . (45)
O

Lemma 9.
2 2 1 C
= _— e — 4

Proof. By applying Minkowski inequality, Cauchy-Schwartz inequality, Lemma 8 and Lemma 5, we have

2 2

/\Qi,J( — §is(x))* dg = 5 (x Zﬁzg% dq:/ i(ﬂz‘j—ﬁu)%(x)
2
<{§:1 [ 165 - 30| a ]}<{§;[/‘5J )| da [ d20x dq}} o
(o ()= ()] o)1}
=70 (1) o (aagn))
O

Theorem 3 (Estimation Error).

1 C 1
Jts o0 aa= 7 (00 (5) + 00 (e ) ) 404 () “

Proof. By lemma 6 and lemma 9.

/ 1617 (%) — iy (%) dg < / 15i.0(%) — gis () dg + / 9i.(x) — s (0 dg

1 1
_ 72
—J (oq<M)+o (NJA3M>)+JOQ<MJA3M>

(49)
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Theorem 4 (Truncation Error).

/ 191.7(x) — g () dg = 19:12,0(0)
Proof.

[ 10060 = 60 = 328 = 3 iy < 30 = st

i>J i>J ]>]

Theorem 5 (Error Bound of SSGE).

[ (st = ai)* da = 7 (04 (57) + 00 (557 ) ) + 700 (g ) + i)

Proof. By theorem 3 and theorem 4, we have

/(fh‘,J(X)—gi(X))z dQS/mi,J( — gi,g(x dQ+/|ng (x)| dg

1 1
_ 72 12
=J <Oq (M> +0, <MA2JM)> +JO, (MA?]M) + [lgi 13O (k)

(50)
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