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We are delighted to introduce these proceedings of the inaugural Conference on Fairness, Accountability, and Transparency (FAT*). FAT* was formed to serve as a venue for the increasing volume of work focusing on the fairness, accountability, and transparency of algorithmic systems. The work published here, and presented at the conference on February 23rd and 24th, 2018, comes from a wide array of disciplines and subfields including machine learning, statistics, measurement and security, theoretical computer science, law, policy, philosophy, sociology, and interdisciplinary work touching on many of these fields. The papers include a legal examination of online discrimination in advertising, new methods for making recommendation systems fairer, a case study showing bias in existing computer vision benchmarks and introducing a new, fairer, dataset, and many other contributions from the areas of interpretability in machine learning, explainability of algorithmic systems, and examinations of fairness in socio-technical systems. These papers include both full-length publications as well as extended abstracts that underwent the same reviewing process. Papers were chosen from a pool of 73 submitted papers.

From the seventeen papers in these proceedings, the program committee has chosen two to recognize with Best Paper awards. The first Best Paper award, chosen for its strong and focused technical contribution, goes to The Cost of Fairness in Binary Classification by Aditya Krishna Menon and Robert C. Williamson. This paper studies the trade-off between fairness and accuracy in binary classification, quantifying the trade-off and providing an algorithm to achieve it. The Best Paper chosen for its strong technical contribution with an interdisciplinary lens is A case study of algorithm-assisted decision making in child maltreatment hotline screening decisions by Alexandra Chouldechova, Diana Benavides-Prado, Oleksandr Fialko, and Rhema Vaithianathan. This paper gives a careful case study and fairness-focused analysis of the application of risk prediction to child protective services deployed in Allegheny County, PA, USA.

In addition to the contributed publications, FAT* featured keynote talks by Latanya Sweeney and Deborah Hellman. Latanya Sweeney is a Professor of Government and Technology in Residence at Harvard University and the Director of the Data Privacy Lab in the Institute of Quantitative Social Science at Harvard. Her work showing the existence of discrimination in Google advertisements, where black-identifying name searches were found to be more likely to trigger advertisements relating to potential arrest records, is foundational to much of the work on fairness in socio-technical systems. Deborah Hellman is the D. Lurton Massee Professor of Law and the Roy L. and Rosamond Woodruff Morgan Professor of Law at the University of Virginia School of Law. Her work focuses on discrimination and equality in the law and her talk at FAT* examined discrimination through a legal and philosophical lens.

The conference also included separately reviewed tutorial submissions and presentations, including hands-on programming-focused tutorials and translation tutorials aiming to explain computer science concepts for a social science audience and vice versa. Information and resources associated with these tutorials can be found at the conference website: https://www.fatconference.org/2018/.

Putting on an inaugural conference requires a lot of dedication and hard work from everyone involved. We thank the steering committee for their leadership of and dedication to this growing field, the track chairs, program committee, and external reviewers for their thoughtful review and consideration of the submitted papers, the publication chair for managing these proceedings, and the general chair, Solon Barocas, and local chairs, Amanda Levendoski and Jason Schultz, for making the conference possible.

We hope you enjoy reading these proceedings as much as we have.
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