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Abstract

Group regularized learning problems (such as group Lasso) are important in machine learning. The asynchronous parallel stochastic optimization algorithms have received huge attentions recently as handling large scale problems. However, existing asynchronous stochastic algorithms for solving the group regularized learning problems are not scalable enough simultaneously in sample size and feature dimensionality. To address this challenging problem, in this paper, we propose a novel asynchronous doubly stochastic proximal gradient algorithm with variance reduction (AsyDSPG+). To the best of our knowledge, AsyDSPG+ is the first asynchronous doubly stochastic proximal gradient algorithm, which can scale well with the large sample size and high feature dimensionality simultaneously. More importantly, we provide a comprehensive convergence guarantee to AsyDSPG+. The experimental results on various large-scale real-world datasets not only confirm the fast convergence of our new method, but also show that AsyDSPG+ scales better than the existing algorithms with the sample size and dimension simultaneously.

1 Introduction

Group regularized learning problems are important in machine learning. Take group Lasso \cite{RothFischer2008} as an example, when the features are partitioned into groups, the group lasso penalty (also called \(\ell_1/\ell_2\) penalty) tends to select features in a grouped manner. Formally, given a partition \(\{G_1, \ldots, G_k\}\) of \(n\) features (i.e., coordinates) of \(x\), we can write the group regularized penalty function \(g(x)\) as \(g(x) = \sum_{j=1}^k g_{G_j}(x_{G_j})\). In this paper, we focus on the composite group regularized optimization problem as follows:

\[
\min_{x \in \mathbb{R}^n} F(x) = f(x) + g(x) \tag{1}
\]

where \(f(x) = \frac{1}{n} \sum_{i=1}^n f_i(x)\), \(f_i : \mathbb{R}^n \to \mathbb{R}\) is a smooth, possibly non-convex function. \(g : \mathbb{R}^n \to \mathbb{R} \cup \{\infty\}\) is a block separable, closed, convex, and extended real-valued function as defined above. The formulation (1) covers an extensive number of group regularized learning problems, such as group Lasso \cite{RothFischer2008}, block dictionary learning \cite{Chietal2013} and sparse multi-class classification \cite{Blondeletal2013}.

In the current big data era, asynchronous parallel algorithms for stochastic optimization have received huge successes in theory and practice recently. Specifically, for the problem (1) with \(g(x) = 0\), Recht et al. \cite{Rechtetal2011} proposed the first asynchronous parallel stochastic gradient descent (SGD) algorithm known as Hogwild!. Zhao and Li \cite{ZhaoLi2016}, Huo and Huang \cite{HuoeHuang2017} proposed asynchronous parallel SGD algorithms with the SVRG variance reduction technique. Mania et al. \cite{Maniaetal2015} proposed a perturbed iterate framework to analyze the asynchronous parallel algorithms of SGD, stochastic coordinate descent (SCD). For the problem (1) with \(g(x) = \frac{1}{2}\|x\|^2\), Hsieh et al. \cite{Hsiehetal2015} proposed an asynchronous parallel stochastic dual coordinate descent algorithm. For the problem (1) with a separable function \(g(x)\) in coordinate, Liu and Wright \cite{LiuWright2015} proposed an asynchronous stochastic coordinate descent (SCD) algorithm. These works are summarized in Table 1. From Table 1 it is easy to find that these asynchronous stochastic algorithms cannot solve the composite group regularized problem (1).

To the best of our knowledge, there are several (asynchronous parallel) stochastic algorithms can solve the problem (1). These works are summarized in Table 1. Specifically, Hong et al. \cite{Hongetal2013} proposed a batch randomized block coordinate descent method which runs with full gradient on the randomized block coordinates. Zhao et al. \cite{Zhaoetal2014} proposed a accelerated double stochastic proximal gradient algorithm (DSPG) with the SVRG variance reduction technique, which is stochastic on samples and coordinates simultaneously.
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Table 1: Representative (asynchronous) stochastic algorithms.

<table>
<thead>
<tr>
<th>Reference</th>
<th>$g(x)$</th>
<th>Stochastic</th>
<th>Asynchronous</th>
<th>Accelerated</th>
<th>Solve (1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recht et al., 2011</td>
<td>0</td>
<td>Samples</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Zhao and Li, 2016</td>
<td>0</td>
<td>Samples</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Mania et al., 2015</td>
<td>$\frac{1}{2}|x|^2$</td>
<td>Coordinates</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hsieh et al., 2015</td>
<td>Separable</td>
<td>Coordinates</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Liu and Wright, 2015</td>
<td>Block Separable</td>
<td>Block coordinates</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Hong et al., 2013</td>
<td>$g(x)$</td>
<td>Samples/Coordinates</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Zhao et al., 2014</td>
<td>$g(x)$</td>
<td>Samples</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Li et al., 2013, 2016</td>
<td>$g(x)$</td>
<td>Samples</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Meng et al., 2016</td>
<td>$g(x)$</td>
<td>Samples</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Our</td>
<td>Block Separable</td>
<td>Samples+Coordinates</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

for each iteration. Li et al., 2013 and Li et al., 2016 proposed asynchronous parallel stochastic proximal optimization algorithms. Meng et al., 2016 proposed an asynchronous parallel stochastic proximal optimization algorithm with the SVRG variance reduction technique.

However, existing (asynchronous parallel) stochastic algorithms as mentioned above are not scalable enough simultaneously in sample size and feature dimensionality, for solving the group regularized learning problem (1). In the big data era, a lot of machine learning applications (such as the movie recommendation Diao et al., 2014, the advertisement recommendation Joachims and Swaminathan, 2016, the computer aided diagnostic Bi et al., 2006 and so on) need to solve the large-scale optimization problems, where both of the sample size and dimension could be huge at the same time. As shown in Table 1, most of existing (asynchronous parallel) stochastic algorithms are stochastic either on samples or block coordinates. Thus, these (asynchronous parallel) stochastic algorithms Hong et al., 2013, Li et al., 2013, 2016, Meng et al., 2016 cannot scale well in sample size and dimensionality simultaneously. Note that, although Zhao et al., 2014 proposed a doubly stochastic proximal gradient algorithm to solve the problem (1), they did not utilize the asynchronous parallel computation technique which is extremely important for the large-scale optimization. Due to the inconsistent reading and writting induced by asynchronous parallel computation, it is not trivial to give the asynchronous doubly stochastic proximal gradient algorithm with the corresponding theoretical guarantee.

To address this challenging problem, we propose an asynchronous doubly stochastic proximal gradient algorithm with the SVRG variance reduction technique (AsyDSPG+). To the best of our knowlege, AsyDSPG+ is the first asynchronous doubly stochastic proximal gradient algorithm, which can scale well with the large sample size and high feature dimensionality simultaneously. More importantly, we prove that AsyDSPG+ achieves a linear convergence rate when the function $f$ has the optimal strong convexity property, and a sub-linear rate when $f$ is with the general convexity or with the non-convexity. The experimental results on various large-scale real-world datasets not only confirm the fast convergence of our new method, but also show that AsyDSPG+ scales better than the existing algorithms with the sample size and dimension simultaneously. We also used AsyDSPG+ to implement large scale sparse kernel learning Bin Gu, 2018b.

Notations. To make the paper easier to follow, we give the following notations.

- $\Delta_j$ denote the zero vector in $\mathbb{R}^n$ except that the block coordinates indexed by the set $\mathcal{G}_j$.
- $\|\cdot\|$ denotes the Euclidean norm.
- $\nabla f(x)$ is the gradient of function $f(\cdot)$ at the point $x$.
- $\mathcal{P}_{j\mathcal{G}_j}(x')$ is the blockwise proximal operator as $\mathcal{P}_{j\mathcal{G}_j}(x') = \arg\min_{x \in \mathcal{G}_j} \frac{1}{2}\|x - x'\|^2 + h((x)_{\mathcal{G}_j})$.
- $\mathcal{P}_S(x)$ is the Euclidean-norm projection of a vector $x$ onto a given set $S$ as $\mathcal{P}_S(x) = \arg\min_{y \in S} \|y - x\|^2$.

2 AsyDSPG+ Algorithm

In this section, we first give a brief discussion on the existing algorithms for solving the group regularized problem (1), and then propose our AsyDSPG+ algorithm.

2.1 Brief Discussion on Existing Algorithms

As shown in Table 1, existing algorithms for solving the group regularized problem (1) did not utilize the techniques of doubly stochastic gradient, variance reduction and asynchronous parallel computation, which are the important techniques for large-scale optimization.
Doubly stochastic gradient: Most of existing algorithms are single stochastic on samples or coordinates which cannot scale well in sample size and dimensionality simultaneously. The only algorithm with doubly stochastic gradient is the work of [Zhao et al., 2014].

Accelerated technique of variance reduction: For stochastic gradient algorithms, the large variance on gradient is the fundamental reason of slow convergence rate. Thus, various accelerated techniques of variance reduction have been used to accelerate the stochastic gradient algorithms. For solving (1), the works of [Li et al., 2013, 2016, Meng et al., 2016] used the SVRG variance reduction technique.

Asynchronous parallel computation: The parallel computation as the basic big data technique can be roughly divided into synchronous and asynchronous models according to whether the reading or writing lock is used. The asynchronous computation is much more efficient than the synchronous computation, because it keeps all computational resources busy all the time. For solving (1), the works of [Li et al. 2013, 2016, Meng et al., 2016] used the asynchronous parallel technique.

In this paper, we want to design a new algorithm for solving the group regularized problem (1) by utilizing the above techniques comprehensively.

2.2 Our AsyDSPG+ Algorithm

AsyDSPG + is designed for the parallel environment with shared memory, such as multi-core processors and GPU-accelerators, but it can also work in the parallel environment with distributed memory.

In the parallel environment with shared memory, all cores in CPU or GPU can read and write the vector $x$ in the shared memory simultaneously without any lock. Besides randomly choosing a sample set and a block of coordinates, AsyDSPG+ is also accelerated by the variance reduction. Thus, AsyDSPG+ has two-layer loops. The outer layer is to parallelly compute the full gradient $\nabla f(x^s) = \frac{1}{S} \sum_{i} \nabla f_i(x^s)$, where the superscript $s$ denotes the $s$-th outer loop. The inner layer is to parallelly and repeatedly update the vector $x$ in the shared memory. Specifically, all cores repeat the following steps independently and concurrently without any lock:

1. **Read:** Read the vector $x$ from the shared memory to the local memory without reading lock. We use $\hat{x}^s_{t+1}$ to denote its value, where the subscript $t$ denotes the $t$-th inner loop.

2. **Compute:** Randomly choose a mini-batch $B$ and a block coordinate $j$ from $\{1, ..., k\}$, and locally compute $\tilde{\nu}^{s+1}_{g_j,t} = \frac{1}{|B|} \sum_{i \in B} (\nabla g_j, f_i(\hat{x}^{s+1}_{t}) - \nabla g_j, f_i(\hat{x}^s)) + \nabla g_j, f(\hat{x}^s)$.

3. **Update:** Update the block $j$ of the vector $x$ in the shared memory as $x^s_{t+1} \leftarrow \hat{P}_{g_j}, \tilde{\nu}^{s+1}_{g_j,t}(x^s_{t+1})g_j - \frac{\gamma}{L_{\text{max}}} \tilde{\nu}^{s+1}_{g_j} \text{ without writing lock}$.

The detailed description of AsyDSPG+ is summarized in Algorithm 1. Note that $\tilde{\nu}^{s+1}_{g_j,t}$ computed locally is the approximation of $\nabla g_j, f(\hat{x}^{s+1}_{t})$, and the expectation of $\tilde{\nu}^{s+1}_{g_j,t}$ on $B$ is equal to $\nabla f(\hat{x}^{s+1}_{t})$ as follows:

$$E_{\nu^{s+1}_{g_j,t}} = \nabla f(\hat{x}^{s+1}_{t}) - \nabla f(\hat{x}^s) + \nabla f(\hat{x}^s) = \nabla f(\hat{x}^{s+1}_{t}).$$

Thus, $\tilde{\nu}^{s+1}_{g_j,t}$ is called an unbiased stochastic gradient of $f(x)$ at $\hat{x}^{s+1}_{t}$.

**Algorithm 1** Asynchronous Doubly Stochastic Proximal Gradient Algorithm with Variance Reduction (AsyDSPG+)

- **Input:** The number of outer loop iterations $S$, the number of inner loop iterations $m$, and learning rate $\gamma$.
- **Output:** $x^S$.

1. Initialize $x^0 \in \mathbb{R}^d$, $p$ threads.
2. for $s = 0, 1, 2, \cdots, S - 1$ do
3. $x^s \leftarrow x^s$
4. **All threads parallelly** compute the full gradient $\nabla f(\hat{x}^s) = \frac{1}{S} \sum_{i} \nabla f_i(\hat{x}^s)$
5. **For each thread, do:**
6. for $t = 0, 1, 2, \cdots, m - 1$ do
7. Randomly sample a mini-batch $B$ from $\{1, \cdots, l\}$ with equal probability.
8. Randomly choose a block $j$ from $\{1, \cdots, k\}$ with equal probability.
9. Compute $\tilde{\nu}^{s+1}_{g_j(t)} \leftarrow \frac{1}{|B|} \sum_{i \in B} (\nabla g_j, f_i(\hat{x}^{s+1}_{t}) - \nabla g_j, f_i(\hat{x}^s))$.
10. $x^{s+1}_{t+1} \leftarrow \hat{P}_{g_j(t), \tilde{\nu}^{s+1}_{g_j(t)}}(x^{s+1}_{t})g_j + \frac{\gamma}{L_{\text{max}}} \tilde{\nu}^{s+1}_{g_j} \text{ without writing lock}$.
11. end for
12. $x^{s+1} \leftarrow x^{s+1}$
13. end for

3 Preliminaries

In this section, we introduce the condition of optimal strong convexity and three different Lipschitz constants, and give the corresponding assumptions, which are all critical to the analysis of AsyDSPG+.

**Optimal Strong Convexity:** Let $F^*$ denote the optimal value of (1), and let $S$ denote the solution set of $F$ such that $F(x) = F^*$, $\forall x \in S$. Firstly, we assume that $S$ is nonempty (i.e., Assumption 1), which is reasonable to the problem (1).
Assumption 1. The solution set S of the problem (1) is nonempty.

Then, we assume that the convex function f is with the optimal strong convexity (i.e., Assumption 2).

Assumption 2 (Optimal strong convexity). The convex function f has the condition of optimal strong convexity with parameter l > 0 with respect to the optimal set S, which means that, \( \forall x \), we have:

\[
F(x) - F(P_S(x)) \geq \frac{l}{2} \|x - P_S(x)\|^2.
\]  

(3)

As mentioned in [Liu and Wright 2015], the condition of optimal strong convexity is significantly weaker than the normal strong convexity condition. Several examples of optimally strongly convex functions that are not strongly convex are provided in [Liu and Wright 2015].

Lipschitz Smoothness: We define the normal Lipschitz constant (\( L_{nor} \)), block restricted Lipschitz constant (\( L_{res} \)) and block coordinate Lipschitz constant (\( L_{max} \)) as follows.

Definition 1 (Normal Lipschitz constant). \( L_{nor} \) is the normal Lipschitz constant for \( \nabla f_i \) (\( \forall i \in \{1, \cdots, l\} \)) in (1), such that, \( \forall x \) and \( \forall y \), we have:

\[
\|\nabla f_i(x) - \nabla f_i(y)\| \leq L_{nor} \|x - y\|.
\]  

(4)

Definition 2 (Block restricted Lipschitz constant). \( L_{res} \) is the block restricted Lipschitz constant for \( \nabla f_i \) (\( \forall i \in \{1, \cdots, l\} \)) in the problem (1), such that, \( \forall x \), and \( \forall j \in \{1, \cdots, k\} \), we have:

\[
\|\nabla f_i(x + \Delta_j) - \nabla f_i(x)\| \leq L_{res} \|\Delta_j\|_{\mathcal{G}_j}.
\]  

(5)

Definition 3 (Block coordinate Lipschitz constant). \( L_{max} \) is the block coordinate Lipschitz constant for \( \nabla f_i \) (\( \forall i \in \{1, \cdots, l\} \)) in the problem (1), such that, \( \forall x \), and \( \forall j \in \{1, \cdots, k\} \), we have:

\[
\max_{j=1,\cdots,k} \|\nabla f_i(x + \Delta_j) - \nabla f_i(x)\| \leq L_{max} \|\Delta_j\|_{\mathcal{G}_j}.
\]  

(6)

The inequality (4) can be re-written as the following formulation:

\[
f_i(x + \Delta_j) \leq f_i(x) + \langle \nabla \mathcal{G}_j f_i(x), \Delta_j \mathcal{G}_j \rangle + \frac{L_{max}}{2} \|\Delta_j\|_{\mathcal{G}_j}^2.
\]  

(7)

Based on \( L_{nor} \), \( L_{res} \), and \( L_{max} \) as defined above, we assume that the function \( f_i \) (\( \forall i \in \{1, \cdots, l\} \)) is Lipschitz smooth with \( L_{nor} \), \( L_{res} \), and \( L_{max} \) (i.e., Assumption 3). In addition, we define \( \Lambda_{res} = \frac{L_{res}}{L_{max}} \), \( \Lambda_{nor} = \frac{L_{nor}}{L_{max}} \).

Assumption 3 (Lipschitz smoothness). The function \( f_i \) (\( \forall i \in \{1, \cdots, l\} \)) is Lipschitz smooth with the normal Lipschtz constant \( L_{nor} \), block restricted Lipschtz constant \( L_{res} \) and block coordinate Lipschtz constant \( L_{max} \).

4 Convergence Analysis

In this section, we prove the convergence rates of AsyDSPG+. To the best of our knowledge, this is the first work to prove the convergence rates for the asynchronous doubly stochastic proximal gradient algorithm.

4.1 Difficulties for the Analysis

We first pointed out there exist two difficulties for proving the convergence rates of AsyDSPG+. Specifically, the difficulties are summarized as follows.

1. Normally, the variance of \( \|x_{t-1} - x_t\|^2 \) for the doubly stochastic gradient algorithms is larger than the one for the single stochastic gradient algorithm. There would have higher variance of \( \|x_{t-1} - x_t\|^2 \) for our AsyDSPG+, because the gradient of our AsyDSPG+ is computed on the randomly selected samples and the randomly selected block of coordinates.

2. AsyDSPG+ runs asynchronously without any lock, the inconsistent reading and writing could arise to the vector \( x \) in the shared memory, which would make the values of \( x \) in the shared memory and local memory inconsistent.

Due to these complications, it is not trivial to provide the the convergence analysis for AsyDSPG+. In the following, we will address these two difficulties.

4.1.1 First Difficulty

To address the first challenge, we give a bound to \( \|E_{j(t)}(x_{t+1} - x_t)\|^2 \). Specifically, we first define a new vector \( \pi_{t+1}^j \) without the stochasticness on coordinates. Specifically, \( \pi_{t+1}^j \) is defined as follows.

\[
\pi_{t+1}^j \overset{\text{def}}{=} \mathcal{P}_{\Lambda_{max}} \mathcal{P}_{\Lambda_{res}} \left( x_t^j - \frac{\gamma}{L_{max}} \hat{v}_t^j \right).
\]  

(8)

Based on Eq. (8), it is easy to verify that \( \langle \pi_{t+1}^j(\mathcal{G}_j) \rangle = (x_{t+1}^j)(\mathcal{G}_j) \). Thus, we have:

\[
E_{j(t)}(x_{t+1}^j - x_t^j) = \frac{1}{k} \left( \pi_{t+1}^j - x_t^j \right).
\]  

(9)

It means that \( \pi_{t+1}^j - x_t^j \) captures the expectation of \( x_{t+1} - x_t \) on the coordinates. Based on \( \pi_{t+1}^j \), we give an upper bound of \( \mathbb{E}\|x_{t-1} - \pi_{t+1}^j\|^2 \) as \( \mathbb{E}\|x_{t-1} - \pi_{t+1}^j\|^2 \leq \rho \mathbb{E}\|x_{t-1} - x_t\|^2 \) (Lemma 1), where \( \rho > 1 \) is a user defined parameter.

Lemma 1. Let \( \rho \) be a constant that satisfies \( \rho > 1 \), and define the quantities \( \theta_1 = \frac{\rho^{1-\rho}}{1-\rho^2} \) and \( \theta_2 = \frac{\rho^{1-\rho^2}}{1-\rho^2} \). Suppose the nonnegative
Under Assumptions 1, 3 and 4, we have
\[ \gamma > 0 \]
and
\[ \frac{\kappa^{1/2}}{1 - \rho_1^{1/2}} < 2k^{1/2} + 2\Lambda_{\text{var}} \theta_2 + 2\Lambda_{\text{res}} \theta_1 \]
we have
\[ \mathbb{E}\|x_{t-1}^s - \pi_t^s\|^2 \leq \rho \mathbb{E}\|x_t^s - \pi_{t+1}^s\|^2 \]  
(10)
The detailed proof of Lemma 1 is omitted here due to the space limit.

4.1.2 Second Difficulty

Because AsyDSPG+ does not use the reading lock, the vector \( \hat{x}_{t+1} \) read into the local memory may be inconsistent to the vector \( x_{t+1} \) in the shared memory, which means that some components of \( \hat{x}_{t+1} \) are same with the ones in \( x_{t+1} \), but others are different to the ones in \( x_{t+1} \). We call this as inconsistent reading. To address the challenge of inconsistent reading, we assume an upper bound to the delay of updating. Specifically, we define a set \( K(t) \) of inner iterations, such that:
\[ x_{t+1} = \hat{x}_{t+1} + \sum_{t' \in K(t)} B_{t'}^s \Delta_{t'}^s, \]
(11)
where \( t' \leq t - 1 \), \( \Delta_{t'}^s(\hat{g}_{j(t')} - \frac{\max}{\min} \hat{g}_{j(t')} - \frac{\max}{\min} g_{j(t')} - (\hat{x}_{t'}^s - \Delta_{t'}^s) \hat{g}_{j(t')} = 0 \), and \( B_{t'}^s \) is a diagonal matrix, with diagonal entries either 1 or 0. It is reasonable to assume that there exists an upper bound \( \tau \) such that \( \tau \geq t - \min\{t'|t' \in K(t)\} \) (i.e., Assumption 4).

Assumption 4 (Bound of delay). There exists an upper bound \( \tau \) such that \( \tau \geq t - \min\{t'|t' \in K(t)\} \) for all inner iterations \( t \) in AsyDSPG+.

In addition, AsyDSPG+ does not use any writing lock. Thus, in the line 10 of Algorithm 1, \( x_t^s \) (left side of ‘←’) updated in the shared memory may be inconsistent with the ideal one (right side of ‘←’) computed by the proximal operator. We call this as inconsistent writing. To address the challenge of inconsistent writing, we use \( x_t^s \) to denote the ideal one computed by the proximal operator in the analysis. Same as mentioned in [Mania et al., 2015], there might not be an actual time the ideal ones exist in the shared memory, except the first and last iterates for each outer loop. It is noted that, \( x_0^s \) and \( x_m^s \) are exactly what is stored in shared memory. Thus, we only consider the ideal \( x_t^s \) in the analysis.

4.2 Convergence Rate Analysis

After addressing the above challenges, we provide a comprehensive convergence guarantee to AsyDSPG+, based on the basic assumptions (i.e., Assumptions 1, 2, 3 and 4). Specifically, we have the following conclusions.

1. If the function \( f(x) \) is with the optimal strong convexity, AsyDSPG+ achieves a linear convergence rate (Theorem 1).
2. If the function \( f(x) \) is general convex, AsyDSPG+ achieves a sublinear convergence rate (Theorem 1).
3. If the function \( f(x) \) is non-convex, AsyDSPG+ converges to a stationary point with a sublinear convergence rate (Theorem 2).

4.2.1 Convex Setting

Before proving the convergence rates of AsyDSPG+, we first prove the monotonicity of the expectation of the objectives \( \mathbb{E} F(x_{t+1}^s) \leq \mathbb{E} F(x_t^s) \) (Lemma 2).

Lemma 2. Let \( \rho \) be a constant that satisfies \( \rho > 0 \), and define the quantities \( \theta_1 = \frac{\rho^2}{1 - \rho} \) and \( \theta_2 = \frac{\rho^2}{1 - \rho} \). Suppose the nonnegative step length parameter \( \gamma > 0 \) satisfies:
\[ \gamma \leq \min \left\{ \frac{\kappa^{1/2}}{1 - \rho_1^{1/2}} < 2k^{1/2} + 2\Lambda_{\text{var}} \theta_2 + 2\Lambda_{\text{res}} \theta_1 \right\}. \]
Under Assumptions 1, 2, and 4, the expectation of the objective function \( \mathbb{E} F(x_t^s) \) is monotonically decreasing, i.e., \( \mathbb{E} F(x_{t+1}^s) \leq \mathbb{E} F(x_t^s) \).

The detailed proof of Lemma 2 is omitted here due to the space limit. Based on Lemma 2, we prove that the convergence rates of AsyDSPG+ in the convex and strong convex settings for the function \( f(x) \).

Theorem 1. Let \( \rho \) be a constant that satisfies \( \rho > 1 \), and define the quantities \( \theta_1 = \frac{\rho^2}{1 - \rho} \) and \( \theta_2 = \frac{\rho^2}{1 - \rho} \). Suppose the nonnegative step length parameter \( \gamma > 0 \) satisfies:
\[ 1 - \Lambda_{\text{var}} \gamma - \gamma \tau' \theta_2 \frac{2(\Lambda_{\text{res}} \theta_1 + \Lambda_{\text{var}} \theta_2) n^{1/2}}{n^{1/2}} \geq 0 \]  
(12)
If the optimal strong convexity holds for \( f \) with \( l > 0 \) (i.e., Assumption 2), we have:
\[ \mathbb{E} F(x^s) - F^* \leq \frac{L_{\text{max}}}{2 \gamma} \left( \frac{1}{1 + \frac{1}{k(\gamma + L_{\text{max}})}} \right)^s. \]
\[ \left( \|x^0 - \mathcal{P}_S(x^0)\|^2 + \frac{2 \gamma}{L_{\text{max}}} (F(x^0) - F^*) \right) \]
(13)
If \( f \) is a general smooth convex function, we have
\[ \mathbb{E} F(x^s) - F^* \]
\[ \leq \frac{k L_{\text{max}}}{2 \gamma} \frac{\|x^0 - \mathcal{P}_S(x^0)\|^2 + 2 \gamma k (F(x^0) - F^*)}{2 \gamma k + 2 \gamma s} \]
(14)
Remark 1. Theorem 2 shows that, if the objective function \( P(w) \) is with the optimal strong convexity,
AsyDSPG+ achieves a linear convergence rate (see (13)). If the loss function $f_i(w)$ is general smooth convex, AsyDSPG+ achieves a sublinear convergence rate (see (14)).

**Remark 2.** The thread number is not explicitly considered in Theorems 1. As discussed in Liu and Wright [2015], the parameter $\tau$ is closely related to the number of threads that can be involved in the computation, without degrading the convergence performance of the algorithm. In other words, if the number of threads is small enough such that (12) holds, the convergence expressions (13), (14) do not depend on the number of threads, implying that linear speedup can be expected.

### 4.2.2 Non-convex Setting

If the function $F(w)$ is non-convex, the global optimum point cannot be guaranteed. Thus, the closeness to the optimal solution (i.e., $F(w) - F^*$ and $\|x - P_S(w)\|$) cannot be used for the convergence analysis. To analyze the convergence rate of AsyDSPG+ in the non-convex setting, we define the expectation of a subgradient $\xi \in \partial P(w^*)$ as $E|\nabla F(w^*)|$. Specifically, $E|\nabla F(w_t^*)|$ can be written as following.

$$E|\nabla F(w_t^*)| \overset{d}{=} L_{max} \gamma (x_t^* - x_{t+1}^*) \tag{15}$$

It is easy to verify that $E|\nabla F(x_t^*)|$ is equal to 0 when AsyDSPG+ approaches to a stationary point.

Based on $E|\nabla F(w_t^*)$, we give the convergence rate of AsyDSPG+ at the non-convex setting in Theorem 2.

**Theorem 2.** Let $\rho$ be a constant that satisfies $\rho > 1$, and define the quantities $\theta_1 = \rho^{1/2}/(1-\rho^2)$ and $\theta_2 = \rho^{1/2}/(1-\rho^2)$. Suppose the nonnegative step length parameter $\gamma > 0$ satisfies: $\gamma \leq \min \left\{ \frac{k^{1/2}(1+\rho^{-1})}{4(\Lambda_{nor}(1+\theta_1) + \Lambda_{res}(1+\theta_2))}, \frac{k^{1/2}}{2k^{1/2} + 2\Lambda_{nor}\theta_2 + \Lambda_{res}\theta_1} \right\}$. Let $T$ denote the number of total iterations of AsyDSPG+. If $f$ is a smooth non-convex function, we have:

$$\frac{1}{T} \sum_{s=0}^{T-1} \sum_{t=0}^{m-1} E \left\| F(x_t^*) \right\|^2 \leq \frac{\gamma}{k} \left( 1 - \frac{L_{nor} \theta_2 + L_{res} \theta_1}{k^{1/2}L_{max}} \right) \frac{1}{2} \frac{F(x^0) - F^*}{T} \tag{16}$$

**Remark 3.** Theorem 2 shows that, if the function $f(x)$ is non-convex, AsyDSPG+ converges to a stationary point with a sublinear convergence rate.

### 5 Experimental Results

In this section, we first describe the experimental setup, and then provide our experimental results and discussions.

#### 5.1 Experimental Setup

We describe our experimental setup from the following four aspects, i.e., the compared methods, the solved problems, the implementation, and the datasets.

**Compared methods:** To verify the scalability of our AsyDSPG+, we compare the convergence of objective function of our AsyDSPG+ with the state-of-the-art (asynchronous) stochastic algorithms which can solve (1). Specifically, as mentioned in Table 1, we compare with the double stochastic block proximal descent method (DSPG) [Zhao et al., 2014] and asynchronous stochastic proximal optimization algorithm with the SVRG variance reduction technique (AsySPVR) [Meng et al., 2016]. Note that DSPG and AsySPVR are the accelerated versions of the batch randomized block coordinate descent method [Li et al., 2013] and the asynchronous stochastic proximal optimization algorithm [Li et al., 2013, 2016] respectively, we only compare with DSPG and AsySPVR. Specifically, the compared methods are

1. DSP: DSPG [Zhao et al., 2014] is the non-parallel version of our AsyDSPG+.
2. AsySPVR: AsySPVR [Meng et al., 2016] with the mini-batch size is 1.
3. AsySPVR mb = 100: AsySPVR [Meng et al., 2016] with the mini-batch size 100.
4. AsyDSPG+: Our AsyDSPG+ with the mini-batch size 1.
5. AsyDSPG+ mb = 100: Our AsyDSPG+ with the mini-batch size 100.

To show a near-linear speedup obtained by asynchronous parallel computation, we also test the speedup of our AsyDSPG+.

**Problems:** In the experiments, we consider both binary classification and regression problems. Let

$$S = \{(a_i, b_i)\}_{i=1}^{m}$$

be a training set, where $a_i \in \mathbb{R}^n$, $b_i \in \{+1, -1\}$ is for binary classification, $b_i \in \mathbb{R}$ is for regression. For the function $f_i(x)$ in the problem (1), we consider the logistic loss, the sigmoid loss, and the least square loss as presented in Table 2 where the logistic loss and sigmoid loss are for binary classification, the square loss is for regression. Note that the sigmoid loss is non-convex. In the experiments, we use
the group regularization term $\lambda \sum_{j=1}^{k} \| x_{G} \|_2$ as the block separable function $g(x)$ in the problem (1).

**Implementation:** Our experiments are performed on a 32-core two-socket Intel Xeon E5-2699 machine where each socket has 16 cores. We also call each core as worker in the experiment. We implement our AsyDSPG+ using C++, where the shared memory parallel computation is handled via OpenMP. We also implement batch randomized block coordinate descent method (BRBCD) and asynchronous stochastic block coordinate descent method (AsySPVR) in C++. In each experiment, the learning rate $\gamma$ for all compared methods is selected from $\{10^2, 10, 1, 10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}\}$. In the experiments, all results are the average of 5 trials.

**Datasets:** Table 3 summarizes the five large-scale real-world datasets used in our experiments. They are the Covtype_B, RCV1, SUSY, Covtype_M and MNIST datasets, where Covtype_B and Covtype_M are from a same source. Covtype_M and MNIST are originally for multi-class classification. Note that, to obtain high dimensional data with group constraints, we duplicate the features of the Covtype_B, SUSY and Covtype_M datasets 100 times with noise from $\mathcal{N}(0, 2)$. We treat the features duplicated from a feature of original sample as a group. For the RCV1 dataset, we partition the features into 48 groups. Note that, all datasets used in the experiments are with large scale both in sample size and feature dimensionality simultaneously.

### 5.2 Experimental Results and Discussion

Figure 1 presents the convergence of objective values of DSPG, AsySPVR, AsySPVR $mb = 100$, AsyDSPG+ and AsyDSPG+ $mb = 100$ on the datasets of Covtype_B, RCV1, SUSY, Covtype_M and MNIST. The results confirm that our AsyDSPG+ is much faster than DSPG and AsySPVR. Because all the datasets used in the experiments are with large scale both in sample size and feature dimensionality simultaneously, Figures 1a and 1b show that our AsyDSPG+ scales...
Table 3: Summary of large-scale real-world datasets in our experiments.

<table>
<thead>
<tr>
<th>Task</th>
<th>Dataset</th>
<th>Class</th>
<th>Features</th>
<th>Samples</th>
<th>Sparsity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification</td>
<td>Covtype</td>
<td>B</td>
<td>54</td>
<td>581,012</td>
<td>22 %</td>
</tr>
<tr>
<td></td>
<td>RCV1</td>
<td>2</td>
<td>47,236</td>
<td>677,399</td>
<td>0.16 %</td>
</tr>
<tr>
<td></td>
<td>SUSY</td>
<td>2</td>
<td>18</td>
<td>5,000,000</td>
<td>100 %</td>
</tr>
<tr>
<td>Regression</td>
<td>Covtype</td>
<td>M</td>
<td>7</td>
<td>54</td>
<td>22 %</td>
</tr>
<tr>
<td></td>
<td>MNIST</td>
<td>10</td>
<td>784</td>
<td>1,000,000</td>
<td>100 %</td>
</tr>
</tbody>
</table>

for solving the composite group regularized optimization problem \([\Pi]\) cannot scale well in sample size and dimensionality simultaneously. To address this challenging problem, in this paper, we propose a novel asynchronous doubly stochastic proximal gradient algorithm with the SVRG variance reduction technique (AsyDSPG+). To the best of our knowledge, AsyDSPG+ is the first asynchronous doubly stochastic proximal gradient algorithm, which can scale well with the large sample size and high feature dimensionality simultaneously. We prove that AsyDSPG+ achieves a linear convergence rate when the function \(f\) has the optimal strong convexity property, and a sublinear rate when \(f\) is with the general convexity or with the non-convexity. The experimental results on various large-scale real-world datasets not only confirm the fast convergence of our new method, but also show that AsyDSPG+ scales better than the existing algorithms with the sample size and dimension simultaneously. Meanwhile, a near-linear speedup of our AsyDSPG+ on a parallel system with shared memory can be observed.

In the future, we want to extend our asynchronous doubly stochastic proximal gradient algorithm and the theoretical analysis to the overlapping group regularized learning problems [Yuan et al., 2011], inexact proximal gradients descent algorithms [Bin Gu, 2018a] and composition problems [Zhouyuan Huo, 2018].
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