Abstract

We investigate statistical efficiency of estimators for non-smooth density functions. The density estimation problem appears in various situations, and it is intensively used in statistics and machine learning. The statistical efficiencies of estimators, i.e., their convergence rates, play a central role in advanced statistical analysis. Although estimators and their convergence rates for smooth density functions are well investigated in the literature, those for non-smooth density functions remain elusive despite their importance in application fields. In this paper, we propose new estimators for non-smooth density functions by employing the notion of Szemerédi partitions from graph theory. We derive convergence rates of the proposed estimators. One of them has the optimal convergence rate in minimax sense, and the other has slightly worse convergence rate but runs in polynomial time. Experimental results support the theoretical performance of our estimators.

1 Introduction

Density estimation is one of the most significant and fundamental topics in statistical science and machine learning. Suppose that we have independent and identically distributed \( n \) observations:

\[ X_1, X_2, \ldots, X_n \sim F, \]

where \( F \) is a probability distribution function, and the probability density function \( f \) is defined by \( F \). The goal of density estimation is to estimate \( f \) from the observations \( \{X_i\}_{i=1}^{n} \). This density estimation problem is employed in many application fields such as obtaining spectrum densities in signal processing, estimating the distribution of animals in zoology, and analyzing volatility in financial analysis. Numerous studies investigated its statistical properties (See [1, 10, 31, 32] for summaries). There are a plethora of methods for the density estimation problem, e.g., histogram estimators [3, 5, 12, 28], kernel density estimators [2, 8, 15, 36], and orthogonal-series estimators [7, 11, 39].

Statistical efficiency of an estimator plays a central role in statistical analysis. It denotes the convergence rate of the error incurred by the estimator, that is, the speed of the convergence of the error to zero as \( n \) increases. The notion of statistical efficiency is used in various advanced inferences such as tests, confidence analysis, hyperparameter tuning, and others (summarized in [37, 40]). Clarifying the statistical efficiencies of estimators is essential to control uncertainty.

The smoothness of a density function has been an essential factor to bound the statistical efficiency of an estimator. For example, when a density function on a \( D \)-dimensional space is \( \beta \)-times differentiable, the convergence rate of the kernel density estimator is \( O(n^{-2\beta/(2\beta+D)}) \) under some regularity conditions (see [37] for a summary). Similarly, statistical efficiencies of other estimators are clarified only when the density function is differentiable.

In contrast, when the density function is non-smooth, i.e., non-differentiable or discontinuous, no estimator has been developed with a provable convergence rate, though some consistency results are known [6, 26, 42]. We note that non-smooth density functions frequently appear in real data; for instance, the spectrum density function has sharp peaks for some materials, and the distribution of a financial data often has many discontinuous points.

In this work, we propose two new estimators for non-smooth density functions with provable statistical efficiencies. The first one is called the minimized Szemerédi density estimator (M-SDE) and the second one is called the Voronoi Szemerédi density estimator (V-SDE). These estimators approximate density functions using a histogram, where its cells are constructed from a Szemerédi partition, a notion developed in graph theory [13, 16, 20, 24, 25, 33, 34].
Because the existence of a Szemerédi partition does not rely on the smoothness of the density function, our estimators can be used for non-smooth density functions. Then, we derive convergence rates of our estimators, and show that the convergence rate of the M-SDE is optimal in the minimax sense. Furthermore, we discuss how to tune the histogram size and time complexities of our estimators. Our numerical experiments confirm the performance of our estimators.

The contributions of this work are summarized as follows.

- We propose two estimators called the M-SDE and the V-SDE. We derive their convergence rates on non-smooth density functions. This is a first work which clarifies statistical efficiency of estimators for non-smooth densities.
- For M-SDE, we show that its convergence rate is optimal in the minimax sense. We also provide a hyperparameter selection method that attains the optimal convergence rate. For V-SDE, we show that its convergence rate is slightly worse than that of M-SDE. However, it runs in a polynomial time in $n$.
- Experimental results show that the M-SDE successfully estimated non-smooth density functions. We also show that V-SDE has a comparable approximation performance with M-SDE.

2 Preliminaries

2.1 Notations

Let $\mathbb{R}_+ := \{x \in \mathbb{R} : x \geq 0\}$ be the set of nonnegative numbers, and $I := [0, 1]$ be the unit interval. For a matrix $A$, $A_{i,j}$ denotes an $(i,j)$-th element of $A$. For a positive integer $z$, $[z] := \{1, 2, \ldots, z\}$ is the set of positive integers no more than $z$. For a function $f : I \to \mathbb{R}$, $\|f\|_1 := \int_I |f(t)|dt$ denotes the $L^1$ norm. $\lambda$ denotes the Lebesgue measure. For a set $S$, $\mathbb{I}_S(x)$ is an indicator function which is 1 if $x \in S$ and 0 otherwise. For an element $s \in S$, a subset $S' \subseteq S$, and a metric $d : S \times S \to \mathbb{R}_+$, we define $d(s, S') := \min_{s' \in S'} d(s, s')$.

We recall Landau notations. For functions $f, g : \mathbb{N} \to \mathbb{R}_+$, $f(n) = \Omega(g(n))$ means $g(n) = O(f(n))$ and $f(n) = \Theta(g(n))$ means $f(n) = O(g(n))$ and $f(n) = \Omega(g(n))$. $O(\cdot)$ and $\Theta(\cdot)$ ignore the $O(\log \log n)$-factor.

2.2 Density Estimation Problem

We formulate the density estimation problem. Suppose that we observe $n$ independent and identically distributed $D$-dimensional random variables:

$$X_1, X_2, \ldots, X_n \sim F^*$$

on $(I^D, A)$, where $F^*$ is an unknown true probability distribution, and $(I^D, A)$ is a measurable space with a compact set $I^D$ and its $\sigma$-algebra $\mathcal{A}$. The true density function $f^* : I^D \to \mathbb{R}_+$ is defined using the Radon-Nikodym derivative of $F^*$ with respect to the Lebesgue measure $\lambda$ as

$$f^* = \frac{dF^*}{d\lambda}.$$ 

Note that $f^*$ satisfies $\int_{I^D} f^* d\lambda = 1$.

The goal of the density estimation problem is to estimate $f^*$ from the set of observations $\{X_i\}_{i \in [n]}$. The methodological and theoretical aspects of this problem have been investigated in the literature [1, 10, 31, 32].

2.3 Szemerédi Partitions

We introduce the notion of a Szemerédi partition that enables us to approximate a broad class of functions. The idea comes from the problem of approximating a graph by its small induced subgraph.

For partitions $\mathcal{P}_1, \ldots, \mathcal{P}_D$ of $I$, we define a partition $S(\mathcal{P}_1, \ldots, \mathcal{P}_D)$ of $I^D$ as

$$S(\mathcal{P}_1, \ldots, \mathcal{P}_D) := \mathcal{P}_1 \times \cdots \times \mathcal{P}_D.$$ 

Each element in the partition $\mathcal{S} = S(\mathcal{P}_1, \ldots, \mathcal{P}_D)$ is called a cell. Let $f_\mathcal{S}$ denote the step function on $\mathcal{S}$ of a function $f : I^D \to \mathcal{R}$ defined as

$$f_\mathcal{S}(x) := \sum_{S \in \mathcal{S}, \lambda(S) > 0} \mathbb{I}_S(x) \int_S f(y)dy.$$ 

Roughly speaking, $f_\mathcal{S}$ is obtained from $f$ by taking the average in each cell $S \in \mathcal{S}$.

For partitions $\mathcal{P}_1, \ldots, \mathcal{P}_D$ of $I$, let $S = \mathcal{P}_1 \times \cdots \times \mathcal{P}_D$. For $\alpha > 0$, we say that a partition $S$ is an $\alpha$-Szemerédi partition of $I^D$ with respect to $f$ if

$$\sup_{\{T_d \subseteq I\}_{d \in [D]}} \left| \int_{T_1 \times \cdots \times T_D} (f - f_\mathcal{S})d\lambda \right| \leq \alpha. \quad (1)$$ 

and that cells in $\mathcal{S}$ are $\alpha$-Szemerédi cells. Here, $T_d$ is taken from all measurable subsets of $I$ for $d \in [D]$.

By the notion of Szemerédi partitions, we state an important result about the partitions.

Lemma. (The Regularity Lemma [24, 25]) For any measurable bounded function $f$ on $I^D$, there exist (equi)partitions $\mathcal{P}_1, \ldots, \mathcal{P}_D$ of $I$ into $K$ parts such that the partition $S = \mathcal{P}_1 \times \cdots \times \mathcal{P}_D$ of $I^D$ is an $O(1/\sqrt{D}\log K)$-Szemerédi partition with respect to $f$.

3 Szemerédi Density Estimators

We explain our density estimation methods based on Szemerédi partitions.
Given observations $X_1, \ldots, X_n$ and a (Szemerédi) partition $S$ of $I^D$, our methods construct a histogram function $h_S : I^D \to \mathbb{R}_+$ defined as

$$h_S(x) := \frac{1}{n} \sum_{S \in S} \mathbb{1}_S(x) \sum_{i \in [n]} \mathbb{1}_{[X_i \in S]} \mathbb{1}_S(x) \lambda(S).$$

(2)

This histogram counts the number of observations in each cell $S \in S$ and normalizes it according to its size (the Lebesgue measure of $S$).

In what follows, we propose two estimators, both of which finds a partition $S$ and returns the histogram function $h_S$.

### 3.1 Minimized Szemerédi Density Estimator (M-SDE)

Here, we explain our first estimator, named the minimized Szemerédi density estimator (M-SDE). The M-SDE constructs a Szemerédi partition by combining sets in a finer partition of $I$. This method is standard in graphon analysis (see [24] for more details).

Let $K \in \mathbb{N}$ be a number of cells in $P_d$ for each $d \in [D]$. For preparation, we consider a random partition with $M = zK$ cells, where $z \geq 2$ is a positive integer. Let $r_1, \ldots, r_M$ be random variables uniformly sampled from $I$. Using these random variables, we define a random interval

$$R_m = \{x \in I : |x - r_m| \leq |x - r_{m'}|, \forall m' \in [M]\},$$

for each $m \in [M]$, and define $R := \{R_m\}_{m \in [M]}$. As the Lebesgue measure of each $R_m$ is roughly $1/K$ when $M$ is large, we can roughly express a set with Lebesgue measure $1/K$ by combining $M/K$ sets in $R$. This fact suggests using an equipartition of $\{R_m\}_{m \in [M]}$ into $K$ parts to roughly represent an equipartition of $I$ into $K$ parts. Let $P_d(K)$ be a partition of $I$ which is generated from a $K$ equipartition of $\{R_m\}_{m \in [M]}$.

To obtain partitions $P_1, \ldots, P_D$ such that $S(P_1, \ldots, P_D)$ is an $\alpha$-Szemerédi partition for small $\alpha > 0$, we employ the $\alpha$-fold cross-validation method. We split the observations into subsamples and generate $\alpha$ pairs of a training data $D^t$ and a validation data $D^v$, denoted by $\{D^t_j, D^v_j\}_{j \in [\alpha]}$. Also, we define $S^R := S(P_1, \ldots, P_D)$ as the partition of $I^D$ constructed from $R$. We define the validation function on partitions of $I^D$ with respect to the $j$-th pair as

$$CV_j(S) := \int_{I^D} |h_{S^{R_j}, D^v_j} - h_{S, D^v_j}(x)| dx,$$

(3)

where $h_{S^{R_j}, D^v_j}$ is the histogram function (2) with the partition $S$ and the data $D$. Then, we define the cross-validation problem as

$$\min_{P^{(R)}_1, \ldots, P^{(R)}_D} \frac{1}{\alpha} \sum_{j \in [\alpha]} CV_j(S(P^{(R)}_1, \ldots, P^{(R)}_D)).$$

(4)

This optimization problem (4) is an approximated version of $\min_S \|f^* - f_S\|_1$, i.e., we approximate $S$ by $S(P^{(R)}_1, \ldots, P^{(R)}_D)$ and $f^*$ by the empirical distribution. Theorem 1 in Section 4 will provide its validity.

We set a minimizer of (4) as $S^M$, and define the minimized Szemerédi density estimator (M-SDE) as

$$\hat{f}^M(x) := h_{S^M}(x).$$

(5)

In Section 4, we will provide a methodology for selecting hyper-parameters and will show theoretical properties of the methodology.

We mention that there are some limitations of M-SDE. Solving the minimization problem (4) requires an exponential time in $n$ and a global convergence property is not assured. To avoid the difficulties, we will suggest another estimator in the next section.

### 3.2 Voronoi Szemerédi Density Estimator (V-SDE)

We provide another estimator named the Voronoi Szemerédi density estimator (V-SDE). It has slightly worse convergence rate than M-SDE but can be constructed in polynomial time in $n$.

The V-SDE is based on Voronoi partitions of $R$ which is introduced in Section 3.1. For the V-SDE, we consider the case $D = 2$. Also, we assume that $f^*$ is symmetric around, that is, $f^*(x, y) = f^*(y, x)$ in this section. We note that, to estimate asymmetric density functions, we can repeat our estimation method on $\{(x, y) \in I^2 : x \geq y\}$ and $\{(x, y) \in I^2 : x < y\}$ separately.

We introduce the Voronoi partition induced by a set of indices $V \subset [M]$. First, we define a metric $d_A : [M] \times [M] \to \mathbb{R}_+$ as

$$d_A(a, b) = \sum_{i \in [M]} \left| \sum_{j \in [M]} A_{j,i} (A_{j,a} - A_{j,b}) \right|$$

where $A$ is an $M \times M$ matrix with $A_{i,j} = \int_{R_i} \int_{R_j} f^*(x, y) dy dx$. Then, we define $c_{A, V} : [M] \to [M]$ so that $c_{A, V}(m)$ is the index in $V$ closest to $m$ with respect to $d_A$, where we break ties arbitrarily. The Voronoi partition of $I$ generated by $R$, $V$, and $d_A$ is defined as

$$P(V) := \left\{ \bigcup_{m \in N_\ell(m)} R_m : \ell \in V \right\},$$

where $N_\ell(m) := \{m \in [M] : c_{A, V}(m) = \ell\}$ is the Voronoi cell centered at $\ell \in V$.

We can show that $S(P(V), P(V))$ is a Szemerédi partition with an existing $V$ by using results in [24]. Specifically, for
Algorithm 1 Generating indices for Voronoi partition

input $\epsilon_n \in (0, 1)$, $\delta \in (0, 1)$ and $d_A$.

output $\mathcal{V} \subseteq [M]$.

1: $\mathcal{V} \leftarrow \emptyset$.
2: $C_T \leftarrow \epsilon_n^{-1} \log(1/\epsilon_n) + \epsilon_n^{-1} \log(1/\delta)$.
3: $c \leftarrow 0$.
4: while $c \leq C_T$ do
5:     $\ell \leftarrow$ an index uniformly sampled from $[M]$.
6:     if $d_A(\ell, \mathcal{V}) > \epsilon_n/2$ or $d_A^+(\ell, \mathcal{V}) > \epsilon_n/2$ then
7:         $\mathcal{V} \leftarrow \mathcal{V} \cup \{\ell\}$.
8:     else
9:         $c \leftarrow c + 1$.
10: end if
11: end while

any $\epsilon > 0$, there exists $\eta > 0$ such that, if $\mathcal{V}$ satisfies

$$\sum_{m \in [M]} \min_{\ell \in \mathcal{V}} d_A(m, \ell) < \eta, \quad (6)$$

then we have $\|f^* - f_0^*\|_1 \leq \epsilon$.

To estimate $\mathcal{V}$ satisfying (6), we provide an algorithm with an empirical metric. As we cannot exactly calculate elements of the matrix $A$, we consider an empirical metric $d_A^+: [M] \times [M] \rightarrow \mathbb{R}_+$ defined as

$$d_A^+(a, b) := \sum_{i \in [M]} \sum_{j \in [M]} \left| \hat{A}_{i,j} - \tilde{A}_{j,a} \right|.$$  

Here, $\hat{A}$ is an $M \times M$ matrix generated from the observations:

$$\hat{A}_{i,j} = (n\lambda(R_i \times R_j))^{-1} \sum_{i=1}^n 1_{(X_i \in R_i \times R_j)}.$$  

Algorithm 1 provides a pseudo-code for constructing $\mathcal{V}$ satisfying (6) using $d_A^+$ and predetermined parameters $\epsilon_n \in (0, 1)$ and $\delta \in (0, 1)$ for controlling convergence of V-SDE. Also, we define $C_T$ in Algorithm 1 as a maximum iteration defined by $\epsilon_n$ and $\delta$. Since $\hat{A}$ converges to $A$ as $n$ increases, we can bound the difference between $d_A$ and $d_\hat{A}$ for sufficiently large $n$. The analysis of this difference is deferred to Section 4.

Let $\hat{V}$ be an output of Algorithm 1, the Voronoi Szemerédi density estimator (V-SDE) is defined as

$$\hat{f}_\mathcal{V}(x) := h_{S(\mathcal{P}(\hat{V}), \mathcal{P}(\check{V}))}(x). \quad (7)$$

The time complexity of the V-SDE is polynomial in $n$. Constructing $\mathcal{V}$ requires $O(n + M^2)$ preprocessing and $O((CT + M)M^5)$ time, and constructing $\mathcal{P}(\mathcal{V})$ requires $O((CT + M)M^5)$ time. In Section 4, we will show that it suffices to set $M = \Theta(K) = \Theta(n^{1/2}L)$. Also, we will set $\epsilon_n = O((\log n)^{-1/4})$ and thus $C_T = O(\log n)$. Hence, the time complexity is polynomial in $n$.  

4 Convergence Analysis

In this section, we analyze convergence rates of the M-SDE and the V-SDE. Moreover, for the M-SDE, we also show its minimax optimality and the effect of hyperparameter selection. All the proofs are deferred to the supplementary material.

We evaluate the convergence rate of the estimator $\hat{f} \in \{\hat{f}^M, \check{f}^\mathcal{V}\}$ by the $L^1$-loss

$$\|f^* - \hat{f}\|_1.$$  

This is because the $L^1$-loss is related to the total variation distance for probability distribution functions. Let $F$ and $F'$ be probability distribution functions on a measurable space $(I^D, \mathcal{A})$. Then, the total variation distance between $F$ and $F'$ is defined as

$$\|F - F'\|_{TV} := \sup_{A \in \mathcal{A}} |F(A) - F'(A)|.$$  

Furthermore, let $f$ and $f'$ be the density functions obtained through the Radon-Nikodym derivatives of $F$ and $F'$, respectively. Then, the total variation distance is equivalently written as

$$\|F - F'\|_{TV} = \frac{1}{2} \int_{I^D} |f(x) - f'(x)|dx = \frac{1}{2} \|f - f'\|_1$$  

by using Scheffe’s theorem (Lemma 2.1 in [37]).

We impose the following two conditions on the true density function $f^*$.

**Assumption 1.** The following conditions hold.

1. The density function is defined as the Radon-Nikodym derivative, that is, $f^* = dF^*/d\lambda$, where $F^*$ is a probability measure on the measurable space $(I^D, \mathcal{A})$.
2. $f^*$ is a bounded function on $I^D$.

The first condition is a standard regularity condition on probability density functions. We note that the second boundedness condition is quite weaker than other conditions such as continuity and differentiability.

4.1 Convergence Rate of the M-SDE

In this section, we evaluate the convergence rate of the M-SDE.

First, we show that, with high probability, we can construct a Szemerédi partition from the set of random intervals $\mathcal{R} = \{R_m\}_{m \in [M]}$ introduced in Section 3.1:

**Lemma 1.** Suppose Assumption 1 holds. Let $\mathcal{R} = \{R_m\}_{m \in [M]}$ be the set of random intervals introduced in Section 3.1. Then with probability $1 - O(1/M^2)$, there exists a set of partitions $\{\mathcal{P}_d\}_{d \in [D]}$ obtained by combining
sets in $\mathcal{R}$ such that the partition $\mathcal{S} = \mathcal{S}(\mathcal{M}_1, \ldots, \mathcal{M}_D)$ of $I^D$ satisfies
\[
\sup_{\{T_s \subseteq I\}_{s \in \{D\}}} \left| \int_{T_s \times \cdots \times T_D} (f - f_\mathcal{S}) \mathrm{d}\lambda \right| = O \left( \frac{1}{\sqrt{D \log M}} \right).
\]

The proof of Lemma 1 is based on the sampling lemma for graphs (see Section 10 in [24]). As we set $M = zK$ with a positive integer $z$, the approximation error is bounded by $O(1/\sqrt{D \log K})$.

Then, we have the following convergence rate.

Theorem 1. Consider the estimator (5). Then for any $K \geq 1$ and sufficiently large $n$, we have
\[
\| \hat{f}^M - f^* \|_1 = O \left( \frac{K^D \log n}{\sqrt{n}} + \frac{1}{\sqrt{D \log K}} \right),
\]
with probability at least $1 - O(1/(nM)^2)$.

The first term of this bound is the estimation error. In particular, the first term bounds the distance $\| \hat{f}^M - f_\mathcal{S}^* \|_1$ where $f_\mathcal{S}^*$ is a step function generated from the true density $f^*$. As the estimation error is measured on each cell $S \in \mathcal{S}$, the error is increased with the number of cells. When $K$ is constant, the estimation error attains the parametric rate $O(n^{-1/2})$.

The second term represents the approximation error $\| f_\mathcal{S}^* - f^* \|_1$. This error is evaluated through the weak regularity lemma (see, e.g., [24]) and is bounded by $O(1/\sqrt{\log K})$.

Now we take $K$ as a function of $n$ to balance the estimation and approximation errors. Specifically, we consider an increasing sequence $\{K_n\}_{n \geq 1}$ satisfying the following condition:
\[
\frac{K_n^D \log n}{\sqrt{n}} = \Theta \left( \frac{1}{D \log K_n} \right). \tag{8}
\]

Then we have $K_n = \Theta(n^{1/2D}(\log n)^{-3/2D})$. By substituting this to Theorem 1, we obtain the following corollary.

Corollary 1. For each $n$, by choosing $K = K_n = \Theta(n^{1/2D}(\log n)^{-3/2D})$ in the M-SDE, the estimator (5) satisfies
\[
\| \hat{f}^M - f^* \|_1 = \tilde{O} \left( \frac{1}{\sqrt{\log n}} \right),
\]
with probability larger than $1 - O(1/(nM)^2)$.

Corollary 1 states that the statistical efficiency of the M-SDE is $O(1/\sqrt{\log n})$, which is independent of $D$. Although this speed of convergence is slow, we will discuss its optimality and rationale in Sections 4.4 and 4.5.

4.2 Selection of the Partition Size

We propose a method that selects a suitable $K$ to achieve the convergence rate in Corollary 1 by exploiting the condition (8) that $K$ should satisfy.

We use the decomposition of the $L^1$-loss of the M-SDE as seen in Theorem 1. The loss is decomposed into the estimation error and the approximation error. Hence, we evaluate those errors empirically and choose $K$ to balance them. Our approach employs Lepski’s method [23] and can achieve the optimal convergence rate as in Corollary 1.

For clarity of the discussion, we let $\hat{f}_{M,(K)}$ be the M-SDE with a partition of size $K$. Let $K_{\max}$ be a large integer. Then, the estimator is defined as
\[
\hat{K}_n = \min \left\{ K \in [K_{\max}] \mid \forall \ell > K, \ell \in [K_{\max}], \right\}
\]
\[
\| \hat{f}_{M,(K)} - \hat{f}_{M,(\ell)} \|_1 \leq \tau n^{-1/2}D \log n \right\}, \tag{9}
\]
where $\tau > 4$ is an arbitrary constant. The threshold term, i.e., $\tau n^{-1/2}D \log n$ in (9), is derived from the condition (8). If the set in (9) is empty, then we set $\hat{K}_n = K_{\max}$.

The following theorem shows that the M-SDE with the selection method above can achieve the minimax optimal rate derived in Corollary 1.

Theorem 2. Suppose that Assumption 1 holds and we choose the size of the partition as in (9). Then, we have
\[
\| \hat{f}_{M,(\hat{K}_n)} - f^* \|_1 = \tilde{O} \left( \frac{1}{\sqrt{\log n}} \right),
\]
with probability $1 - O(1/(nM)^2)$ for sufficiently large $n$.

Theorem 2 shows that we can achieve the convergence rate in Corollary 1.

4.3 Convergence Rate of the V-SDE

Next, we evaluate the convergence of the V-SDE. Applying Lemma 1, we obtain the following.

Theorem 3. Consider the estimator (7) with $K_n = \Theta(n^{1/2D}(\log n)^{-3/2D})$ and $\epsilon_n = \delta(\log n)^{-1/4}$ for $\delta \in (0, 1)$. Suppose Assumption 1 holds. Then, there exists $C_V = C_V(D) > 0$ such that
\[
\| \hat{f}^V - f^* \|_1 = O \left( \frac{C_V}{(\log n)^{1/8}} \right),
\]
holds with probability $1 - O(\delta/(nM)^2)$ for sufficiently large $n$.

The convergence rate provided in Theorem 3 is slower than that of Corollary 1, in exchange for computational efficiency of the Voronoi approximation.

4.4 Minimax Optimality

We investigate a minimax lower bound on the density estimation problem. To this end, we consider a proper subclass of density functions and derive a lower bound on the convergence rate of the estimator for this subclass.
We introduce a coefficient \( g_S \in \mathbb{R}_+ \) and a binary variable \( \theta_S \) for each cell \( S \) in \( \mathcal{S} \). Let
\[
\tilde{F} := \left\{ f : I^D \to \mathbb{R}_+ \mid f(x) = \sum_{S \in \mathcal{S}} \mathbb{I}_{(x \in S)} g_S \theta_S, \exists S' \in \mathcal{S}, g_{S'} = \frac{C_O}{\sqrt{D \log K_n}} \right\},
\]
for some constant \( C_O > 0 \). Intuitively, each density function in \( \tilde{F} \) is a step function with respect to \( \mathcal{S} \) with each cell \( S \in \mathcal{S} \) having the value \( g_S \) except \( g_{S'} \) for some \( S' \in \mathcal{S} \) having a specific value.

The following theorem provides the minimax lower bound for density estimators.

**Theorem 4.** Suppose that Assumption 1 holds. Then, we have
\[
\lim_{n \to \infty} \inf_{\mathcal{S}} \sup_{f \in \tilde{F}} \mathbb{P} \left( \| f - \tilde{f}_S \|_1 \geq \frac{C_O}{\sqrt{D \log K_n}} \right) > 0,
\]
where \( \tilde{f}_S \) runs over step function estimators with respect to the partition \( \mathcal{S} \).

Substituting \( K_n = \Theta((n^{1/2D}(\log n)^{-3/2D})) \) yields that the lower rate in Theorem 4 is \( \tilde{\Theta}(1/\sqrt{\log n}) \). This result shows that the convergence rates in Corollary 1 is minimax optimal.

### 4.5 Discussions

The convergence rate of the M-SDE attains the minimax optimality, and also we can conduct the parameter selection preserving the convergence rate. One can criticize that the convergence rate of \( O\left(\left(\log n\right)^{-1/2}\right) \) is slower than those of estimators for smooth densities, which are polynomial in \( n \). However, recalling that the class of non-smooth density functions is quite larger than that of smooth ones, it is natural to have an exponentially weaker rate. We also mention a study for estimating non-smooth functional [4], which clarifies that the optimal convergence rate is \( O\left(\left(\log n\right)^{-1/2}\right) \).

The V-SDE yields the convergence rate of \( O\left(\left(\log n\right)^{-1/8}\right) \), which is \( O\left(\left(\log n\right)^{3/8}\right) \) times slower than the M-SDE. However, the time complexity of the V-SDE is polynomial in \( n \), which is exponentially faster than that of the M-SDE.

### 5 Comparison with Related Work

We clarify the differences between our density estimators and other density estimators.

Various studies have investigated histogram-based density estimators. The simplest one exploits the histogram with fixed cells generated from a partition \( \{[t_j, t_{j+1})\}_{j \in [K]} \) in to \( K \) cells, where \( t_j < t_{j+1} \) for all \( j \in [K] \). The consistency of this estimator is shown in several situations: [6] and [26] showed the consistency with the \( L^1 \)-norm and [42] showed the consistency with the \( L^p \)-norm. The convergence speed is also a concern for this histogram estimator. By assuming the differentiability of density functions with a scalar input setting, [9] and [12] showed that the convergence rate for the differentiable density functions is \( O(n^{-1/3}) \). Some studies [29, 30] showed the convergence rate can be improved to \( O(n^{-2/5}) \) by modifying the arrangement of the cells. However, the convergence rate without the differentiability assumption remains elusive.

Other studies investigated a histogram estimator with data-adaptive cells, known as a *variable partition histogram* [41]. This estimator constructs cells from the observations. For example, let \( \{X_{(1)}, X_{(2)}, \ldots, X_{(n)}\} \) be a set of ordered observations (i.e., \( X_{(i)} \leq X_{(i+1)} \) for all \( i \)), then the \( j \)-th cell (out of \( K \) cells) is defined as \( [X_{(jn/K)}, X_{(jn/K)}] \) for \( j \in [K] \). [17, 19, 21, 27] showed the consistency of this estimator with respect to various norms under various conditions. Moreover, assuming the differentiability of density functions, the convergence rate of this estimator was clarified in [18]. However, as with the estimator based on a histogram with fixed cells, the convergence rate is not obtained without the differentiability assumption.

Recently, density estimation methods using functional components have been intensively studied, e.g., the kernel density estimator, orthogonal series estimator, and Gaussian process estimator. The *kernel density estimator* [2, 8, 15, 36] estimates density functions by using a kernel function. It is shown that the kernel density estimator has a convergence rate of \( O(n^{-1/3}) \) when the true density is differentiable and the kernel function is properly selected. Similar results were obtained for the orthogonal series estimator [7, 11, 39] and the Gaussian process estimator [22, 38]. We stress again that these methods assume that the true density is differentiable several times. In contrast, SDEs only assume that the density function is measurable and bounded.

The aforementioned comparison is summarized in Table 1.
of random variables \( M \) as \( M = 3K \). To solve the minimization problem (4), we employed a greedy algorithm by swapping. This algorithm starts with an arbitrary partition and then keep swapping two intervals in different sets in the partition until the objective function converges.

For each setting, we plot the true density function and its approximation by the M-SDE. For the cell plots, blue and denote small and large values, respectively.

**Gaussian-type Density** We consider a Gaussian-type density function on \([0, 1]^2\) visualized in Figure 1. This density function is a two-variate Gaussian restricted to \([0, 1]^2\). The selected size of the partition was \( K = 4 \), which is relatively small due to the smoothness of the Gaussian-type density. As can be seen in Figure 1, the cells can capture the shape of the Gaussian-type density, that is, the cells close to the edges of \([0, 1]^2\) are narrow whereas the cells around the center of \([0, 1]^2\) are close to squares.

**Cylinder-type Density** We consider a cylinder-type density function on \([0, 1]^2\) visualized in Figure 2. The density function takes a positive value inside a circle in \([0, 1]^2\) and takes zero elsewhere. Its approximation by the M-SDE is also shown in Figure 2. The selected size of the partition was \( K = 10 \) due to the discontinuous structure of the density function. We also can see that the cells constructed by the algorithm express the round shape of the true density.

**Pyramid-type Density** We consider a pyramid-type density function on \([0, 1]^2\) visualized in Figure 3. The density function is constituted by four sharp pyramids. Its approximation by the M-SDE is also shown in Figure 3. Since the pyramid-type density is highly non-smooth, the selected size of the partition was \( K = 13 \), which is larger than the other two cases.

### Table 1: Statistical efficiency of each estimator on each class of density functions.

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Differentiable Density</th>
<th>Continuous, but Non-Differentiable Density</th>
<th>Discontinuous Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Histogram (fixed cell)</td>
<td>✓</td>
<td>(Consistency)</td>
<td>(Consistency)</td>
</tr>
<tr>
<td>Histogram (adaptive cell)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kernel</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Orthonormal Series</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian Process</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Szemerédi (M-SDE &amp; V-SDE)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 1: Statistical efficiency of each estimator on each class of density functions. “✓” means that a statistical efficiency can be derived. All estimators have provable statistical efficiencies for differentiable densities whereas only SDEs have provable statistical efficiencies for non-differentiable or discontinuous densities.

### 6.2 Comparison with Other Estimators

We compare the performance of our estimators with that of other estimators. For each \( n \in \{1000, 2000, \ldots, 10000\} \), we generated \( n \) independent observations from a true density function \( f^* \), which is one of the three density functions used above, and estimated \( f^* \) with the following density estimators. All hyperparameters were selected to minimize

![Figure 1: Gaussian-type density function (left), and its approximation by the M-SDE (right).](image1)

![Figure 2: Cylinder-type density function (left), and its approximation by the M-SDE (right).](image2)

![Figure 3: Pyramid-type density function (left), and its approximation by the M-SDE (right).](image3)
the generalization error.

**Kernel density estimator:** We employed the Gaussian kernel $k_h(x) \propto \exp(-x^2/2h^2)$ (Kernel\(\text{(gauss)}\)) and the square kernel $k_h(x) \propto 1_{x<h}$ (Kernel\(\text{(square)}\)) for estimation. The bandwidth $h$ of the kernel functions was selected from $\{0.001, 0.005, 0.01, 0.02, \ldots, 0.1\}$.

**Histogram estimator** (Histogram) with equal-sized cells: We used the partition $\{0, 1/K, 1/K, 2/K, \ldots, (K - 1)/K, 1\}^2$, where $K \geq 2$ is an integer, resulting in $K^2$ cells. $K$ was selected from $\{1, 2, \ldots, 20\}$. We do not consider the variable partition histogram method since it can be simulated by Kernel\(\text{(square)}\).

**Orthogonal Series density estimator** (Series): We employed the Fourier basis function for this estimator. This estimator represents a density function as $f(x) = \sum_j w_j \phi_j(x)$, where $\phi_j(x)$ is the Fourier basis functions and $w_j$ is a weight for each $j$. The estimator computes the weight $w_j$ by loss minimization. The number of basis functions was selected from $\{5, \ldots, 20\}$.

Figure 4 shows generalization errors as expected $L^1$ losses of the estimators on each density function. For the Gaussian-type case, the kernel density estimators showed significantly large losses, and other methods can estimate the smooth Gaussian function accurately. For the cylinder-type case, all the methods showed similar performances. For the pyramid-type case, the M-SDE, the V-SDE, and the kernel method with the square kernel can well estimate the sharp poles in the density function.

Observations obtained from those results are in order. (i) For each case, the M-SDE and the V-SDE seem to be consistent. Some of the other estimators seem biased, especially when estimating the pyramid-type density. In contrast, the losses of the M-SDE and the V-SDE always decrease as $n$ increases. (ii) The numerical convergence speeds of the estimators are similar although only the M-SDE and the V-SDE have theoretical guarantees. (iii) The V-SDE has a similar numerical performance to the M-SDE although the theoretical efficiency of the V-SDE is worse than that of the M-SDE.

7 Conclusion

Estimation of density functions is a significant topic in statistics and machine learning, and it has been intensively investigated. Nevertheless, statistically efficient estimation of non-smooth density functions has been elusive. Filling this gap is important since statistical efficiency is a critical factor in advanced inferences such as tests or confidence analysis.

To derive a statistically efficient estimation of non-smooth density functions, we propose the **minimum Szemerédi density estimator** (M-SDE) and the Voronoi Szemerédi density estimator (V-SDE). The convergence rate of the M-SDE attains the minimax optimal rate. We also proved that the selection method for the hyperparameter of the M-SDE does not deteriorate the convergence rate. Although the M-SDE is computationally expensive, the V-SDE which is computationally efficient at the cost of a relatively slow convergence rate. The experimental results validate the theoretical analysis of the M-SDE and the V-SDE.

Our work will facilitate statistical analysis on non-smooth density functions. Developing such statistical analysis is left for future work. A construction of a minimax optimal estimator with polynomial time in a sample size is an open question.
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