Abstract

First-order optimization methods comprise two important primitives: i) the computation of gradient information and ii) the computation of the update that leads to the next iterate. In practice there is often a wide mismatch between the time required for the two steps, leading to underutilization of resources. In this work, we propose a new framework, Approx Composite Minimization (ACM) that uses approximate update steps to ensure balance between the two operations. The accuracy is adaptively chosen in an online fashion to take advantage of changing conditions. Our unified analysis for approximate composite minimization generalizes and extends previous work to new settings. Numerical experiments on Lasso regression and SVMs demonstrate the effectiveness of the novel scheme.

1 Introduction

In the last decade, first-order methods and especially stochastic first-order methods have proven to be the superior choice to solve problems of very large size that arise in modern machine learning applications (cf. [27]). The state of the art comprises i) stochastic sub-gradient methods [28], ii) variance reduced stochastic gradient methods [2, 5, 12, 13, 21], iii) coordinate methods (e.g. dual ascent) such as [9, 11, 13, 19, 24, 29, 30].

In a different line of research, distributed algorithm variants have been developed for larger datasets which exceed the capacity of a single machine or device. Here the state-of-the-art algorithms are [16, 31] based on a primal-dual structure of the problem and [10, 13, 22] which work in the primal alone.

All of these methods are iterative algorithms that can be described in the following framework: in each iteration $t$, the algorithm i) constructs a model $m_t(x): \mathbb{R}^d \rightarrow \mathbb{R}$ of the objective function ($m_t$ is an approximation of the objective function) and then ii) computes an update step by minimizing this model. The model is typically constructed from gradient information (full gradient, a subset of its coordinates, or a stochastic approximation) and accounting for smoothness assumptions and the structure of the regularizers.

In this work, we are studying the cases when there is a mismatch between the time required to compute the gradient information and the time required to compute the update step (i.e. the optimization of the model). We will assume that the cost of the steps involved in computing the gradient information is fixed (i.e. following from the specification of the optimization problem) and outside of our control. However, a parameter that is in our control is the time we spend optimizing the model in each iteration. That is, we will show that it is not required to solve the model exactly, but it is enough to compute an approximate solution in each iteration. By making the accuracy a tunable parameter, we ensure that we do not spend too much time computing the update. Therefore, we optimally balance the two steps.

Whilst the idea of using approximations to speed up the computation is not new (cf. e.g. [7, 26, 33]), the idea of exploiting this for balancing the computational cost is novel. We also extend the framework of [33] to several new settings (Table 1).

Paper outline and contributions. In Section 2 we specify the problem setting and present two motivating examples that exemplify the need of sufficiently complex models—we propose to use models that take global geometry (curvature) into account. Section 3 outlines the proposed unified ACM framework and its convergence analysis is given in Section 4. Section 5 extends the framework to the empirical risk minimiza-
Adaptive Balancing of Gradient and Update Computation Times

2 Setup and Motivation

We address optimization problems of the form

$$\min_{x \in \mathbb{R}^d} \left[ F(x) \overset{\text{def}}{=} f(x) + g(x) \right], \tag{1}$$

where $f: \mathbb{R}^d \rightarrow \mathbb{R}$ is a smooth convex function and $g: \mathbb{R}^d \rightarrow \mathbb{R} \cup \{+\infty\}$ is an arbitrary extended-valued convex function. $x^* \in \mathbb{R}^d$ denotes an optimal solution, and for $\epsilon > 0$, a point $y \in \mathbb{R}^d$ with $F(y) - F(x^*) \leq \epsilon$ is an $\epsilon$-approximate solution.

### 2.1 Imbalance in the computations

In this section we illustrate the main problem we tackle in this paper—inefficiencies caused by mismatches in the computation times of different steps in the optimization algorithm. First-order methods typically optimize an over-approximation $U: \mathbb{R}^n \rightarrow \mathbb{R}$ of the objective (1), with

$$U(\Delta x) \overset{\text{def}}{=} u(x + \Delta x) + g(x + \Delta x) \geq F(x + \Delta x) \tag{2}$$

where $u(x + \Delta x) \overset{\text{def}}{=} f(x) + \langle \nabla f(x), \Delta x \rangle + \frac{\lambda}{2} \| \Delta x \|_2^2$ and $L$ is the smoothness parameter of $f$.

We will now discuss two key examples of a significant imbalance in the gradient computation vs. the optimization of the model (2).

**Case A: Gradient computation is slower.** Consider the coordinate descent algorithm on the L1-regularized logistic regression problem. Given an $n \times d$ data matrix $A$, let $A_i$ refer to its $i$-th column and denote the residual as $v \overset{\text{def}}{=} Ax$. Then the logistic loss can be written as $F(x) = \sum_{i=1}^n \log(1 + e^{v_i}) + \|x\|_1$ and the $i$-th coordinate of the gradient $\nabla f(x)$ is $\nabla_i f(x) = \langle A_i, \nabla_{i \log}(v) \rangle$, where

$$\nabla_{i \log}(v) = \left( \frac{1}{1 + e^{-v_1}}, \ldots, \frac{1}{1 + e^{-v_n}} \right).$$

Assuming that $v$ is already stored in active memory, computing the $i$-th gradient requires i) fetching $A_i$ from memory, ii) performing $n$ exponentiations and divisions, iii) one dot product, and iv) possibly communicating back the update steps to facilitate the next gradient computation. The coordinate update step on the other hand is $\|x_i - \frac{1}{\lambda} \nabla_{i \log}(v)\|_{TV}$ where $\| \cdot \|_{TV}$ is the shrinkage operator. If $\Delta x$, is the update made to coordinate $i$, $v$ can be updated as $v = v - \Delta x \gamma A_i$. In total for minimizing the model we only make i) one coordinate update and ii) one vector addition, in contrast with the more involved gradient coordinate computation. Thus, cache misses, complex operations, as well as communication overhead all lead to the gradient computation being much slower than the update step. Increasing the number of coordinates being updated i.e. block-coordinate updates can alleviate overhead to some extent due to cache misses, though it is ineffective against the other sources of delay.

**Case B: Model minimization is slower.** When the data is not extremely high dimensional and the loss function $f$ is simple, it is quite fast to compute the gradient. For example, a very common task in image processing is to reconstruct the original image given a corrupted linear measurement $y$. For such applications, the commonly used loss function is $F(x) = \frac{1}{2} \| Ax - b \|_2^2 + \lambda \|x\|_{TV}$. Even though $f$ is just a quadratic, there is no closed form solution for minimizing $U(\Delta x)$ because of $g(x) = \|x\|_{TV}$. In this case a lot of time is spent in minimizing the model $U(\Delta x)$ whereas the gradient computation is fast.

### 2.2 A solution: curvature models

When the model is too “simple”, i.e. computationally cheap to minimize compared to the expensive gradient information, then traditional methods will waste...
significant resources for just the gradient information. Hence, the model should be sufficiently sophisticated in order to be able to extract the maximum progress using a single gradient computation. In other words, we would prefer that exact minimization of the model takes more time than computing the gradient information. In this case, we can minimize the model approximately to a tunable degree of accuracy to ensure that the two essential parts are balanced in terms of computational cost. The model, of course, cannot be arbitrarily hard to optimize either. In particular, it should be at least possible to make non-zero progress on minimizing the model in time less than it takes to compute the gradient information.

One way to create good models is to capture some second-order information of the objective, i.e. the global geometry (curvature) using a $d \times d$ matrix $M$ as for instance in [21] [33]. This means that we replace $u$ in (2) with

$$u_M(x + \Delta x) \overset{\text{def}}{=} f(x) + \langle \nabla f(x), \Delta x \rangle + \frac{1}{2} \| \Delta x \|^2 M \Delta x.$$ 

For example, in the L1-regularized logistic regression we use

$$u_M(x + \Delta x) \overset{\text{def}}{=} f(x) + \langle \nabla f(x), \Delta x \rangle + \frac{1}{2} \| \Delta x \|^2 M \Delta x.$$ 

Related literature. There are a number of algorithms which incorporate curvature information. These include methods based on using the diagonal of the Hessian information to compute the sample probabilities as well as the step size [3] [18] [10] [24]. Recently, a more direct approach to incorporating the Hessian information through preconditioning has become more popular [17] [32] [33]. However, such preconditioning means that the computational effort involved in solving the subproblem is significant. To overcome this, one resorts to approximate solutions [32] [33]. The idea of preconditioning has also been extended to dual ascent algorithms as in [21]. However, there exact solutions to the subproblems were required.

2.3 Notation and Definitions

For a fixed positive semi-definite matrix $M (M \succ 0)$, we use $\| x \|^2_M \overset{\text{def}}{=} x^\top M x$. With this semi-norm, the regularity assumptions on $f$ can be written as follows.

**Definition 1** ($M$-smoothness). A differentiable function $h: \mathbb{R}^d \rightarrow \mathbb{R}$ is $M$-smooth with respect to a fixed matrix $M \succ 0$ if for all $x, y \in \mathbb{R}^n$

$$h(y) \leq h(x) + \langle \nabla h(x), y-x \rangle + \frac{1}{2} \| y-x \|^2_M.$$ 

**Definition 2** ($\lambda$-strong convexity). A differentiable function $h: \mathbb{R}^d \rightarrow \mathbb{R}$ is $\lambda$-strongly convex w.r.t. $M \succ 0$ and $\lambda \succ 0$ if for all $x, y \in \mathbb{R}^n$

$$h(y) \geq h(x) + \langle \nabla h(x), y-x \rangle + \frac{\lambda}{2} \| y-x \|^2_M.$$ 

Note that an $M$-smooth function can only be $\lambda$-strongly convex w.r.t. $M$ for $\lambda \in (0, 1]$.

3 Approx Composite Minimization

In this section we describe the general method as outlined in Algorithm [1]. At each time step $t$, an approximation $m_t(\Delta x; M) \geq F(x_t + \Delta x) - F(x_t)$ is constructed as follows:

$$m_t(\Delta x; x_t, M) \overset{\text{def}}{=} \langle \nabla f(x_t), \Delta x \rangle + \frac{1}{2} \| \Delta x \|^2_M + g(x_t + \Delta x) - g(x_t). \quad (3)$$

When obvious from context, we drop $M$ and $x_t$ and simply refer it as $m_t(\Delta x)$. Let $m_t(\Delta x^*_t) \overset{\text{def}}{=} m^*_t$ be the minimum of the subproblem obtained at $\Delta x^*_t$.

**Definition 3.** We denote by $\Theta_t \in (0, 1]$ the relative accuracy to which the subproblem (3) is solved at step $t$, i.e., we compute $\Delta x_t$ such that

$$m_t(\Delta x_t) - m^*_t \leq (1 - \Theta_t)(m_t(0) - m^*_t).$$

Here $\Theta_t = 1$ means that we solve the problem exactly. We then update the iterate as $x_{t+1} \leftarrow x_t + \Delta x_t$. Note that $\Theta_t$ can adaptively change with each step.

**Algorithm 1:** Approx Composite Minimization (ACM)

**Input:** $M$, $x_0$

**for** $t = 0, \ldots$ **do**

**Let** $m_t(\Delta x) \overset{\text{def}}{=} \langle \nabla f(x_t), \Delta x \rangle + \frac{1}{2} \| \Delta x \|^2_M + g(x_t + \Delta x) - g(x_t)$

**Minimize subproblem:** Find $\Delta x_t$ such that

$$m_t(\Delta x_t) - m^*_t \leq (1 - \Theta_t)(m_t(0) - m^*_t)$$

$x_{t+1} \leftarrow x_t + \Delta x_t$

**end**

4 Convergence Analysis

We will examine the cases when $F$ is strongly convex (Def. [2]) is satisfied for $\lambda > 0$ and the general convex case separately (when $\lambda = 0$) and generalize the results in [23] to account for varying approximation factors.

**Theorem 1.** Given that $f$ is $M$-smooth [1], and that $f$ and $g$ are $\lambda_f$ and $\lambda_g$ strongly convex respectively [2] for $\lambda_f + \lambda_g > 0$, then running Algorithm [7] gives linear convergence, i.e. $F(x_T) - F(x^*) \leq \epsilon$ for

$$T \geq \frac{1 + \lambda_g}{(\lambda_f + \lambda_g)\Theta_T} \log \left( \frac{F(x_0) - F(x^*)}{\epsilon} \right),$$

where $\Theta_T = \frac{1}{T} \sum_{t=1}^{T} \Theta_t$ is the average accuracy.

**Remark 1.** The convergence rate from Theorem [7] shows that the rate critically depends on not just $\lambda_f$ but also $\lambda_g$. Thus $M$ must be chosen to not just approximate $f$ but also $g$, i.e. $M$ must be chosen to approximate the curvature of $F$ as closely as possible. This is an important observation since $f$ and $g$ typically have very different curvatures.
Our proof hinges on this very useful lemma proved in the appendix.

**Lemma 2.** Assuming $g$ is $\lambda_g$-strongly convex, for any vector $v$ and $\lambda \in (0, 1]$, then

$$\min_{\Delta x} m(\Delta x; v, M) \leq \frac{\lambda + \lambda_g}{1 + \lambda_g} \min_{\Delta x} m(\Delta x; v, \lambda M).$$

In the general convex case, we obtain a convergence rate of $O(1/T)$ which matches the rate of standard proximal-gradient algorithms. We again leave the proof of the appendix for the appendix.

**Theorem 2.** Given that $f$ is $M$-smooth [2], running Algorithm 2 such that at every step $m_t(\Delta x_i) \leq 0$ and $\Theta_t > 0$ ensures

$$F(x_T) - F(x^*) \leq \epsilon \quad \text{for} \quad T > \frac{2D}{\Theta_T \epsilon},$$

where $D$ is at most the diameter of the initial level set of $F$ and $\Theta_T$ is the average accuracy:

$$D \overset{\text{def}}{=} \max_{y : F(y) \leq F(x_0)} \|y - x^*\|^2_M \quad \text{and} \quad \Theta_T \overset{\text{def}}{=} \frac{1}{T} \sum_{t=0}^{T} \Theta_t.$$

### 5 Primal-Dual Guarantees

Suppose our objective function comes with the following additional structure, ubiquitous in machine learning and signal processing models:

$$\min_{w} \sum_{i=1}^{n} l_i(w^T A_i) + \psi(w).$$

Let $A$ be a $d \times n$ data matrix. Here $l_i$ is the loss defined for each data-point $A_i \in \mathbb{R}^d$ and $\psi$ is a regularizer. We can define the dual objective in terms of the Fenchel conjugate of $\{l_i\}$ and $\psi$, $\{l^*_i\}$ and $\psi^*$ respectively [9]:

$$\max_{\alpha} \sum_{i=1}^{n} -l^*_i(-\alpha_i) - \psi^*(A\alpha).$$

These can be more compactly written as

$$O_A(\alpha) \overset{\text{def}}{=} f(A\alpha) + g(\alpha),$$

$$O_B(w) \overset{\text{def}}{=} f^*(w) + g^*(-A^Tw).$$

Our objective to minimize the duality gap defined as $O_B(w) + O_A(\alpha)$. We assume that $f(A\alpha)$ is $M$-smooth. Depending on the problem, it may be more convenient and efficient either to cast the problem as $O_A(\alpha)$, or map it to $O_B(w)$ and solve the dual. We can do this since primal-dual algorithms minimize both $O_B(w)$ and $O_A(\alpha)$ simultaneously. For more details about the setting and applications, we refer to the discussion in [9].

<table>
<thead>
<tr>
<th>Algorithm 2: Approximate Dual Ascent (ADA)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> $M, x_0$</td>
</tr>
<tr>
<td><strong>Initialize:</strong> $\alpha_0 \leftarrow 0 \in \mathbb{R}^n$, $v_0 \leftarrow 0 \in \mathbb{R}^d$</td>
</tr>
<tr>
<td><strong>for</strong> $t = 1, \ldots$</td>
</tr>
<tr>
<td>Let $m_t(\Delta \alpha) \overset{\text{def}}{=}</td>
</tr>
<tr>
<td><strong>Minimize subproblem:</strong> Find $\Delta \alpha$ such that $m_t(\Delta \alpha_t) - m_t^* \leq (1 - \Theta_t)(m_t^<em>(0) - m_t^</em>)$</td>
</tr>
<tr>
<td><strong>Update steps:</strong></td>
</tr>
<tr>
<td>$\alpha_{t+1} \leftarrow \alpha_t + \Delta \alpha_t$</td>
</tr>
<tr>
<td>$v_{t+1} \leftarrow v_t + A\Delta \alpha_t$</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>

Just as in the Section 4, we can state two theorems—one for the case when the objective is strongly convex and one for the general convex case. The proofs of these theorems follow along the lines of [16, 31] with some simplifications.

**Theorem 3.** For an objective of the form (4), let us assume that $f(A\alpha)$ is $M$-smooth [2], and that $f(A\alpha)$ and $g(\alpha)$ are $\lambda_f$ and $\lambda_g$ strongly convex respectively [4]. Then running Algorithm 2 gives linear convergence i.e. for $\lambda = \lambda_f + \lambda_g$ and $\Theta_T = \frac{1}{T} \sum_{t=0}^{T} \Theta_t$,

$$O_B(\nabla f(v_t)) + O_A(\alpha_t) \leq \epsilon \quad \text{for} \quad T \geq \frac{1}{\lambda \Theta_T} \log \left( \frac{(1 + \lambda_g)(O_A(0) - O_A(x^*))}{\lambda_g \Theta_T \epsilon} \right).$$

**Theorem 4.** Given that $f$ is $M$-smooth [2], running Algorithm 3 ensures convergence at a rate of $O(\frac{1}{T^2})$ i.e.

$$O_B(w(v_t)) + O_A(\alpha_t) \leq \epsilon \quad \text{for} \quad T \geq t_0 + \max \left[ \frac{4D}{\epsilon}, \frac{1}{\Theta_T} \right] \quad , \quad t_0 \geq 4D \frac{1}{\Theta_T \epsilon},$$

where $\alpha_t \overset{\text{def}}{=} \frac{1}{t} \sum_{i=t_0}^{t} \alpha_i$, $v_t \overset{\text{def}}{=} \frac{1}{t} \sum_{i=t_0}^{t} v_i$, and $w(\hat{v}_t) \overset{\text{def}}{=} \nabla f(\hat{v}_t)$. $D$ is the diameter of the level set of $O_A(\alpha)$, $Q \overset{\text{def}}{=} \{\alpha \mid O_A(\alpha) \leq O_A(0)\}$. $\bar{D} \overset{\text{def}}{=} \max_{a,b \in Q} ||a - b||_M^2$. Further $\hat{\Theta}_t \overset{\text{def}}{=} \frac{1}{t} \sum_{i=0}^{t} \Theta_i$. $\hat{\Theta}_t \overset{\text{def}}{=} \min_{t \in [0, \Theta_t]} \Theta_t'$.

**Remark 3.** We obtain sharper bounds than in [22, 23] in both settings. In particular, we show that strong convexity constant $\lambda_f$ of $f$ is also useful for faster convergence. The rate in [23] is equivalent to setting $\lambda_f = 0$. Similarly, in the general convex setting, our rate is again simpler and has better constants.

### 6 Extension to Coordinate Updates

Thus far in our discussion we have largely restricted ourselves to the case where the model was constructed
using the full gradient. However, when the function $g(x) = \sum_{j=1}^{d} g_j(x_j)$ is coordinate-wise separable, a popular strategy is to update just a single coordinate in each iteration. This approach leads to state of the art algorithms for several problems [11, 13, 24, 29]. Coordinate methods have been widely successful not just due to their faster convergence, but also because they are less resource intensive and provide faster update times [33]. However, the imbalance between the time for gradient information computation and the time for update computation is often exacerbated in coordinate descent methods. This is because the time to compute one directional derivative of the gradient scales in general linearly with the dimension, whereas computing the one-dimensional update only requires constant time. Updating multiple coordinates simultaneously might reduce some of the overhead—such as the delay due to memory accesses or communication costs—but cannot completely settle this imbalance.

In this section we see how we can extend our ideas from Sections 3 and 5 seamlessly to this scenario and achieve a better balance between the gradient and update computation times. It is clear, that one single step of coordinate descent can be seen as an approximate solution to the full dimensional problem [3]. Thus, the convergence results can be directly recovered from the theorems derived in the previous sections. However, there is a small caveat: the model [3] depends on the full gradient, whereas in coordinate descent methods it is sufficient to compute just the directional derivatives of gradient along the descent directions. To capture this more precisely, we will now refine our notation.

Typically, the number of coordinates being updated at each iteration is fixed by external factors—for e.g. when the data is distributed by columns amongst multiple machines, the coordinates being updated are constrained by data available on each machine, or in the single machine case it is constrained by the number of columns which fit in a cache block. For this reason we assume that the number of coordinates being updated is fixed. Further, we will not only support sequential updates, but also updates to multiple blocks of coordinates in parallel. This setting is useful when i) the data is distributed over multiple machines which can update a different block of coordinates in parallel, or ii) when there are multiple threads (in a multi-processor) each with a separate cache. Examples of this setting can be found in [17, 31].

Suppose at iteration $t$, we have $k$ machines such that machine $k \in [k]$ can compute the coordinates $\pi_k \subseteq [d]$ of the gradient i.e. it can compute

$$\nabla_{\pi_k} f(x) \overset{\text{def}}{=} \sum_{j \in \pi_k} \nabla_j f(x) e_j.$$

Here the sets $\pi_k$ need not necessarily need to form a complete partition of $[d]$. Note that this notation also captures the case of sequential updates on one single machine: in this case $\pi_1$ just denotes the set of coordinates that are updated in this iteration. We further assume that machine $k$ has access to the principal submatrix of $M$ corresponding to the coordinates $\pi_k$,

$$M_{\pi_k} \overset{\text{def}}{=} \sum_{i,j \in \pi_k} M_{ij} e_i e_j^\top.$$

Then we can form a set of $\kappa$ subproblems such that each machine $k \in [\kappa]$ can solve $m^*_t(\Delta x; \pi_k)$ defined as

$$m^*_t(\Delta x; \pi_k) \overset{\text{def}}{=} \langle \nabla_{\pi_k} f(x), \Delta x \rangle + \frac{\sigma}{2} \| \Delta x \|^2_{M_{\pi_k}} + \sum_{j \in \pi_k} g_j(x_j + \Delta x_j) - g_j(x_j).$$

Here $\sigma \in [1, \kappa]$ is a parameter which measures the separability of the matrix $M$. Crucially, the problems $m^*_t(\Delta x; \pi_k)$ for $k \in \{1, \ldots, \kappa\}$ can be solved in parallel. The solutions from these subproblems can then be combined as

$$x_{t+1} = x_t + \sum_{k=1}^{\kappa} \Delta x_{\pi_k} \overset{\text{def}}{=},$$

where $\Delta x_{\pi_k}$ is a $\Theta$-approximate solution to $m^*_t(\Delta x; \pi_k)$ as in Definition 3. In this manner we can use global geometry (curvature) information encoded in $M$ to better utilize the gradient information we computed even in the block coordinate setting.

We can relate the $\Theta$ progress on the coordinate models $m^*_t(\Delta x; \pi_k)$ to the progress on the global model $m_t(\Delta x)$. Recall that $m_t(\Delta x)$ was our shorthand for $m_t(\Delta x; x_t, M)$ defined in [3]. A more formal study with additional technical details and definitions is relegated to Section A.1.

**Lemma 4.** Suppose that $\Delta x_{\pi_k}$ is an $\Theta$-approximate solution to $m^*_t(\Delta x; \pi_k)$ for $k \in [\kappa]$ and $\Delta x_t = \sum_{k=1}^{\kappa} \Delta x_{\pi_k}$. Then under the conditions specified in Lemma 3 in Section A.1

$$\mathbb{E}[m_t(\Delta x_t) - m^*_t] \leq \left(1 - \frac{\kappa \Theta}{m \sigma \nu}\right) (m_t(0) - m^*_t),$$

where the expectation is over the random selection of the sets $\{\pi_1, \ldots, \pi_k\}$, and $m \in [1, d]$ and $\nu \geq 1$ are parameters depending on the sampling (see Definitions 4 and 6 in Section A.1).

Thus, using just the block-coordinate models, we can make progress on the global problem $m_t(\Delta x_t; x_t, M)$. We can then combine Lemma 4 with with Theorems 1 and 2 in Section 3 and 4 to derive the corresponding parallel-block coordinate versions of the algorithm.
7 Adaptive Accuracy

Requiring only approximate solutions means that we can use iterative methods for the sub-problems which can be much faster and cheaper than exact solvers [33]. More importantly, using iterative algorithms enables us to adaptively control the number of iterations run on each of the subproblem. This allows us to tune the time spent on computing the update, and thus better balance against the time spent on computing gradient information. Intuitively, the more expensive is the cost of computing the gradient information, the more time we should spend trying to utilize it better. The time for the former can however be orders of magnitude different in different real world systems [10]. Moreover, as we will argue later in the section, the ‘right’ amount of time to be spent computing the update under identical system conditions also varies during the duration of the algorithm. Due to these reasons we propose to use simple strategies to automatically and adaptively choose the number of iterations, and hence tune the time spent computing the update.

Let us assume that each iteration of the solver takes one unit of time. From the proofs of Theorems 1 and 4, we know that the progress we make at each step is

\[ F(x_{t+1}) \leq F(x_t) + \Theta_t m_t^* . \]

Suppose we spent \( r \) iterations i.e. \( r \) units of times on this subproblem. Since we want to design strategies which control \( r \), let us parameterize the above equation in terms of \( r \). Since \( m_t^* \leq 0 \), we denote the progress made as

\[ \Theta_t m_t^* \overset{\text{def}}{=} -p_t(r) . \]

Further let \( c_t \) be the ratio between the time spent in computing the gradient information and the time required to perform one iteration of the sub-solver. This includes all fixed costs such as communication time, etc. Our objective should be to pick an \( r \) which makes the maximum progress possible per unit of time spent:

\[ r_t^* \overset{\text{def}}{=} \arg \max_r \frac{p_t(r)}{r + c_t} . \]  \hspace{1cm} (5)

7.1 Fixed strategies for picking \( r_t \)

It is reasonable to assume that i) \( p_t(r) \) is increasing meaning that running the sub-solver for more iterations leads to improved accuracy, and ii) \( p_t(r) \) is sub-linear and concave function meaning that doubling the number of iterations results in at most double the accuracy (refer Fig 1). Based on this knowledge, two fixed rules can be formulated to pick a fixed \( r_t \).

One step. The simplest strategy is to just perform one inner step per round. If \( c_t = 0 \), \( \frac{p_t(r)}{r} \) is a decreasing function (Fig 1 left). Thus when the gradient computation cost is low, the one step strategy is optimal.

However, this is no more true when \( c_t \) is significant (Fig 1 right).

Comparable steps. ‘Best practice’ dictates that we should spend roughly equal time performing the update as we take for gradient computation [10]. So this strategy tries to pick \( r_t = c_t \). While being a good guiding principle, this strategy fails to take advantage of the trade-offs present in more realistic regimes. For example it ignores the fact that if the local solver is bad or the particular subproblem is especially hard, there might not be much to gain running for \( c_t \) steps and it might make sense to terminate early.

7.2 Adaptive strategies for picking \( r_t \)

Consider two functions \( p_1 \) and \( p_2 \) with the corresponding optimum number of iterations being \( r_1^* \) and \( r_2^* \) as per (5). If the slope of \( p_2(r) \) is always smaller than that of \( p_1(r) \), then the optimum number of rounds typically (but not always) reduces and \( r_2^* < r_1^* \) (ref Fig 2). Since \( p(r) \) denotes the progress made on the subproblem, this means that the optimal number of rounds depends on the ease of minimizing the subproblem. During the course of our algorithm, the nature of \( p_t(r) \) may change substantially and hence the optimum number of rounds also changes. Thus it is imperative to use strategies which are adaptive to the hardness of \( p_t(r) \).

Optimal. If we could access the entire function \( p_t(r) \), and \( c_t \) beforehand, it is possible to pick the op-
tional $r^*_r$ at every step. However, knowing $p_t(r)$ for all $r$ requires expensive computations. Using an upper bound on $p_t(r)$ obtained from convergence rates is also impractical since it requires knowledge of parameters which are often inaccessible.

Gradient based strategies. At each step, we can assume access to the total time spent ($r_t + c_t$), $p_t(r_t)$, and $p'_t(r_t)$ as feedback. This is because $p_t(r_t)$ and $p'_t(r_t)$ are just the value of the subproblem $-m_t(\Delta x_t)$ and the rate at which it decreases, measured at the end. Using this feedback, we can compute the gradient $g_t$ of $\frac{p_t(r_t)}{r_t+c_t}$ at $r_t$:

$$g_t = \frac{p'_t(r_t)(r_t + c_t) - p_t(r_t)}{(r_t + c_t)^2}.$$ 

We can use the gradient $g_t$ as an indicator about the direction we need to change $r_t$.

1. Additive change. If $g_t > 0$, increase $r_{t+1} \leftarrow r_t + 1$ else $r_{t+1} \leftarrow r_t - 1$.

2. Multiplicative-additive change. If $g_t > 0$, increase $r_{t+1} \leftarrow 2r_t$ else $r_{t+1} \leftarrow r_t - 1$. This is inspired by the TCP protocols used to determine the rate at which to send packets to make maximum use of network capacity [6].

3. Gradient change. Increment with gradient $r_{t+1} \leftarrow r_t + g_t$.

We only focus on very simple strategies to compute $r$ here—many more sophisticated methods based on hyper-parameter optimization or bandit optimization are possible [14].

8 Empirical Evaluation

In this section we present empirical results for our framework, demonstrating the insights gained. Recall from Section 7 that $c_t$ is the ratio between the time taken for computing the gradient and the time taken by the local solver to perform one iteration. In practice, the value of $c_t$ can vary by orders of magnitudes [31]. We artificially set $c_t$ to take values from 0.5 to 1024 in powers of 2 and observe its effect on the different algorithms. This way we can simulate a wide range of real world conditions in our experiments.

8.1 Experimental Setting

We focus on two important tasks in our experiments—Lasso and SVM. We vary the value of $c_t$ and measure the total time it takes to reach a predetermined sub-optimality value. The total time is the sum of the measured update time as well as the simulated gradient computation time. The gradient computation time is calculated as $\frac{|\Delta x_t|}{r_t}$ where $t_u$ is the measured time for update and $r_t$ is the number of iterations performed by the solver.

![Figure 3: Time taken relative to one in percentage, to reach sub optimality (duality gap for SVM) of 1e-4. Here $c_t$ is the ratio between time for gradient and 1 step of subsolver. Adaptive rules nearly always outperform fixed rules one and comp.](https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/)

Lasso. For Lasso, our objective function is $F(x) = f(x) + g(x)$ where $g(x) = \lambda \|x\|_1$ and $f(x) = \frac{1}{2n} \|Ax - b\|_2^2$. Here $\lambda$ is a regularization parameter chosen to be $\frac{1}{n}$ as is standard [25]. We run this on the gisette and new20 datasets [7]. For each value of $c_t$, we measure the total time it takes for each algorithm to reach an sub-optimality of $1e-4$. The minimum value is calculated by letting the algorithm run for 1k effective passes over the data.

SVM. Here we require primal-dual convergence for the hinge loss $\mathcal{O}_B(w) = \frac{1}{n} \sum_{i=1}^n ((w^T A_i y_i) + \frac{\lambda}{2} \|w\|_2^2$, c.f. [5]. The regularization parameter $\lambda$ is again chosen to be $\frac{1}{n}$. We run this on rcv1 and ijcnn1 datasets till we reach a duality gap of $1e-4$.

Subproblem solver. To simplify the comparison, we use random coordinate descent as a solver for all the subproblems. Further we create smaller subproblems of dimension 100 using the algorithm from Section 6 (see also Sec. A.1). Hence, one iteration of the subproblem solver consists of 100 random coordinate updates. To estimate the gradient $p'_t(r_t)$, we use the average progress made in the last 10 steps of the solver.

Strategies for $r_t$. To demonstrate our discussion form the previous section, we compare the different strategies which perform 100r CD iterations at each step: i) one where $r_t = 1$, ii) comp where $r_t = c_t$, iii) add where $r_t$ is computed using the additive change rule, iv) mult where $r_t$ is computed using the multiplicative-additive rule, and v) grad where $r_t$ is computed using the gradient rule.

---

4All datasets are available from https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
Adaptive Balancing of Gradient and Update Computation Times

8.2 Discussion

As seen in Fig. 8, the adaptive rules based on the gradient consistently scale better for increasing values for the ratio $c_t$. In almost all the cases the simple mult rule performs better than both the standard one rule as well the comp rule.

For small values of $c_t$ ($\leq 2$) in the rcv1 SVM experiment as well as in the gisette Lasso example using the one rule and setting $r_t = 1$ is effective. However, as $c_t$ increases, the one rule becomes much less competitive. This is because for small values of $c_t$, the function $\frac{p_t(r)}{r + c_t}$ attains its maxima close to 1.

We also plot the average values of $r_t$ over the period of optimization for the ijcnn1 and the news20 cases (cf. Fig. 4). The plots from the other two datasets were similar. The average values of $r_t$ are pretty identical in both the cases. It also remains close to 1–2, and is mostly independent of $c_t$ for the mult and the add rule. Thus the improvements we see in Fig. 8 for these rules must have been because of the use of adaptivity.

To understand how adaptivity affects our algorithms, we look at how $r_t$ varies over time for ijcnn1 with the mult rule with $c_t = 64$ in (Fig 5 left). The strikingly clear downward trend in $r_t$ can be explained via our discussion Section 7.2 about changing hardness of subproblems. The sub-problems in ijcnn1 are increasing in their difficulty (Fig 5 right), pushing for lower values of $r_t$.

For news20 dataset, the value of $r_t$ remain relatively constant (Appendix Section C). This explains why fixed rules such as comp perform comparably to the adaptive ones in news20. The variation of $r_t$ in rcv1 is similar to that of ijcnn1 and so they have similar results. The growing gap between adaptive rules and the fixed rules in rcv1 and ijcnn1 clearly demonstrates the effectiveness of adaptive rules in taking advantage of changing conditions. Refer to the Appendix Section C for additional figures and discussion.

Another aspect to notice in Fig. 8 is that the add and mult rules perform quite similarly. This is because during the majority of the runtime, $r_t$ is close to 1. When $r_t = 1$, both the rules are identical. Changing the multiplicative constant could alleviate this issue. Similarly in the grad algorithm, due to the highly noisy nature of the gradient signal, we noticed large oscillations. Using step-sizes or a running average instead could stabilize the algorithm. We believe that such fine tuning of parameters would lead to better algorithms and even more gains.

9 Concluding Remarks

We present ACM, a single framework that provides a unified analysis for first-order optimization algorithms for composite problems. The framework allows to incorporate curvature information and only requires the computation of weak approximate solutions to the subproblems. The framework also covers randomized methods such as block-coordinate descent and also parallel algorithms. Moreover, the accuracy parameters are allowed to change over time. This combines and improves upon the results of [10, 17, 21, 33].

We leverage our framework to provide speedups when the gradient computation and the update computation times are unbalanced. In particular, we give a simple adaptive procedure to adaptively tune the accuracy that is required in for the optimization of the model in each iteration. This procedure ensures optimal balance between of the two computations.

The effectiveness of the adaptive scheme is exemplary demonstrated on a set of numerical experiments for Lasso (gisette and news20 dataset) and SVM (rcv1, ijcnn1) with randomized coordinate descent as subproblem solver. The experiments shows that simply tuning a static accuracy parameter will in general not obtain optimal rate. In contrast, the parameters of our adaptive scheme vary as the optimization progresses, and achieve significant speedups.
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