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## 1 Proofs for the Stochastic Block Model analysis

This section has two parts corresponding to the Case 1 and 2 of the stochastic block model analysis. At the beginning of each of these sections, we first state what will be proved and discuss further refinements implied by the results presented here. For convenience we recall the notation where needed.

The correspondence between the results of the main paper and those proved here is as follows: In Section 1.1 we discuss and prove Lemma 1, 2, Theorem 1 and Corollary 1 of the main paper. These results are directly implied by Lemma 1, Theorem 1 and Corollaries 1, 2, respectively, of the present manuscript. Then, in Section 1.2, we prove Theorem 2 and Theorem 3 of the main paper which are respectively equivalent to Theorems 2 and 3 below.

Before proceeding to the proofs, let us recall the setting. Let \( V = \{v_1, \ldots, v_n\} \) be a set of nodes and let \( T \) be the number of layers, represented by the adjacency matrices \( \mathcal{W} = \{W^{(1)}, \ldots, W^{(T)}\} \). For each matrix \( W^{(t)} \) we have a graph \( G^{(t)} = (V, W^{(t)}) \) and, overall, a multilayer graph \( G = (G^{(1)}, \ldots, G^{(T)}) \). We denote the ground truth clusters by \( C_1, \ldots, C_k \) and assume that they all have the same size, i.e. \( |C_i| = |C| \) for \( i = 1, \ldots, k \).

In the following, we denote the identity matrix in \( \mathbb{R}^m \) by \( I_m \). Furthermore, for a matrix \( X \in \mathbb{R}^{m \times m} \), we denote its eigenvalues by \( \lambda_1(X), \ldots, \lambda_m(X) \).

### 1.1 All layers have the same clustering structure

For \( t = 1, \ldots, T \), let \( p^{(t)}_m \) (resp. \( p^{(t)}_o \)) denote the probability that there exists an edge in layer \( G^{(t)} \) between nodes that belong to the same (resp. different) clusters. Suppose that for \( t = 1, \ldots, T \), the expected adjacency matrix \( \mathcal{W}^{(t)} \in \mathbb{R}^{n \times n} \) of \( G^{(t)} \) is given for \( i, j = 1, \ldots, n \) as

\[
\mathcal{W}^{(t)}_{ij} = \begin{cases} 
    p^{(t)}_m & \text{if } v_i, v_j \text{ belong to the same cluster} \\
    p^{(t)}_o & \text{otherwise.}
\end{cases}
\]

Furthermore, for every \( t = 1, \ldots, T \), and \( \epsilon \geq 0 \), let

\[
\mathcal{D}^{(t)} = \text{diag}(\mathcal{W}^{(t)} \mathbb{1}), \quad \rho_t = \frac{p^{(t)}_m - p^{(t)}_o}{p^{(t)}_m + (k-1)p^{(t)}_o},
\]

\[
\mathcal{L}^{(t)}_{\text{sym}} = I_n - \left( \mathcal{D}^{(t)} \right)^{1/2} \mathcal{W}^{(t)} \left( \mathcal{D}^{(t)} \right)^{-1/2} + \epsilon I_n
\]

Observe that \( \mathcal{L}^{(t)}_{\text{sym}} \) is the normalized Laplacian of the expected graph plus a diagonal shift. The diagonal shift is necessary to enforce this matrix to be positive definite for the cases \( p \leq 0 \), as stated in [1].

We consider the vectors \( \chi_1, \ldots, \chi_k \in \mathbb{R}^n \) defined as

\[
\chi_1 = 1, \quad \chi_i = (k-1)\mathbb{1}_{C_i} - 1_{C_i}, \quad i = 2, \ldots, k.
\]

By construction, \( \chi_1, \ldots, \chi_k \) are all eigenvectors of \( \mathcal{W}^{(t)} \) for every \( t = 1, \ldots, T \). These eigenvectors are precisely the vectors allowing to recover the ground truth clusters. Let

\[
\mathcal{L} = M_p(\mathcal{L}^{(1)}_{\text{sym}}, \ldots, \mathcal{L}^{(T)}_{\text{sym}})
\]

where we assume that \( \epsilon > 0 \) if \( p \leq 0 \). We prove the following:

**Theorem 1.** Let \( p \in [-\infty, \infty] \), and assume that \( \epsilon > 0 \) if \( p \leq 0 \). Then, there exists \( \lambda_i \) such that \( \mathcal{L}_p \chi_i = \lambda_i \chi_i \) for all \( i = 1, \ldots, k \). Furthermore, \( \lambda_1, \ldots, \lambda_k \) are the k-smallest eigenvalues of \( \mathcal{L}_p \) if and only if \( m_p(\mu + \epsilon \mathbb{1}) < 1 + \epsilon \), where \( \mu = (1 - p_1, \ldots, 1 - p_T) \).

Before giving a proof of Theorem 1 we discuss some of its implications in order to motivate the result. First, we note that it implies that if \( \chi_1, \ldots, \chi_k \) are among the smallest eigenvectors of \( \mathcal{L}_p \) then they are among the smallest eigenvectors of \( \mathcal{L}_q \) for any \( q \leq p \).

**Corollary 1.** Let \( q \leq p \) and assume that \( \epsilon > 0 \) if \( p \leq 0 \). If \( \chi_1, \ldots, \chi_k \) correspond to the k-smallest eigenvalues of \( \mathcal{L}_p \), then \( \chi_1, \ldots, \chi_k \) correspond to the k-smallest eigenvalues of \( \mathcal{L}_q \).
Proof. If \( \lambda_1, \ldots, \lambda_k \) are among the \( k \)-smallest eigenvalues of \( \mathcal{L}_p \), then by Theorem 1, we have \( m_p(\mu + c1) < 1 + \epsilon \). As \( m_p(\mu + c1) \leq m_p(\mu + c1) \), Theorem 1 concludes the proof.

The next corollary deals with the extreme cases where \( p = \pm \infty \). In particular, it implies that whenever at least one layer \( G^{(i)} \) is informative then the eigenvectors of \( \mathcal{L}_{\infty} \) allow to recover the clusters. This contrasts with \( p = \infty \) where the clusters can be recovered from the eigenvectors of \( \mathcal{L}_{\infty} \) if and only if all layers are informative.

**Corollary 2.** Let \( p \in [-\infty, \infty] \) and \( \epsilon > 0 \) if \( p \leq 0 \).

1. If \( p = \infty \), then \( \chi_1, \ldots, \chi_k \) correspond to the \( k \)-smallest eigenvalues of \( \mathcal{L}_{\infty} \), if and only if all layers are informative, i.e., \( p_{\text{in}}^{(t)} > p_{\text{out}}^{(t)} \) holds for all \( t \in \{1, \ldots, T\} \).

2. If \( p = -\infty \), then \( \chi_1, \ldots, \chi_k \) correspond to the \( k \)-smallest eigenvalues of \( \mathcal{L}_{-\infty} \), if and only if there is at least one informative layer, i.e., there exists a \( t \in \{1, \ldots, T\} \) such that \( p_{\text{in}}^{(t)} > p_{\text{out}}^{(t)} \).

**Proof.** Recall that \( \lim_{p \to \infty} m_p(v) = \max_{i=1,\ldots,m} v_i \) and \( \lim_{p \to -\infty} m_p(v) = \min_{i=1,\ldots,m} v_i \) for any \( v \in \mathbb{R}^m \) with nonnegative entries. Hence, we have \( m_{\pm \infty}(\mu + c1) = m_{\pm \infty}(\mu) + \epsilon \) and thus the condition \( m_p(\mu + c1) < 1 + \epsilon \) of Theorem 1 reduces to \( m_{\pm \infty}(\mu) < 1 \) for \( p = \pm \infty \). Furthermore, note that we have \( \mu_t = 1 - \rho_t < 1 \) if and only if \( p_{\text{in}}^{(t)} > p_{\text{out}}^{(t)} \). To conclude, note that \( m_{\infty}(\mu) = \max_{t=1,\ldots,T} \mu_t < 1 \) if and only if \( \mu_t < 1 \) for all \( t = 1, \ldots, T \) and \( m_{-\infty}(\mu) = \min_{t=1,\ldots,T} \mu_t < 1 \) if and only if there exists \( t \in \{1, \ldots, T\} \) such that \( \mu_t < 1 \).

For the proof of Theorem 1, we give an explicit formula for eigenvalues of \( \mathcal{L}_p \) in terms of the eigenvalues of \( \mathcal{L}_{\text{sym}} \), \( \mathcal{L}_{\text{asym}} \), and \( \mathcal{L}_{T} \). Then, we discuss the ordering of these eigenvalues. Furthermore, we show that \( \chi_i \) are all eigenvectors of \( \mathcal{L}_p \) and compute their corresponding eigenvalues.

By construction, there are \( k \) eigenvectors \( \chi_i \) of \( \mathcal{H}^{(t)} \) corresponding to a possibly nonzero eigenvalue \( \lambda_i^{(t)} \). These are given by

\[
\chi_1 = 1, \quad \lambda_1^{(t)} = |c| (p_{\text{in}}^{(t)} + (k-1)p_{\text{out}}^{(t)}),
\]

\[
\chi_i = (k-1) \mathbf{1}_c - 1_{c_i}, \quad \lambda_i^{(t)} = |c| (p_{\text{in}}^{(t)} - p_{\text{out}}^{(t)}), \quad \text{for } i = 2, \ldots, k.
\]

It follows that \( \chi_1, \ldots, \chi_k \) are eigenvectors of \( \mathcal{L}_{\text{sym}}^{(t)} \) with eigenvalues \( \lambda_i^{(t)} \). Furthermore, we have

\[
\lambda_1(\mathcal{L}_{\text{sym}}^{(t)}) = \epsilon, \quad \lambda_i(\mathcal{L}_{\text{sym}}^{(t)}) = 1 - \rho_t + \epsilon, \quad i = 2, \ldots, k,
\]

\[
\lambda_j(\mathcal{L}_{\text{sym}}^{(t)}) = 1 + \epsilon, \quad j = k + 1, \ldots, n
\]

Let

\[
\mathcal{L}_p = m_p(\mathcal{L}_{\text{sym}}^{(1)}, \ldots, \mathcal{L}_{\text{sym}}^{(T)}).
\]

The following lemma will be helpful to show that \( \chi_1, \ldots, \chi_k \) are all eigenvectors \( \mathcal{L}_p \) and gives a formula for their corresponding eigenvalue.

**Lemma 1.** Let \( A_1, \ldots, A_T \in \mathbb{R}^{n \times n} \) be symmetric positive semi-definite matrices and let \( p \in \mathbb{R} \). Suppose that \( A_1, \ldots, A_T \) are positive definite if \( p \leq 0 \). If \( u \) is an eigenvector of \( A_i \) with corresponding eigenvalue \( \lambda_j \) for all \( i = 1, \ldots, T \), then \( u \) is an eigenvector of \( M_p(A_1, \ldots, A_T) \) with eigenvalue \( m_p(\lambda_1, \ldots, \lambda_T) \).

**Proof.** First, note that \( M = M_p(A_1, \ldots, A_T) \) is symmetric (semi)-definite as it is a positive sum of such matrices. In particular, \( M \) is diagonalizable and thus the eigenvectors of \( M \) and \( M^p \) are the same for every \( p \). Now, as \( A_i u = \lambda_i u \) for \( i = 1, \ldots, T \), we have \( A_i^p u = \lambda_i^p u \) for all \( i \) and thus

\[
M_p^p(A_1, \ldots, A_T) u = \frac{1}{T} \sum_{i=1}^{T} A_i^p u = \frac{1}{T} \sum_{i=1}^{T} \lambda_i^p u = m_p^p(\lambda_1, \ldots, \lambda_T) u.
\]

Thus, \( u \) is an eigenvector of \( M_p(A_1, \ldots, A_T) \) with eigenvalue \( m_p(\lambda_1, \ldots, \lambda_T) \).

The above lemma, allows to obtain an explicit formula for \( \mathcal{L}_p \) which fully describes its spectrum. Indeed, we have the following

**Corollary 3.** Let \( X \) and \( \Lambda^{(1)} \) be matrices such that \( \mathcal{L}_{\text{sym}}^{(1)} = X A^{(1)} X^T \), \( X \) is orthogonal and \( \Lambda^{(1)} = \text{diag}(\lambda_1(\mathcal{L}_{\text{sym}}^{(1)}), \ldots, \lambda_n(\mathcal{L}_{\text{sym}}^{(1)})) \). Then, we have \( \mathcal{L}_p = X \Lambda X^T \) where \( \Lambda \) is the diagonal matrix \( \Lambda = \text{diag}(\lambda_1(\mathcal{L}_p), \ldots, \lambda_n(\mathcal{L}_p)) \) with \( \lambda_i(\mathcal{L}_p) = m_p(\lambda_i(\mathcal{L}_{\text{sym}}^{(1)}), \ldots, \lambda_i(\mathcal{L}_{T}^{(1)})) \), for all \( i = 1, \ldots, n \).

**Proof.** As \( \mathcal{L}_{\text{sym}}^{(t)} \) have the same eigenvectors for every \( t = 1, \ldots, T \), it follows by Lemma 1 that \( \mathcal{L}_p X = X \Lambda \) and thus \( \mathcal{L}_p = X \Lambda X^T \).

We note that on top of providing information on the spectral properties of \( \mathcal{L}_p \), Corollary 3 ensures the existence of \( \mathcal{L}_{\infty} \in \mathbb{R}^{n \times n} \) such that \( \lim_{p \to \pm \infty} \mathcal{L}_p = \mathcal{L}_{\pm \infty} \).

Combining Lemma 1 with equation (1) we obtain the following

**Lemma 2.** The limits \( \lim_{p \to \pm \infty} \mathcal{L}_p = \mathcal{L}_{\pm \infty} \) exist. Furthermore, for \( p \in [-\infty, \infty] \), we have \( \mathcal{L}_p \chi_i = \lambda_i \chi_i \) with

\[
\lambda_1 = \epsilon, \quad \lambda_i = m_p(\mu + c1), \quad i = 2, \ldots, k
\]

where \( \mu = (1 - \rho_1, \ldots, 1 - \rho_T) \). Furthermore, the remaining eigenvalues satisfy \( \lambda_{k+1} = \cdots = \lambda_n = 1 + \epsilon \).
Proof. With Corollary 3 and Equation (1) we directly obtain for \( i = 2, \ldots, k \) and \( j = k + 1, \ldots, n \),
\[
\lambda_i = \left( \frac{1}{T} \sum_{t=1}^{T} e^p \right)^{1/p} = m_p(\epsilon 1) = \epsilon
\]
\[\lambda_j = \left( \frac{1}{T} \sum_{t=1}^{T} (1 - \rho_t + \epsilon)^p \right)^{1/p} = m_p(\mu + \epsilon 1)
\]

\[\lambda_j = \left( \frac{1}{T} \sum_{t=1}^{T} (1 + \epsilon)^p \right)^{1/p} = m_p((1 + \epsilon)1) = 1 + \epsilon
\]

\( \square \)

We are now ready to prove Theorem 1.

Proof of Theorem 1. Clearly, \( \lambda_1, \ldots, \lambda_k \) are among the \( k \)-smallest eigenvalues of \( L_p \) if and only if \( \lambda_1 < \lambda_2 < \cdots < \lambda_n \) and \( \lambda_2 < \cdots < \lambda_k < \lambda_{k+1} < \cdots \lambda_n \) where \( \lambda_1, \ldots, \lambda_k \) are all eigenvalues of \( L_p \). By Lemma 2, we have \( \lambda_1 = \epsilon, \lambda_2 = \cdots = \lambda_k = m_p(\mu + \epsilon 1) \)
and \( \lambda_{k+1} = \cdots = \lambda_n = 1 + \epsilon \). Clearly \( \lambda_1 = \epsilon < 1 + \epsilon = \lambda_k \), \( \cdots \leq \lambda_n \), thus, the first condition holds. Hence, \( \lambda_1, \ldots, \lambda_k \) correspond to the \( k \)-smallest eigenvalues of \( L_p \) if and only if \( m_p(\mu + \epsilon 1) < 1 + \epsilon \) which concludes the proof. \( \square \)

1.2 No layer contains full information of the Graph

In this setting, we fix the number \( k \) of cluster to \( k = 3 \).

For convenience, we slightly overload the notation for the remaining of this section: we denote by \( n \) the size of each cluster \( C_1, \ldots, C_k \) i.e. \( |C_i| = |C| = n \) for \( i = 1, \ldots, k \). Thus, the size of the graph is expressed in terms of the number and size of clusters, i.e. \( |V| = nk \).

Furthermore, we suppose that for \( t = 1, 2, 3 \), the expected adjacency matrix \( \tilde{W}^{(t)} \in \mathbb{R}^{3n \times 3n} \) of \( G^{(t)} \), are given, for all \( i, j = 1, \ldots, 3n \), as
\[
W_{i,j}^{(t)} = \begin{cases} 
pin & \text{if } v_i, v_j \in C_t \\
pout & \text{otherwise,}
\end{cases}
\]
where \( 0 < p_{\text{out}} \leq p_{\text{in}} \leq 1 \). For \( t = 1, 2, 3 \) and \( \epsilon \geq 0 \), let \( D^{(t)} = \text{diag}(W^{(t)}1) \),
\[
L_{\text{sym}}^{(t)} = I - (D^{(t)})^{-1/2}W^{(t)}(D^{(t)})^{-1/2} + \epsilon I
\]
and for a nonzero integer \( p \) let
\[
L_p = M_p(L_{\text{sym}}^{(1)}, L_{\text{sym}}^{(2)}, L_{\text{sym}}^{(3)}),
\]
where we assume that \( \epsilon > 0 \) if \( p < 0 \). Consider further \( \chi_1, \chi_2, \chi_3 \in \mathbb{R}^{3n} \) the vectors defined as
\[
\chi_1 = 1, \quad \chi_2 = 1_{C_1} - 1_{C_2}, \quad \chi_3 = 1_{C_1} - 1_{C_3},
\]
In opposition to the previous model, it turns out that \( L_{\text{sym}}^{(1)}, L_{\text{sym}}^{(2)}, \) and \( L_{\text{sym}}^{(3)} \) do not commute and thus do not share the same eigenvectors. Hence, we can not derive an explicit expression for \( L_p \) as in Corollary 3. In particular this implies that we need to use different mathematical tools in order to study the eigenpairs of \( L_p \).

The first main result of this section, presented in Theorem 2, shows that, in general, the ground truth clusters can not be reconstructed from the 3 smallest eigenvectors of \( L_p^{(1)} \) for any \( t = 1, 2, 3 \).

Theorem 2. If \( 1 \geq p_{\text{in}} > p_{\text{out}} > 0 \), then for any \( t = 1, 2, 3 \), there exist scalars \( \alpha > 0 \) and \( \beta > 0 \) such that the eigenvectors of \( L_{\text{sym}}^{(1)} \) corresponding to the two smallest eigenvalues are
\[
\chi_1 = \alpha 1_{C_1} + 1_{C_2}, \quad \chi_2 = -\beta 1_{C_1} + 1_{C_3}
\]
whereas any vector orthogonal to both \( \chi_1 \) and \( \chi_2 \) is an eigenvector for the third smallest eigenvalue.

In fact, we prove even more by giving a full description of the eigenvectors of \( L_{\text{sym}}^{(1)} \) as well as the ordering of their corresponding eigenvalues. These results can be found in Lemma 12 below.

Our second main result is the following Theorem 3. It shows that the ground truth clusters can always be recovered from the three smallest eigenvectors of \( L_p \).

Theorem 3. Let \( p \) be any nonzero integer and assume that \( \epsilon > 0 \) if \( p < 0 \). Furthermore, suppose that \( 0 < p_{\text{out}} < p_{\text{in}} \). Then, there exists \( \lambda_i \) such that \( L_p \chi_i = \lambda_i \chi_i \) for \( i = 1, 2, 3 \) and \( \lambda_1, \lambda_2, \lambda_3 \) are the three smallest eigenvalues of \( L_p \).

Again, we actually prove more than just Theorem 3. In fact, a full description of the eigenvectors of \( L_p \) and of the ordering of their corresponding eigenvalues is given in Lemma 18 below.

For the proof of Theorems 2 and 3, and the corresponding additional results, we proceed as follows. First we assume that \( n = |C| = 1 \) and prove our claims. Then, we generalize these results to the case \( n > 1 \). For the sake of clarity, we will need to refer to the case \( n = 1 \) for the proofs of the case \( n > 1 \), we put a tilde on the matrices in \( \mathbb{R}^{3 \times 3} \).

The case \( n = 1 \):

Suppose that \( n = 1 \), then \( \tilde{L}_{\text{sym}} = L_{\text{sym}}^{(1)} \) is given by
\[
\tilde{L}_{\text{sym}} = \tau I_3 - \tilde{D}^{-1/2}W \tilde{D}^{-1/2} = \tau I_3 - \tilde{M},
\]
where \( \tau = 1 + \epsilon, \tilde{W} = W^{(1)}, \tilde{D} = \text{diag}(W1), \)
\[
\tilde{D} = \begin{pmatrix} \alpha & 0 & 0 \\ 0 & \beta & 0 \\ 0 & 0 & \beta \end{pmatrix}, \quad \tilde{M} = \begin{pmatrix} a & b & b \\ b & c & c \\ b & c & c \end{pmatrix}, \quad (2)
\]
and \(\alpha, \beta, a, b, c > 0\) are given by
\[
\begin{align*}
\alpha &= p_{in} + 2p_{out}, \\
\beta &= 2p_{in} + p_{out}, \\
a &= \frac{p_{in}}{\alpha}, \\
b &= \frac{p_{out}}{\sqrt{\alpha \beta}}, \\
c &= \frac{p_{in}}{\beta}.
\end{align*}
\]
Moreover, note that for any \((\lambda, \nu) \in \mathbb{R} \times \mathbb{R}^3\) we have
\[
\mathcal{M} \nu = \lambda \nu \iff \tilde{\mathcal{L}}_{\text{sym}} \nu = (\tau - \lambda) \nu. \tag{3}
\]
This implies that we can study the spectrum of \(\mathcal{M}\) in order to obtain the spectrum of \(\tilde{\mathcal{L}}_{\text{sym}}\). We have the following lemma:

**Lemma 3.** Suppose that \(p_{out} > 0\) and let \(\Delta > 0\) be defined as \(\Delta = \sqrt{(a - 2c)^2 + 8b^2}\). Then the eigenvalues of \(\mathcal{M}\) are
\[
\tilde{\lambda}_1 = 0, \quad \tilde{\lambda}_2 = \frac{a + 2c - \Delta}{2}, \quad \tilde{\lambda}_3 = 1,
\]
and it holds \(\tilde{\lambda}_1 < \tilde{\lambda}_2 < \tilde{\lambda}_3\). Furthermore, the corresponding eigenvectors are given by
\[
\begin{align*}
u_1 &= (0, -1, 1)^T, \\
u_2 &= \left(\frac{a - 2c - \Delta}{2b}, 1, 1\right)^T, \\
u_3 &= \left(\sqrt{\alpha}, \sqrt{\beta}, \sqrt{\beta}\right)^T,
\end{align*}
\]
and it holds \(a - 2c - \Delta < 0\).

**Proof.** The equality \(\mathcal{M} \nu_1 = 0\) follows from a direct computation. Furthermore, note that \(\nu_3 = \tilde{D}^{1/2} \mathbf{1}\) and so
\[
\mathcal{M} \nu_3 = \tilde{D}^{-1/2} \tilde{W} \tilde{D}^{-1/2} \tilde{D}^{1/2} \mathbf{1} = \tilde{D}^{-1/2} \tilde{W} \mathbf{1} = \nu_3
\]
implying \(\mathcal{M} \nu_3 = \nu_3\). Now, let \(s_{\pm} = \frac{a - 2c \pm \Delta}{2b}\). Then \(s_+\) and \(s_-\) are the solutions of the quadratic equation \(bs^2 + (2c - a)s - 2b = 0\) which can be rearranged as \(as + 2b = (bs + 2c)s\). The latter equation is equivalent to
\[
\begin{cases}
as + 2b = \lambda s \\
bs + 2c = \lambda
\end{cases} \iff \mathcal{M} \begin{pmatrix} s \\ 1 \\ 1 \end{pmatrix} = \lambda \begin{pmatrix} s \\ 1 \\ 1 \end{pmatrix}.
\]
Hence, \(\nu_{\pm} = (s_{\pm}, 1, 1)\) are both eigenvectors of \(\mathcal{M}\) corresponding to the eigenvalues
\[
\lambda_{\pm} = bs_{\pm} + 2c = \frac{a - 2c \pm \Delta}{2} + 2c = \frac{a + 2c \pm \Delta}{2}.
\]
Note in particular that we have \(\nu_2 = \nu_-\) and \(\tilde{\lambda}_2 = \lambda_-\). This concludes the proof that \((\lambda_i, \nu_i)\) are eigenpairs of \(\mathcal{M}\) for \(i = 1, 2, 3\). We now show that \(\lambda_1 < \lambda_2 < \lambda_3\) and \((a - 2c - \Delta)/2b < 0\).

As \(\Delta > 0\), we have \(\lambda_- < \lambda_+\). We prove \(\lambda_- > 0\). As \(p_{in} > p_{out}\) by assumption, the definition of \(a, b, c > 0\) implies that
\[
b^2 = \frac{P_{out}^2}{(2p_{in} + p_{out})(p_{in} + 2p_{out})} < 0 \tag{3}
\]
And from \(ac > b^2\) it follows that \(a^2 + 4ac + 4c^2 > a^2 - 4ac + 4c^2 + 8b^2\) which implies that \((a + 2c)^2 > (a - 2c)^2 + 8b^2 = \Delta^2\). Hence, \(a + 2c - \Delta > 0\) and thus \(\lambda_- > 0\). Thus we have \(0 < \lambda_- < \lambda_+\). Now, as \(\mathcal{M}\) has strictly positive entries, the Perron-Frobenius theorem (see for instance Theorem 1.1 in [3]) implies that \(\mathcal{M}\) has a unique nonnegative eigenvector \(\mathbf{u}\). Furthermore, \(\mathbf{u}\) has positive entries and its corresponding eigenvalue is the spectral radius of \(\mathcal{M}\). As \(\mathbf{u}_1 = \tilde{D}^{1/2} \mathbf{1}\) has positive entries and is an eigenvector of \(\mathcal{M}\), we have \(\mathbf{u} = \mathbf{u}_1\). It follows that \(\rho(\mathcal{M}) = \lambda_+ = \lambda_3\). Furthermore, \(\mathbf{u}_2\) must have a strictly negative entry and thus it holds \(s_- < 0\).

Combining the results of Lemma 3 and Equation (3) we directly obtain the following corollary which fully describes the eigenvectors of \(\tilde{\mathcal{L}}_{\text{sym}}\) as well as the ordering of the corresponding eigenvalues:

**Corollary 4.** There exists \(\tilde{\lambda} \in (0, 1)\) and \(s_- < 0 < s_+ < 1\) such that \((\tau - 1, (s_+, 1, 1)^T), (\tau - \tilde{\lambda}, (s_-, 1, 1)^T), (\tau, (0, -1, 1)^T)\) are the eigenvectors of \(\tilde{\mathcal{L}}_{\text{sym}}\).

**Proof.** The only thing which is not directly implied by Lemma 3 and Equation (3) is that \(s_+ < 1\). But this follows again from Lemma 3. Indeed, as \((s_+, 1, 1)\) and \((\sqrt{\alpha}, \sqrt{\beta}, \sqrt{\beta})\) must span the same line, we have
\[
s_+ = \sqrt{\frac{\alpha}{\beta}} = \sqrt{\frac{p_{in} + 2p_{out}}{2p_{in} + p_{out}}}.
\]
As \(p_{out} < p_{in}\), we get \(0 < s_+ < 1\).

Now, we study the spectral properties of \(\tilde{\mathcal{L}}_p = \mathcal{L}_p \in \mathbb{R}^{3 \times 3}\). To this end, for \(t = 1, 2, 3\) let \(\tilde{W}(t) = \mathcal{W}(t), \tilde{\mathcal{L}}_{\text{sym}}(t) = \mathcal{L}_{\text{sym}}(t) \in \mathbb{R}^{3 \times 3}\). Furthermore, consider the permutation matrices \(\tilde{P}_1, \tilde{P}_2, \tilde{P}_3 \in \mathbb{R}^{3 \times 3}\) defined as
\[
\tilde{P}_1 = I_3, \quad \tilde{P}_2 = \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \tilde{P}_3 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]
Then, we have \(\tilde{W}(t) = \tilde{P}_t \tilde{W} \tilde{P}_t\) for \(t = 1, 2, 3\). The following lemma relates \(\tilde{\mathcal{L}}_{\text{sym}}(t)\) and \(\tilde{\mathcal{L}}_{\text{sym}}\).

**Lemma 4.** For \(t = 1, 2, 3\), we have \(\tilde{P}_t = \tilde{P}_t^{-1} = \tilde{P}_t^\top\) and \(\tilde{\mathcal{L}}_{\text{sym}}(t) = \tilde{P}_t \tilde{\mathcal{L}}_{\text{sym}} \tilde{P}_t^\top\).
**Proof.** The identity $\tilde{P}_t = \tilde{P}_t^{-1} = \tilde{P}_t^T$ follows by a direct computation. Now, as $\tilde{P}_t \mathbf{1} = \mathbf{1}$, we have $\tilde{P}_t \tilde{W} \tilde{P}_t \mathbf{1} = \tilde{P}_t \tilde{W} \mathbf{1}$. Assuming the exponents on the vector in the following expressions are taken component wise, we have $\text{diag}(\tilde{W} \mathbf{1})^{-1/2} = \text{diag}((\tilde{W} \mathbf{1})^{-1/2}) = \tilde{P}_t \text{diag}(\tilde{W} \mathbf{1})^{-1/2} \tilde{P}_t$ and thus

$$
\text{diag}(\tilde{P}_t \tilde{W} \tilde{P}_t \mathbf{1})^{-1/2} = \text{diag}((\tilde{P}_t \tilde{W} \tilde{P}_t \mathbf{1})^{-1/2}) = \tilde{P}_t \text{diag}(\tilde{W} \mathbf{1})^{-1/2} \tilde{P}_t
$$

It follows that

$$
\tilde{L}_{sym}^{(t)} = \tau \tilde{P}_t \tilde{P}_t \tilde{D}^{-1/2} \tilde{P}_t \tilde{P}_t \tilde{W} \tilde{P}_t \tilde{D}^{-1/2} \tilde{P}_t = \tilde{P}_t \tilde{L}_{sym} \tilde{P}_t,
$$

which concludes our proof. \qed

Combining Corollary 4 with Lemma 4, we directly obtain the following

**Corollary 5.** There exists $\tilde{\lambda} \in (0, 1)$ and $s_- < 0 < s_+$ such that $(\tau - 1, \tilde{P}_t(s_+, 1, 1)^T), (\tau - \lambda, \tilde{P}_t(s_-, 1, 1)^T), (\tau, \tilde{P}_t(0, -1, 1)^T)$ are the eigenpairs of $\tilde{L}_{sym}^{(t)}$ for $t = 1, 2, 3$.

A similar argument as in the proof of Lemma 1 implies that the eigenvectors of $\tilde{L}_p$ coincide with those of the matrix $\tilde{L}_p \in \mathbb{R}^{3 \times 3}$ defined as

$$
\tilde{L}_p = (\tilde{L}_{sym}^{(1)})^p + (\tilde{L}_{sym}^{(2)})^p + (\tilde{L}_{sym}^{(3)})^p = 3 \tilde{L}_p.
$$

We study the spectral properties of $\tilde{L}_p$. To this end, we consider the following subspaces of matrices:

$$
\mathcal{U}_3 = \left\{ \begin{pmatrix} s_1 & s_2 & s_2 \\ s_3 & s_4 & s_4 \\ s_3 & s_4 & s_5 \end{pmatrix} \mid s_1, \ldots, s_5 \in \mathbb{R} \right\},
$$

$$
\mathcal{Z}_3 = \left\{ \begin{pmatrix} t_1 & t_2 & t_2 \\ t_2 & t_1 & t_2 \\ t_2 & t_1 & t_1 \end{pmatrix} \mid t_1, t_2 \in \mathbb{R} \right\}.
$$

We prove that for every $p$, it holds $(\tilde{L}_{sym}^{(1)})^p \in \mathcal{U}_3$ and $\tilde{L}_p \in \mathcal{Z}_3$. We need the following lemma:

**Lemma 5.** The following holds:

1. For all $\tilde{A}, \tilde{B} \in \mathcal{U}_3$ we have $\tilde{A} \tilde{B} \in \mathcal{U}_3$.
2. If $\tilde{A} \in \mathcal{U}_3$ and $\det(\tilde{A}) \neq 0$, then $\tilde{A}^{-1} \in \mathcal{U}_3$.
3. $\mathcal{Z}_3 = \tilde{P}_3 \mathcal{U}_3 \tilde{P}_1 + \tilde{P}_3 \mathcal{D} \tilde{P}_2 + \tilde{P}_3 \mathcal{U}_3 \tilde{P}_3$.

**Proof.** Let $\tilde{A} \in \mathcal{U}_3, \tilde{C} \in \mathcal{Z}_3$ be respectively defined as $\tilde{A} = \begin{pmatrix} s_1 & s_2 & s_2 \\ s_3 & s_4 & s_4 \\ s_3 & s_4 & s_5 \end{pmatrix}, \tilde{C} = \begin{pmatrix} t_1 & t_2 & t_2 \\ t_2 & t_1 & t_2 \\ t_2 & t_1 & t_1 \end{pmatrix}$.

1. Follows from a direct computation.
2. If $\det(\tilde{A}) \neq 0$, then $\tilde{A}$ is invertible and

$$
\det(\tilde{A}) \tilde{A}^{-1} = \begin{pmatrix} s_1^2 - s_2^2 & s_2(s_4 - s_5) & s_2(s_4 - s_5) \\ s_3(s_4 - s_5) & s_1 s_3 - s_2 s_3 & s_2 s_3 - s_1 s_4 \\ s_3(s_4 - s_5) & s_2 s_3 - s_1 s_4 & s_1 s_5 - s_2 s_3 \end{pmatrix}.
$$

It follows that $\tilde{A}^{-1} \in \mathcal{U}_3$.
3. We have

$$
\sum_{i=1}^{3} \tilde{P}_i \tilde{A} \tilde{P}_i = \begin{pmatrix} s_1 + 2s_5 & s_2 + s_3 + s_4 & s_2 + s_3 + s_4 \\ s_2 + s_3 + s_4 & s_1 + 2s_5 & s_2 + s_3 + s_4 \\ s_2 + s_3 + s_4 & s_2 + s_3 + s_4 & s_1 + 2s_5 \end{pmatrix}
$$

and conversely, there clearly exists $s_1, \ldots, s_4$ such that $s_1 + 2s_5 = t_1$ and $s_2 + s_3 + s_4 = t_2$, so we have $\sum_{i=1}^{3} \tilde{P}_i \tilde{A} \tilde{P}_i = \tilde{C}$ implying the reverse inclusion. \qed

Now, we show that $\tilde{L}_p \in \mathcal{Z}_3$ for all nonzero integer $p$.

**Lemma 6.** For every integer $p \neq 0$ we have $\tilde{L}_p \in \mathcal{Z}_3$.

**Proof.** From (2), we know that $\tilde{L}_{sym}^{(1)} \in \mathcal{U}_3$. By point 2 in Lemma 5, this implies that $\tilde{L}_{sym}^{(1)} \text{sign}(p) \in \mathcal{U}_3$. Now point 1 of Lemma 5 implies that $\tilde{L}_{sym}^{(1)} = ((\tilde{L}_{sym}^{(1)}) \text{sign}(p))^{p} \in \mathcal{U}_3$. Finally, by Lemma 4 and point 3 in Lemma 5, we have

$$
\tilde{L}_p = \sum_{i=1}^{3} (\tilde{L}_{sym}^{(1)})^p P_i = \sum_{i=1}^{3} \tilde{P}_i (\tilde{L}_{sym}^{(1)})^p \tilde{P}_i \in \mathcal{Z}_3,
$$

which concludes the proof. \qed

Matrices in $\mathcal{Z}_3$ have the interesting property that they have a simple spectrum and they all share the same eigenvectors. Indeed we have the following:

**Lemma 7.** Let $\tilde{C} \in \mathcal{Z}_3$ and $t_1, t_2$ be such that $\tilde{C} = (t_1 - t_2) I_3 + t_2 \tilde{E}$ where $\tilde{E} \in \mathbb{R}^{3 \times 3}$ is the matrix of all ones. Then the eigenpairs of $\tilde{C}$ are given by:

$$
(t_1 - t_2, (1, 0, 1)^T), (t_1 - t_2, (1, 1, 0)^T),
$$

$$
(t_1 + 2t_2, (1, 1, 1)^T).
$$

**Proof.** Follows from a direct computation. \qed

So, the last thing we need to discuss is the order of the eigenvalues of $\tilde{L}_p$. To this end, we study the sign pattern of the powers of this matrix.
Lemma 8. For every positive integer $p > 0$ we have $(\tilde{\mathcal{L}}_{\text{sym}}^p)_{i,j} < 0 < (\tilde{\mathcal{L}}_{\text{sym}}^p)_{i,i}$ for all $i,j = 1,2,3$ with $i \neq j$. For every negative integer $p < 0$ we have $(\tilde{\mathcal{L}}_{\text{sym}}^p)_{i,j} > 0$ for all $i,j = 1,2,3$.

Proof. First, assume that $p > 0$ and let $\tilde{S} = \tilde{D}^{-1}\tilde{W}$. We have

$$\tilde{\mathcal{L}}_{\text{sym}}^p = (\tau I_3 - \tilde{D}^{-1/2}\tilde{W}\tilde{D}^{-1/2})^p$$

$$= \sum_{r=0}^{p} \binom{p}{r} \tau^{p-r} (-1)^{r}(\tilde{D}^{-1/2}\tilde{W}\tilde{D}^{-1/2})^r$$

$$= \tilde{D}^{1/2} \left( \sum_{r=0}^{p} \binom{p}{r} \tau^{p-r} (-1)^{r}(\tilde{D}^{-1}\tilde{W})^r \right) \tilde{D}^{-1/2}$$

$$= \tilde{D}^{1/2}(\tau I_3 - \tilde{S})^p \tilde{D}^{-1/2}.$$ 

As $\tilde{D}^{1/2}$ and $\tilde{D}^{-1/2}$ are diagonal with positive diagonal entries, the sign of the entries of $\tilde{\mathcal{L}}_{\text{sym}}^p$ coincide with those of $(\tau I_3 - \tilde{S})^p$. Furthermore, we have $(\tilde{\mathcal{L}}_{\text{sym}}^p)_{i,i} = ((\tau I_3 - \tilde{S})^p)_{i,i}$ for all $i$. Now the matrix $\tilde{S}$ is row stochastic, that is $\tilde{S}\mathbf{1} = \mathbf{1}$ and has the following form

$$\tilde{S} = \begin{pmatrix} 1 - 2\hat{a} & \hat{a} & \hat{a} \\ 1 - 2\hat{b} & \hat{b} & \hat{b} \\ 1 - 2\hat{b} & \hat{b} & \hat{b} \end{pmatrix}, \quad \hat{a} = \frac{\hat{a}}{1 + 2\hat{a}}, \quad \hat{b} = \frac{1}{2 + \hat{a}}$$

where $\hat{a} = p_{\text{out}}/p_{\text{in}} \in (0,1)$. Let

$$\gamma = (\hat{a} - \hat{b}) = \frac{p_{\text{out}}^2 - p_{\text{in}}^2}{2p_{\text{out}} + p_{\text{in}}(2p_{\text{out}} + p_{\text{in}})} < 0,$$

$$\mu = (1 - 2\hat{b}) = \frac{p_{\text{in}}}{2p_{\text{out}} + p_{\text{in}}} > 0$$

For all positive integer $p$, we have

$$(\tau I_3 - \tilde{S})^p = \left( \begin{array}{ccc} q_p & r_p & r_p \\ s_p & t_p & u_p \\ s_p & u_p & t_p \end{array} \right)$$

where $q_p, r_p, s_p, t_p, u_p$ are given by

$$q_p = \mu(\tau - 1)^p + 2\hat{a}(2\gamma + \tau)^p,$$

$$r_p = \hat{a}[(\tau - 1)^p - (2\gamma + \tau)^p],$$

$$s_p = \frac{\mu}{\hat{a}} t_p,$$

$$t_p = \hat{a}[(\tau - 1)^p + \tau^p] + \frac{\mu}{2} \left[ \tau^p + (2\gamma + \tau)^p \right],$$

$$u_p = \hat{a}[(\tau - 1)^p - \tau^p] - \frac{\mu}{2} \left[ \tau^p - (2\gamma + \tau)^p \right].$$

Note that as $p_{\text{in}} > p_{\text{out}} > 0$, we have

$$\delta = 2\gamma + 1 = 2(\hat{a} - \hat{b}) + 1 = 2\hat{a} + \mu$$

$$= \frac{5p_{\text{in}}p_{\text{out}} + 4p_{\text{out}}^2}{2p_{\text{in}}^2 + 5p_{\text{in}}p_{\text{out}} + 2p_{\text{out}}^2} \in (0,1),$$

Furthermore, as $\tau \geq 1$ and $\gamma < 0$, we have $\delta \leq (2\gamma + \tau) < \tau$. It follows that

$$0 < \mu(\tau - 1)^p + 2\hat{a}\delta^p \leq q_p < \mu(\tau - 1)^p + 2\hat{a}\tau^p \leq \delta\tau^p < \tau^p$$

$$0 < \hat{a}[(\tau - 1)^p + \tau^p] + \frac{\mu}{2} (\tau^p + \delta^p) \leq t_p$$

$$< 2\hat{a}\tau^p + \mu\tau^p = \delta\tau^p < \tau^p.$$ 

Finally, we have

$$r_p = \hat{a}[(\tau - 1)^p - (\delta + (\tau - 1)^p)] < 0, \quad s_p = \frac{\mu}{\hat{a}} r_p < 0.$$ 

Now, suppose that $p < 0$, then we have $\tau > 1$ and

$$(\tau I_3 - \tilde{D}^{-1/2}\tilde{W}\tilde{D}^{1/2})^{-1} = \sum_{k=0}^{\infty} (\tilde{D}^{-1/2}\tilde{W}\tilde{D}^{-1/2})^k.$$ 

As $\tilde{M} = \tilde{D}^{-1/2}\tilde{W}\tilde{D}^{1/2}$ is a matrix with strictly positive entries, this implies that $\tilde{\mathcal{L}}_{\text{sym}}$ has positive entries as well. Furthermore, it also implies that $\tilde{\mathcal{L}}_{\text{sym}}^p = (\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p$ is positive for every $p < 0$.

Observation 1. Numerical evidences strongly suggest that the formulas in (5) for the coefficients of $(\tau I_3 - \tilde{S})^p$ hold for any real $p \in \mathbb{R} \setminus \{0\}$.

We can now use the above lemma to determine the ordering of the eigenvalues of $\tilde{L}_p$.

Lemma 9. Let $t_1, t_2 \in \mathbb{R}$ be such that it holds $\tilde{L}_p = (t_1 - t_2)I_3 + t_2 \tilde{E}$. Furthermore, for any nonzero integer $p$, it holds $0 < t_1 - t_2 < t_1 + 2t_2$ if $p < 0$ and $t_1 - t_2 > t_1 + 2t_2$ otherwise.

Proof. If $p < 0$, then we must have $\tau > 1$ for $\tilde{L}_p$ to be well defined. By Lemma 8, $(\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p$ has strictly positive entries. Hence, $\tilde{L}_p = \sum_{t=1}^{3} P_t(\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p P_t$ is also a matrix with positive entries. It follows that $t_1 - t_2 > 0$ and $t_2 > 0$ so that $0 < t_1 - t_2 < t_1 + 2t_2$. Now assume that $p > 0$, Lemma 8 implies that $(\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p$ with positive diagonal elements and negative off-diagonal. It follows from (4) that $\tilde{L}_p$ also has positive diagonal elements and negative off-diagonal. Hence, we have $t_2 < 0 < t_1$ and thus $t_1 - t_2 > t_1 + 2t_2$ which concludes the proof.

We have the following corollary on the spectral properties of the Laplacian $p$-mean.

Corollary 6. Let $p$ be a nonzero integer and let $\epsilon \geq 0$ if $p > 0$ and $\epsilon > 0$ if $p < 0$. Define

$$\tilde{\mathcal{L}}_p = \left( (\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p + (\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p + (\tilde{\mathcal{L}}_{\text{sym}}^{\text{sym}})^p \right)^{1/p},$$
Lemma 10. Let $\tilde{\mathcal{L}}_p = \left(\begin{smallmatrix} 1 \end{smallmatrix}\right)^{1/p}$ hence as they are positive semi-definite matrices, $\tilde{\mathcal{L}}_p$ and $\hat{\mathcal{L}}_p$ share the same eigenvectors. Precisely, we have $\hat{\mathcal{L}}_p \psi = \lambda \psi$ if and only if $\tilde{\mathcal{L}}_p \psi = f(\lambda) \psi$ where $f(t) = (t/3)^{1/p}$. Now, by Lemmas 6 and 7 we know all eigenvectors of $\tilde{\mathcal{L}}_p$ and the corresponding eigenvalues are $\theta_1 = t_1 - t_2$ and $\theta_2 = t_1 + 2 t_2$. Finally, using Lemma 9 and the fact that $f$ is increasing if $p > 0$ and decreasing if $p < 0$ we deduce the ordering of $\tilde{\lambda}_i = f(\theta_i)$. 

Proof. First, note that $\tilde{\mathcal{L}}_p = \left(\begin{smallmatrix} 1 \end{smallmatrix}\right)^{1/p}$ implies that eigenpairs of $\mathcal{L}^{(1)}$ are Kronecker products of the eigenpairs of $\mathcal{L}^{(1)}$ and $E$. As we already know those of $\mathcal{L}^{(1)}$ and $E$, we briefly describe those of $E$.

Lemma 11. Let $E \in \mathbb{R}^{n \times n}$, $n \geq 2$ be the matrix of all ones, then the eigenpairs of $E$ are given by $(n, 1)$ and $(0, v_1), \ldots, (0, v_{n-1})$ where $v_k \in \mathbb{R}^{n}$ is given as

$$
(v_k)_j = \begin{cases} 1 & \text{if } j \leq k, \\ -k & \text{if } j = k + 1, \\ 0 & \text{otherwise}.
\end{cases}
$$

Proof. As $E = 11^T$, it is clear that $(n, 1)$ is an eigenpair of $E$. Now, for every $i$ we have $Ev_i = (1^T v_i)1$ and $1^T v_i = i - i = 0$. 

We can now describe the spectral properties of $\mathcal{L}^{(t)}$ for $t = 1, 2, 3$.

Lemma 12. There exists $\lambda \in (0, 1)$ and $s_- < 0 < s_+ < 1$ such that, for $t = 1, 2, 3$, the eigenpairs of $\mathcal{L}^{(t)}$ are given by

$$
(\tau - 1, P_t(s_+, 1, 1)^T \otimes 1),
(\tau - \lambda, P_t(s_-, 1, 1)^T \otimes 1),
(\tau, P_t(0, -1, 1)^T \otimes v_k),
(\tau, P_t(s_-, 1, 1)^T \otimes v_k),
(\tau, P_t(0, -1, 1)^T \otimes v_k),
$$

for $k = 1, \ldots, n - 1$, where $v_k$ is defined as in (6).

Proof. Follows from Lemmas 3, 11 and Theorem 4.

Similarly to the case $n = 1$, let us consider $\mathcal{L}_p \in \mathbb{R}^{3n \times 3n}$ defined as

$$
\mathcal{L}_p = (\mathcal{L}^{(1)}_{\text{sym}})^p + (\mathcal{L}^{(2)}_{\text{sym}})^p + (\mathcal{L}^{(3)}_{\text{sym}})^p = 3\mathcal{L}^p.
$$

Again, we note that the eigenvectors of $\mathcal{L}_p$ and $3\mathcal{L}^p$ are the same. Now, let us consider the sets $U_{3n} \subset \mathbb{R}^{3n \times 3n}$ and $Z_{3n} \subset \mathbb{R}^{3n \times 3n}$ defined as

$$
U_{3n} = \{ s_0 I_{3n} - A \otimes E \mid A \in U_3, s_0 \in \mathbb{R} \},
Z_{3n} = \{ t_0 I_{3n} - C \otimes E \mid C \in Z_3, s_0 \in \mathbb{R} \}.
$$

Note that, as $s_0 I_{3n} + U_3 = U_3$ and $s_0 I_{3n} + Z_3 = Z_3$ for all $s_0 \in \mathbb{R}$, the definitions of $U_{3n}$ and $Z_{3n}$ reduce to that of $U_3$ and $Z_3$ when $n = 1$. We prove that $\mathcal{L}_p \in Z_{3n}$ for all nonzero integer $p$. To this end, we first prove the following lemma which generalizes Lemma 5.

Lemma 13. The following holds:

1. $U_{3n}$ is closed under multiplication, i.e. for all $A, B \in U_{3n}$ we have $AB \in U_{3n}$.
2. If $A \in U_{3n}$ satisfies $\det(A) \neq 0$, then $A^{-1} \in U_{3n}$.
3. $Z_3 = P_1 U_{3n} P_1 + P_2 U_{3n} P_2 + P_3 U_{3n} P_3.$
Lemma 14. Let $A, B \in U_{3n}, C \in Z_{3n}$ and $s_0, r_0, t_0 \in \mathbb{R}, A, B \in U_3, C \in Z_3$ such that $A = s_0 I_{3n} - B \otimes E$, $B = r_0 I_{3n} - B \otimes E$ and $C = t_0 I_{3n} - C \otimes E$.

1. We have

$$AB = s_0 r_0 I_{3n} + (n \bar{A} \bar{B} - s_0 \bar{B} - r_0 \bar{A}) \otimes E$$

As $\bar{A} \in U_3$ by Lemma 5, (1), we have $(n \bar{A} \bar{B} - s_0 \bar{B} - r_0 \bar{A}) \in U_3$ and so $AB \in U_{3n}$.

2. First note that as $A$ is invertible, it holds $s_0 \neq 0$. Furthermore, using von Neumann series, we have

$$\left(s_0 I_{3n} - \bar{A} \otimes E\right)^{-1} = \sum_{k=0}^{\infty} s_0^{-1} \bar{A}^k (\bar{A} \otimes E)^k$$

$$= \sum_{k=0}^{\infty} s_0^{-1} n^k (\bar{A}^k \otimes E).$$

As $\bar{A}^k \in U_3$ for all $k$ by Lemma 5, (1) we have that $S_\nu = \sum_{k=0}^{\nu} n^{-1} nk (\bar{A}^k \otimes E) \in U_{3n}$ for all $\nu = 0, 1, \ldots$. As $\lim_{\nu \to \infty} S_\nu = A^{-1}$ and $U_{3n}$ is closed, it follows that $A^{-1} \in U_{3n}$.

3. Note that for $i = 1, 2, 3$ it holds

$$P_i A P_i = s_0 I_{3n} - (\bar{P}_i \bar{A} \bar{P}_i \otimes E).$$

Hence, we have

$$\sum_{i=1}^{3} P_i A P_i = 3 s_0 I_{3n} - \left(\sum_{i=1}^{3} \bar{P}_i \bar{A} \bar{P}_i\right) \otimes E.$$

We know from Lemma 5, (3) that $\sum_{i=1}^{3} \bar{P}_i \bar{A} \bar{P}_i \in U_3$ and thus $\sum_{i=1}^{3} \bar{P}_i \bar{A} \bar{P}_i \in Z_3$. Finally, note that by choosing the coefficients in $A$ in the same way as in the proof of Lemma 5, (3), we have $A = C$ with $s_0 = t_0$. This concludes the proof.

We can now prove that $L_p \in Z_{3n}$.

Lemma 15. For every nonzero integer $p$, we have $L_p \in Z_{3n}$.

Proof. As $L_{\text{sym}} = L_{\text{sym}}^{(1)} \in U_{3n}$, we have $L_{\text{sym}} \in U_{3n}$ by Lemma 13, (1) and (2). We prove that $L_p = \sum_{i=1}^{3} P_i L_{\text{sym}} P_i$. To this end, note that, with the convention that powers on vectors are considered component-wise, for $t = 1, 2, 3$, we have

$$\det(P_t WP_t) = \det((P_t WP_t)^{-1}) = P_t DP_t.$$ 

Furthermore,

$$\det(P_t WP_t) = P_t D^{-1/2} P_t^2 W P_t^2 D^{-1/2} P_t = P_t D^{-1/2} W D^{-1/2} P_t.$$ 

This implies that $L_{\text{sym}}^{(t)} = P_t L_{\text{sym}} P_t$ for $t = 1, 2, 3$ and thus we obtain the desired expression for $L_p$. Lemma 13, (3) finally imply that $L_p \in Z_{3n}$.

We combine Theorem 4 and Lemmas 7, 11 to obtain the following:

Lemma 16. Let $C \in Z_{3n}$ and $t_0, t_1, t_2$ such that $C = t_0 I_{3n} - ((t_1 - t_2) I_3 + t_2 E) \otimes E$. Then, the eigenvectors of $C$ are given by

$$(t_0 - n(t_1 - t_2), (-1,0,1)^T \otimes 1),$$

$$(t_0 - n(t_1 - t_2), (1,0,1)^T \otimes 1),$$

$$(t_0 - n(t_1 + 2t_2), (1,1,1)^T \otimes 1).$$

and, with $v_i$ defined as in (6),

$$(t_0, (-1,0,1)^T \otimes v_1),$$

$$(t_0, (1,1,1)^T \otimes v_1),$$

$i = 1, \ldots, n - 1$.

Similar to Lemma 9, we have following lemma for deciding the order of the eigenvectors of $L_p$.

Lemma 17. For every positive $p > 0$ we have $(L_{\text{sym}}^{p})_{i,j} < 0 < (L_{\text{sym}}^{p})_{i,i} < \tau^p$ for all $i,j = 1, \ldots, 3n$ with $i \neq j$. For every negative $p < 0$ we have $(L_{\text{sym}}^{p})_{i,j} > 0$ for all $i,j = 1, \ldots, 3n$.

Proof. Let $M = D^{-1/2} W D^{-1/2}$, then by Lemma 10, we have $M = \frac{1}{\tau}(M \otimes E)$. Now, for $p > 0$, it holds:

$$\det(L_{\text{sym}}^{p}) = \tau^p I_{3n} + \sum_{k=1}^{p} \binom{p}{k} \tau^{p-k} (-1)^k n^{-k} (M^k \otimes E^k)$$

$$= \tau^p I_{3n} + \sum_{k=1}^{p} \binom{p}{k} \tau^{p-k} (-1)^k M^k \otimes E$$

$$= \tau^p I_{3n} + (L_{\text{sym}}^{p} - \tau^p I_3) \otimes E. \quad (7)$$

By Lemma 8, we know that $(L_{\text{sym}}^{p})_{i,j} < 0$ if $i \neq j$ and $(L_{\text{sym}}^{p})_{i,i} = \tau^p < 0$ for all $i$. Hence, the matrix $Q = L_{\text{sym}}^{p} - \tau^p I_3$ has strictly negative entries. Thus, all the off-diagonal elements of $L_{\text{sym}}^{p}$ are strictly negative. Finally, note that

$$(L_{\text{sym}}^{p})_{i,i} = \tau^p + (L_{\text{sym}}^{p} \otimes E)_{i,i} - \tau^p = (L_{\text{sym}}^{p} \otimes E)_{i,i} > 0.$$ 

This concludes the proof for the case $p > 0$. The case $p < 0$ can be proved in the same way as for the case $n = 1$ (see Lemma 8).
Observation 2. We note that Equation (7) implies the following relation between $L_p$ and $\tilde{L}_p$:

$$L_p = 3\tau^p I_{3n} + (\tilde{L}_p - \tau^p I_3) \otimes E.$$  

(8)

Lemma 17. Let $t_0, t_1, t_2 \in \mathbb{R}$ be such that $L_p = t_0 I_{3n} - ((t_1 - t_2) I_3 + t_2 E_3) \otimes E_n$. Furthermore, for any integer $p \neq 0$, it holds $t_0 < t_0 - n(t_1 - t_2) < t_0 - n(t_1 + 2t_2)$ if $p < 0$ and $t_0 > t_0 - n(t_1 - t_2) > t_0 - n(t_1 + 2t_2)$ otherwise.

Proof. The proof is essentially the same as that of Lemma 9. Indeed, if $p < 0$, then $L_p$ is strictly positive and thus $t_2 < 0$ as $(L_p)_{1,3n} > 0$, $t_1 - t_2 < 0$ as $(L_p)_{1,n} > 0$ and $t_0 - nt_1 > 0$ as $(L_p)_{1,1} > 0$. This means that $t_1 - t_2 > t_1 + 2t_2$ and so $t_0 - n(t_1 - t_2) < t_0 - n(t_1 + 2t_2)$. Furthermore, this shows that $t_0 - n(t_1 - t_2) > t_0$. Now, if $p > 0$, by Lemma 16 we have $t_2 > 0$ as $(L_p)_{1,3n} < 0$, $t_1 - t_2 > 0$ as $(L_p)_{1,n} < 0$ and $t_0 - nt_1 > 0$ as $(L_p)_{1,1} > 0$. It follows that $t_1 - t_2 < t_1 + 2t_2$ and thus $t_0 - n(t_1 - t_2) > t_0 - n(t_1 + 2t_2)$. Finally, as $t_1 - t_2 > 0$, we have $t_0 > t_0 - n(t_1 - t_2)$ which concludes the proof.

\[\square\]

We conclude by giving a description of the spectral properties of $L_p$.

Lemma 18. Let $p$ be any nonzero integer and assume that $\epsilon > 0$ if $p < 0$. Define

$$L_p = \left(\left(\frac{L_{\text{sym}}^{(1)}}{3}\right)^p + \left(\frac{L_{\text{sym}}^{(2)}}{3}\right)^p + \left(\frac{L_{\text{sym}}^{(3)}}{3}\right)^p\right)^{1/p},$$

then there exists $0 \leq \lambda_1, \lambda_2 < \lambda_3$ such that all the eigenpairs of $L_p$ are given by

$$(\lambda_1, (-1, 0, 1)^T \otimes 1), \quad (\lambda_3, (-1, 0, 1)^T \otimes v_i),$$

$$(\lambda_1, (-1, 1, 0)^T \otimes 1), \quad (\lambda_3, (-1, 1, 0)^T \otimes v_i),$$

$$(\lambda_2, (1, 1, 1)^T \otimes 1), \quad (\lambda_3, (1, 1, 1)^T \otimes v_i),$$

and $i = 1, \ldots, n - 1$, where $v_i$ is defined in (6).

Proof. The proof is the same as that of Corollary 6 where one uses Lemmas 14, 15, 17 instead of Lemmas 6, 7, 9.

\[\square\]
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