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Abstract

We study the problem of estimating a set of $d$ linear queries over some unknown distribution based on a sensitive data set under the constraint of local differential privacy (LDP). Let $\mathcal{J}$ be a data domain of size $J$. A linear query is uniquely identified by a vector $q \in \mathbb{R}^J$, and is defined as the linear function $\langle q, \cdot \rangle : \text{Simplex}(\mathcal{J}) \rightarrow \mathbb{R}$, where $\text{Simplex}(\mathcal{J})$ is the probability simplex in $\mathbb{R}^J$.

Given a set $D = \{v_i \in \mathcal{J} : i \in [n]\}$ of private data items of $n$ individuals drawn i.i.d. from some unknown distribution $p \in \text{Simplex}(\mathcal{J})$, we wish to estimate the values of a set of $d$ linear queries $q_1, \ldots, q_d$ over $p$ under LDP. This problem subsumes a wide range of estimation tasks including distribution estimation and $d$-dimensional mean estimation. We provide new algorithms for both the offline (non-adaptive) and the adaptive versions of this problem.

In the offline setting, the set of queries are determined and fixed at the beginning of the algorithm. In the regime where $n \lesssim \frac{d^2}{\log(J)}$, our algorithms have $L^2$ estimation error (with respect to the distribution $p$) that is independent of $d$, and is tight up to a factor of $\tilde{O}\left(\log^{1/4}(J)\right)$. Our algorithms combine different ideas such as $L^2$ projection on convex polytopes and rejection sampling. For the special case of distribution estimation, we show that projecting the output estimate of an algorithm due to [ASZ18] on the probability simplex yields an $L^2$ error that depends only sub-logarithmically on $J$ in the regime where $n \lesssim \frac{J^2}{\log(J)}$. These results show the possibility of accurate estimation of linear queries in the high-dimensional settings under the $L^2$ error criterion.

In the adaptive setting, the queries are generated over $d$ rounds; one query at a time. At the start of each round $k \in [d]$, a query $q_k$ can be chosen adaptively based on all the history of previous queries and answers. We give an algorithm for this problem with optimal $L^\infty$ estimation error (worst error in the estimated values for the queries w.r.t. the data distribution). Our bound matches a lower bound on the $L^\infty$ error for the offline version of this problem [DJW13b].

1 Introduction

Differential privacy [DMNS06] is a rigorous mathematical definition that has emerged as one of the most successful notions of privacy in statistical data analysis. Differential privacy provides a rich and powerful algorithmic framework for private data analysis, which can help organizations mitigate users’ privacy concerns. There are two main models for private data analysis that are studied in the literature of differential privacy: the centralized model and the local model. The centralized model assumes a trusted centralized curator that collects all the personal information and then analyzes it. In contrast, the local model, which dates back to [War65], does not involve a central repository. Instead, each individual holding a piece of private data randomizes her data herself via a local randomizer before it is collected for analysis. This local randomizer is designed
to satisfy differential privacy, providing a strong privacy protection for each individual. The local model is attractive in many practical and industrial domains since it relieves organizations and companies from the liability of holding and securing their users private data. Indeed, in the last few years there have been many successful deployments of local differentially private algorithms in the industrial domain, most notably by Google and Apple [EPK14, TVV+17].

In this paper, we study the problem of linear queries estimation under local differential privacy (LDP). Let $\mathcal{J} = [J]$ be a data domain of size $J$. A linear query with respect to $\mathcal{J}$ is uniquely identified by a vector $q \in \mathbb{R}^J$ that describes a linear function $\langle q, \cdot \rangle : \text{Simplex}(J) \rightarrow \mathbb{R}$, where $\text{Simplex}(J)$ denotes the probability simplex in $\mathbb{R}^J$. In this problem, we have a set of $n$ individuals (users), where each user $i \in [n]$ holds a private value $v_i \in \mathcal{J}$ drawn independently from some unknown distribution $p \in \text{Simplex}(J)$. An entity (server) generates a sequence of linear queries $q_1, \ldots, q_d$ and wishes to estimate, within a small error, the values of these queries over the unknown distribution $p$, i.e., $\langle q_1, p \rangle, \ldots, \langle q_d, p \rangle$. To do this, the server collects signals from the users about their inputs and use them to generate these estimates. Due to privacy concerns, the signal sent by each user is generated via a local randomizer that outputs a randomized (privatized) version of the user’s true input in a way that satisfies LDP. The goal is to design a protocol that enables the server to derive accurate estimates for its queries under the LDP constraint. This problem subsumes a wide class of estimation tasks under LDP, including distribution estimation studied in [DJW13b, BS15, DHS15, KBR16, BNST17, YB18, ASZ18] and mean estimation in $d$ dimensions [DJW13a, DJW13b].

**Non-adaptive versus Adaptive Queries:** In this work, we consider two versions for the above problem. In the non-adaptive (offline) version, the set of $d$ queries $q_1, \ldots, q_d$ are decided by the server before the protocol starts (i.e., before users send their signals). In this case, the set of $d$ queries can be represented as the rows of a matrix $A \in \mathbb{R}^{d \times J}$ that is published before the protocol starts. In the adaptive version of this problem, the $d$ queries are submitted and answered over $d$ rounds: one query in each round. Before the start of each round $k \in [d]$, the server can adaptively choose the query $q_k$ based on all the history it sees, i.e., based on all the previous queries and signals from users in the past $k-1$ rounds. This setting is clearly harder than the offline setting. Both distribution estimation and mean estimation over a finite (arbitrary large) domain can be viewed as special cases of the offline queries model above. In particular, for distribution estimation, the queries matrix $A$ is set to $I_J$, the identity matrix of size $J$ (in such case, the dimensionality $d = J$). For $d$-dimensional mean estimation, the columns of $A$ are viewed as the set of all realizations of a $d$-dimensional random variable.

One of the main challenges in the local model is dealing with high-dimensional settings (i.e., when $d \gtrsim n$). Previous constructions for distribution estimation [DJW13b, KBR16, YB18, ASZ18] and mean estimation [DJW13b] suffer from an explicit polynomial dependence on the dimensions in the resulting $L_2$ estimation error.

In this work, we address this challenge and give new constructions for large, natural families of offline linear queries that subsumes the above estimation problems. The resulting $L_2$ estimation error\(^1\) has no dependence on $d$ in the high-dimensional setting and depends only sub-logarithmically on $J$. We also consider the adaptive version of the general linear queries problem, and give a new protocol with optimal $L_\infty$ error (which is a more natural error criterion in the adaptive setting). We discuss these results below.

\(^1\)In this work, we consider the true population risk not the empirical risk. We refer to it as the estimation error and sometimes as the true error.
1.1 Results and comparison to previous works

The accuracy guarantees of our $\epsilon$-LDP protocols are summarized in Table 1.

**General offline linear queries:** We assume that the $L_2$ norm of any column of the queries matrix $A \in \mathbb{R}^{d \times J}$ is bounded from above by some arbitrary constant $r > 0$. We note that this is weaker assumption than assuming that the spectral norm of $A$ (largest singular value) is bounded by $r$. For any $r > 0$, let $C_2(r)$ denote the collection of all matrices in $\mathbb{R}^{d \times J}$ satisfying this condition. We design $\epsilon$-LDP protocol that given any queries matrix $A$ from this family, it outputs an estimate for $A p$ with nearly optimal $L_2$ estimation error (see Section 2.2.1 for the definition of the $L_2$ estimation error). As noted earlier, the resulting $L_2$ estimation error does not depend on $d$ in the high-dimensional setting: in particular, in the case where $n \lesssim d^2/\log(J)$ (which subsumes the high-dimensional setting when $\log(J) \lesssim d$). This improves over the upper bound in [DJW13b, Proposition 3] achieved by the ball sampling mechanism proposed therein. The near optimality of our protocol follows from the lower bound in the same reference (see Table 1). To construct our protocol, we start with an $(\epsilon,\delta)$-LDP protocol that employs the Gaussian mechanism together with the projection technique similar to the one used in [NTZ13] in the centralized model of differential privacy. We show the applicability of this technique in the local model. Next, we transform our $(\epsilon,\delta)$-LDP construction into a pure $\epsilon$-LDP construction while maintaining the same accuracy (and the same computational cost). To do this, we give a technique based on rejection sampling ideas from [BS15, BNS18]. In particular, our technique can be viewed as a simpler, more direct version of the generic transformation of [BNS18] tuned to the linear queries problem. For this general setting, we focus on improving the estimation error. We do not consider the problem of optimizing communication or computational efficiency. We think that providing a succinct description of the queries matrix (possibly under more assumptions on its structure) is an interesting problem, which we leave to future work.

<table>
<thead>
<tr>
<th>Problem/Error metric</th>
<th>Upper bound (This work)</th>
<th>Upper bound (Previous work)</th>
<th>Lower bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>General offline queries $(L_2$ error)</td>
<td>$r \cdot \min\left(\left(\frac{\log(J)\log(n)}{n^2}\right)^{1/4}, \sqrt{\frac{d}{ne^2}}\right)$</td>
<td>$r \cdot \sqrt{\frac{d}{ne^2}}$</td>
<td>$r \cdot \min\left(\left(\frac{1}{ne^2}\right)^{1/4}, \sqrt{\frac{d}{ne^2}}\right)$</td>
</tr>
<tr>
<td>Distribution estimation $(L_2$ error)</td>
<td>$\min\left(\left(\frac{\log(J)}{n^2e^2}\right)^{1/4}, \sqrt{\frac{J}{ne^2}}\right)$</td>
<td>$\sqrt{\frac{J}{ne^2}}$</td>
<td>$\min\left(\left(\frac{1}{ne^2}\right)^{1/4}, \sqrt{\frac{J}{ne^2}}\right)$</td>
</tr>
<tr>
<td>General adaptive queries $(L_\infty$ error)</td>
<td>$r \sqrt{\frac{c_2^2 d \log(d)}{n}}$</td>
<td>$-$</td>
<td>$r \sqrt{\frac{c_2^2 d \log(d)}{n}}$</td>
</tr>
</tbody>
</table>

Table 1: Error bounds for the proposed $\epsilon$-LDP protocols with comparison to previous results. Since the error in each case cannot exceed the trivial error $r$, each upper bound should be understood as the min of the stated bound and $r$. 
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Distribution estimation: For this special case, we extend the Hadamard-Response protocol of [ASZ18] to the high-dimensional setting. This protocol enjoys several computational advantages, particularly, $O(\log(J))$ communication and running time for each user. We show that this protocol when combined with a projection step onto the probability simplex gives $L_2$ estimation error that depends only sub-logarithmically on $J$ for all $n \leq \frac{J^2}{\log(J)}$. The resulting error is also tight up to a sub-logarithmic factor in $J$. We note that the $L_2$ error bound in [ASZ18] is applicable only in the case where $n \gtrsim J/\epsilon^2$. Our result thus shows the possibility of accurate distribution estimation under the $L_2$ error criterion in the high-dimensional setting. Our bound also improves over the bound of [ASZ18] for all $n \lesssim \frac{J^2}{\epsilon^2 \log(J)}$. To the best of our knowledge, existing results do not imply $L_2$ error bound better than the trivial $O(1)$ error in the regime where $n \lesssim \frac{1}{\epsilon^2}$. It is worth to point out that the $L_2$ error bound of [ASZ18] is optimal only when $n \gtrsim \frac{J^2}{\epsilon^2}$. Although this condition is not explicitly mentioned in [ASZ18], however, as stated in the same paper, their claim of optimality follows from the lower bound in [YB18]; specifically, [YB18, Theorem IV]. From this theorem, it is clear that the lower bound is only valid when $n \gtrsim \log(J)$. Hence, our bound does not contradict with the results of these previous works. We also note that the idea of projecting the estimated distribution onto the probability simplex was proposed in [KBR16] (along with a different protocol than that of [ASZ18]). Although [KBR16] show empirically that the projection technique yield improvements in accuracy, no formal analysis or guarantees were provided for the resulting error in this case.

Note that the $L_2$ estimation error bounds in the previous works were derived for the expected $L_2$-squared error, and hence the expressions here are the square-root of the bounds appearing in these references. Moreover, we note that our bounds are obtained by first deriving bounds on the $L_2$-squared estimation error, which then imply our stated bounds on the $L_2$ error. Hence, squaring our bounds give valid bounds on the $L_2$-squared error.

Adaptive linear queries: We assume the following constraint on any sequence of adaptively chosen queries $\langle q_1, \cdot \rangle, \ldots, \langle q_d, \cdot \rangle$: for each $k \in [d]$, $\|q_k\|_{\infty} \leq r$ for some $r > 0$. That is, each vector $q$ defining a query has a bounded $L_\infty$ norm. Unlike the offline setting, since the sequence of the queries is not fixed beforehand (i.e., the queries matrix $A$ is not known a priori), the above $L_\infty$ constraint is more natural than constraining a quantity related to the norm of the queries matrix as we did in the offline setting. For any $r > 0$, we let $Q_\infty(r) = \{(q, \cdot) : \|q\|_{\infty} \leq r\}$, i.e., $Q_\infty(r)$ denote the family of all linear queries satisfying the above constraint. In this setting, we measure accuracy in terms of the true $L_\infty$ error; that is, the maximum true error $\max_{k \in [d]} |y_k - \langle q_k, p \rangle|$ in any of the estimates $\{y_k : k \in [d]\}$ for the $d$ queries. (See Section 2.2.2 for a precise definition).

We give a construction of $\epsilon$-LDP protocol that answers any sequence of $d$ adaptively chosen queries from $Q_\infty(r)$. Our protocol attains the optimal $L_\infty$ estimation error. The optimality follows from the fact that our upper bound matches a lower bound on the same error in the non-adaptive setting given in [DJW13b, Proposition 4]. In our protocol, each user sends only a constant number of bits to the server, namely, $O(\log(r))$ bits/user. In our protocol, the set of users are partitioned into $d$ disjoint subsets, and each subset is used to answer one query. Roughly speaking, this partitioning technique can be viewed as some version of sample splitting. In contrast, this technique is known to be suboptimal (w.r.t. the $L_\infty$ estimation error) in the centralized model of differential privacy [BNS*16]. Moreover, given the offline lower bound in [DJW13b], our result shows that adaptivity does not pose any extra penalty in the true $L_\infty$ estimation error for linear queries in the local model. In contrast, it is still not clear whether the same statement can be made in the centralized model of differential privacy. For instance, assuming $\epsilon = \Theta(1)$ and $n \gtrsim d^{3/2}$, then in the centralized model, the
best known upper bound on the true \( L_\infty \) estimation error for this problem in the adaptive setting is \( \approx d^{1/4}/\sqrt{n} \) [BNS+16, Corollary 6.1] (which combines [DMNS06] with the generalization guarantees of differential privacy). Whereas in the offline setting, the true \( L_\infty \) error is upper-bounded by \( \approx \sqrt{\frac{\log(d)}{n}} \) (combining [DMNS06] with the standard generalization bound for the offline setting). There is also a gap to be tightened in the other regime of \( n \) and \( d \) as well. For example, this can be seen by comparing [BNS+16, Corollary 6.3] with the bound attained by the private multiplicative weights algorithm [HR10] in the offline setting.

2 Preliminaries and Definitions

2.1 \((\epsilon, \delta)\)-Local Differential Privacy

In the local model, an algorithm \( \mathcal{A} \) can access any entry in a private data set \( D = (v_1, \ldots, v_n) \in \mathcal{J}^n \) only via a randomized algorithm (local randomizer) \( \mathcal{R} : \mathcal{J} \rightarrow \mathcal{W} \) that, given an index \( i \in [n] \), runs on the input \( v_i \) and returns a randomized output \( \mathcal{R}(v_i) \) to \( \mathcal{A} \). Such algorithm \( \mathcal{A} \) satisfies \((\epsilon, \delta)\)-local differential privacy ((\(\epsilon, \delta\))-LDP) if the local randomizer \( \mathcal{R} \) satisfies \((\epsilon, \delta)\)-LDP defined as follows.

**Definition 2.1** ((\(\epsilon, \delta\))-LDP). A randomized algorithm \( \mathcal{R} : \mathcal{J} \rightarrow \mathcal{W} \) is \((\epsilon, \delta)\)-LDP if for any pair \( v, v' \in \mathcal{J} \) and any measurable subset \( \mathcal{O} \subseteq \mathcal{W} \), we have

\[
\mathbb{P}_{\mathcal{R}}[\mathcal{R}(v) \in \mathcal{O}] \leq e^{\epsilon} \mathbb{P}_{\mathcal{R}}[\mathcal{R}(v') \in \mathcal{O}] + \delta,
\]

where the probability is taken over the random coins of \( \mathcal{R} \). The case of \( \delta = 0 \) is called pure \( \epsilon \)-LDP.

2.2 Accuracy Definitions

2.2.1 Offline queries

For the non-adaptive (offline) setting, we measure accuracy in terms of the worst-case expected \( L_2 \)-error in the responses to \( d \) queries. Let \( p \) be any (unknown) distribution over a data domain \( \mathcal{J} = [J] \). To simplify presentation, we will overload notation and use \( p \in \text{Simplex}(J) \) to also denote the probability mass function (p.m.f.) of the same distribution, where \( \text{Simplex}(J) \) refers to the probability simplex in \( \mathbb{R}^J \) defined as \( \text{Simplex}(J) = \{ (w_1, \ldots, w_J) \in \mathbb{R}^J : w_j \geq 0 \ \forall j \in [J], \ \sum_{j=1}^{J} w_j = 1 \} \).

Let \( D \) denote the set of users’ inputs \( \{v_i : i \in [n]\} \) that are drawn i.i.d. from \( p \) (this will be usually denoted as \( D \sim p^n \)). For any \( r > 0 \), let \( C_2(r) = \{ \mathbf{A} = [a_1 \ldots a_J] \in \mathbb{R}^{d \times J} : \|a_j\|_2 \leq r \} \); that is, \( C_2(r) \) denote the family of all matrices in \( \mathbb{R}^{d \times J} \) whose columns lie in \( B_2^d(r) \) (the \( d \)-dim \( L_2 \) ball of radius \( r \)). Let \( \mathbf{A} \in C_2(r) \) be a queries matrix whose rows determine \( d \) offline linear queries. An \((\epsilon, \delta)\)-LDP protocol \( \text{Prot} \) describes a set of procedures executed at each user and the server that eventually produce an estimate \( \hat{\mathbf{y}} \in \mathbb{R}^d \) for the true answer vector \( \mathbf{A}p \in \mathbb{R}^d \) subject to \((\epsilon, \delta)\)-LDP. Let \( \text{Prot}(\mathbf{A}, D) \) denote the final estimate vector \( \hat{\mathbf{y}} \) generated by the protocol \( \text{Prot} \) for a data set \( D \) and queries matrix \( \mathbf{A} \). The true expected \( L_2 \) error in the estimate \( \text{Prot}(\mathbf{A}, D) \) when \( D \sim p^n \) is defined as

\[
\text{err}_{\text{Prot}, L_2}(\mathbf{A}; p^n) \overset{\Delta}{=} \mathbb{E}_{\text{Prot}, D \sim p^n} \|[\text{Prot}(\mathbf{A}, D) - \mathbf{A}p]\|_2,
\]

where the expectation is taken over the randomness in \( D \) and the random coins of the protocol.
True error: The worst-case expected $L_2$-error (with respect to worst-case distribution and worst case queries matrix in $C_2(r)$) is defined as

$$\text{err}_{\text{Prot},L_2}(C_2(r), n) \triangleq \sup_{A \in C_2(r)} \sup_{p \in \text{Simplex}(f)} \mathbb{E}_{\text{Prot}, D \sim p^n} [||\text{Prot}(A; D) - Ap||_2]$$

(1)

Empirical error: Sometimes, we will consider the worst-case empirical $L_2$ error of an LDP protocol. Given any data set $D \in [J]^n$, let $\widetilde{p}(D) \in \text{Simplex}(J)$ denote the histogram (i.e., the empirical distribution) of $D$. The worst-case empirical $L_2$ error of an LDP protocol Prot is defined as

$$\text{err}_{\text{Prot},L_2}(C_2(r), n) \triangleq \sup_{A \in C_2(r)} \sup_{D \in [J]^n} \mathbb{E}_{\text{Prot}} [||\text{Prot}(A; D) - A\widetilde{p}(D)||_2]$$

(2)

Note the expectation in this case is taken only over the random coins of Prot.

Optimal non-private estimators for offline linear queries: The following is a simple observation that follows well-known facts in statistical estimation.

$$\sup_{A \in C_2(r)} \sup_{p \in \text{Simplex}(f)} \mathbb{E}_{D \sim p^n} [||A\widetilde{p}(D) - Ap||_2] \leq \frac{r}{\sqrt{H}}$$

(3)

Note that $A\widetilde{p}(D)$ is an unbiased estimator of $Ap$. The above bound follows from a simple analysis of the variance of $A\widetilde{p}(D)$.

Note: Given (3), if we have an LDP protocol Prot that has worst-case empirical $L_2$ error $\alpha$, then such a protocol has worst-case true $L_2$ error $\text{err}_{\text{Prot},L_2}(C_2(r), n) \leq \alpha + \frac{r}{\sqrt{H}}$.

2.2.2 Adaptive queries

For any $r > 0$, we let $Q_\infty(r) = \{q_\cdot : ||q||_\infty \leq r\}$, i.e., $Q_\infty(r)$ denote the family of all linear queries described by vectors in $\mathbb{R}^J$ of $L_\infty$ norm bounded by $r$. In the adaptive setting, we consider the worst-case expected $L_\infty$ error in the vector of estimates generated by LDP protocol for any sequence of $d$ adaptively chosen queries $q_1, \ldots, q_d \in Q_\infty$. Let $D \sim p^n$ be a data set of users' inputs. Let Prot be LDP protocol for answering any such sequence. We define the worst-case $L_\infty$ error as

$$\text{err}_{\text{Prot},L_\infty}(Q_\infty(r), d, n) \triangleq \sup_{p \in \text{Simplex}(f)} \sup_{\text{adaptive strategy choosing } q_1, \ldots, q_d} \mathbb{E}_{\text{Prot}, D \sim p^n} \max_{k \in [d]} |\text{Prot}^{(k)}(D) - \langle q_k, p \rangle|,$$

(4)

where $\text{Prot}^{(k)}(D)$ denotes the estimate generated by the protocol in the $k$-th round of the protocol.

2.3 Geometry facts

For a convex body $K \subseteq \mathbb{R}^d$, the polar body $K_\circ$ is defined as $\{y : \langle y, x \rangle \leq 1 \ \forall x \in K\}$. A convex body $K$ is symmetric if $K = -K$. The Minkowski norm $||x||_K$ induced by a symmetric convex body $K$ is defined as $||x||_K = \inf\{r \in \mathbb{R} : x \in rK\}$. The Minkowski norm induced by the polar body $K_\circ$ of $K$ is the dual norm of $||x||_K$, and has the form $||y||_{K_\circ} = \sup_{x \in K} |\langle x, y \rangle|$. By Holder’s inequality, we have $\langle x, y \rangle \leq ||x||_K ||y||_{K_\circ}$.
Let $B_L^j$ denote the unit $L_1$ ball in $\mathbb{R}^j$. A symmetric convex polytope $L \subset \mathbb{R}^d$ of $J$ vertices that are represented as the columns of a matrix $A \in \mathbb{R}^{d \times J}$ is defined as $L \triangleq A B_L^1 = \{ y \in \mathbb{R}^d : y = A x \}$ for some $x \in \mathbb{R}^d$ with $\|x\|_1 \leq 1$. The dual Minkowski norm induced by the convex symmetric polytope $L$ is given by $\|x\|_{L^*} = \max_{y \in L} \langle x, y \rangle = \max_{j \in [J]} \langle a_j, x \rangle$, where the last equality is due to the fact that any linear function over a polytope attains its maximum at one of the vertices of the polytope.

The following is a useful lemma based on standard analysis that bounds the least squared estimation error over convex bodies. We restate here the version that appeared in [NTZ13].

**Lemma 2.2** (Lemma 1 in [NTZ13]). Let $L \subseteq \mathbb{R}^d$ be a symmetric convex body, and let $y \in L$ and $\hat{y} = y + z$ for some $z \in \mathbb{R}^d$. Let $\hat{y} = \arg\min_{w \in L} \|w - \hat{y}\|_2^2$. Then, we must have

$$\|\hat{y} - y\|_2^2 \leq 4 \min \{ \|z\|_2^2, \|z\|_{L^*} \}.$$

As a direct consequence of the above lemma and the preceding facts, we have the following corollary.

**Corollary 2.3.** Let $L \subset \mathbb{R}^d$ be a symmetric convex polytope of $J$ vertices $\{a_j\}_{j=1}^J$, and let $y \in L$ and $\hat{y} = y + z$ for some $z \in \mathbb{R}^d$. Let $\hat{y} = \arg\min_{w \in L} \|w - \hat{y}\|_2^2$. Then, we must have

$$\|\hat{y} - y\|_2^2 \leq 4 \max_{j \in [J]} \langle z, a_j \rangle.$$

### 2.4 SubGaussian random variables

**Definition 2.4** ($\sigma^2$-subGaussian random variable). A zero mean random variable $X$ is called $\sigma$-subgaussian if for all $\lambda \geq 0$, $\mathbb{P}[|X| \geq \lambda] \leq 2 e^{-\frac{\lambda^2}{2\sigma^2}}$.

Another equivalent version of the definition is as follows: A zero-mean random variable $X$ is $\sigma$-subgaussian if for all $t \in \mathbb{R}$, $\mathbb{E}[e^{t X}] \leq e^{\frac{1}{2} t^2 \sigma^2}$. It is worth noting that these two versions of the definition are equivalent up to a small constant in $\sigma$ (see, e.g., [Bul]).

### 3 LDP Protocols for Offline Linear Queries

In this section, we consider the problem of estimating $d$ offline linear queries under $\epsilon$-LDP. For any given $r > 0$, as discussed in Section 2.2.1, we consider a queries matrix $A \in C_2(r)$; that is, the columns of $A$ are assumed to lie in the $L_2$ ball $B_2^d(r)$ of radius $r$.

As a warm-up, in Section 3.1, we first describe and analyze an $(\epsilon, \delta)$-LDP protocol. Our protocol is simple and is based on (i) perturbing the columns of $A$ corresponding to users’ inputs via Gaussian noise and (ii) applying a projection step, when appropriate, to the noisy aggregate similar to the technique of [NTZ13] in the centralized model. This projection step reduces the error significantly in the regime where $n \lesssim d^2 / \log(j)$ (which subsumes the high-dimensional setting $d \gtrsim n$ when $\log(j) \lesssim d$). In particular, in such regime, our protocol yields an $L_2$ error $\approx r \left( \frac{\log(j)}{n} \right)^{1/4}$, which does not depend on $d$ and depends only sub-logarithmically on $j$. Moreover, this error is within a factor of $\log^{1/4}(j)$ from the optimal error in this regime. Hence, this result establishes the possibility of accurate estimation of linear queries with respect to the $L_2$ error in high-dimensional settings. Adoption of all previously known algorithms (particularly, the ball sampling mechanism of [DJW13b]) do not provide any guarantees better than the trivial error for that problem in the regime where $n \lesssim d$. 
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In Section 3.2, we give a construction that transforms our $(\epsilon, \delta)$ algorithm into a pure $\epsilon$-LDP algorithm with essentially the same error guarantees. Our transformation is inspired by ideas from [BS15, BNS18]. In particular, [BNS18] gives a generic technique for transforming an $(\epsilon, \delta)$-LDP protocol to an $O(\epsilon)$-LDP protocol. Our construction can be viewed as a simpler, more direct version of this transformation for the case of linear queries.

3.1 $(\epsilon, \delta)$ LDP Protocol for Offline Linear Queries

We first describe the local randomization procedure $R^\text{Gauss}_i$ carried out by each user $i \in [n]$. The local randomization is based on perturbation via Gaussian noise; that is, it can be viewed as LDP version of the standard Gaussian mechanism [DKM+06].

**Algorithm 1** $R^\text{Gauss}_i$: $(\epsilon, \delta)$-Local Randomization of user $i \in [n]$

Require: Queries matrix $A \in \mathbb{C}_2^r$, User $i$ input $v_i \in [J]$, privacy parameters $\epsilon, \delta$.

1: return $\tilde{y}_i = a_{v_i} + z_i$ where $z_i \sim \mathcal{N}(0, \sigma^2 I_d)$ where $a_{v_i}$ is the $v_i$-th column of $A$, $\sigma^2 = 2 \frac{r^2 \log(2/\delta)}{\epsilon^2}$, and $I_d$ denotes the identity matrix of size $d$.

The description of our $(\epsilon, \delta)$ protocol for linear queries is given in Algorithm 2.

**Algorithm 2** $\text{Prot}^\text{Gauss}_i$: $(\epsilon, \delta)$-LDP protocol for answering offline linear queries from $\mathbb{C}_2^r$

Require: Queries matrix $A \in \mathbb{C}_2^r$, Users’ inputs $\{v_i \in [J] : i \in [n]\}$, privacy parameters $\epsilon, \delta$.

1: for Users $i = 1$ to $n$ do
2: User $i$ computes $\tilde{y}_i = R^\text{Gauss}_i(v_i)$ and sends it to the server.
3: end for
4: Server computes $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} \tilde{y}_i$.
5: if $n < \frac{d^2 \log(2/\delta)}{8 \epsilon^2 \log(J)}$ then
6: $\hat{y} = \arg \min_{w \in AB_j} \|w - \bar{y}\|_2^2$ where $B_j$ is the unit $L_1$ ball in $\mathbb{R}^j$.
7: else
8: $\hat{y} = \bar{y}$
9: end if
10: return $\hat{y}$.

We now state and prove the privacy and accuracy guarantee of our protocol. Note in the local model of differential privacy, the privacy of the entire protocol rests only on differential privacy of the local randomizers, which we prove now.

**Theorem 3.1.** [Privacy Guarantee] Algorithm 1 is $(\epsilon, \delta)$-LDP.

*Proof.* The proof follows directly from standard analysis of the Gaussian mechanism [DKM+06, NTZ13] applied in the context of $(\epsilon, \delta)$-LDP.

**Theorem 3.2** (Accuracy of Algorithm 2). Protocol $\text{Prot}^\text{Gauss}_i$ given by Algorithm 2 satisfies the following accuracy guarantee:

$$\text{err}_{\text{Prot}^\text{Gauss}_i, L_2}(C_2^r, n) \leq r \cdot \min \left( \left( \frac{32 \log(J) \log(2/\delta)}{n \epsilon^2} \right)^{1/4}, \sqrt{\frac{2 d \log(2/\delta)}{n \epsilon^2}} \right)$$

where $\text{err}_{\text{Prot}^\text{Gauss}_i, L_2}(C_2^r, n)$ is as defined in (1).
Algorithm 4. As before, note that $\bar{y}$. Hence, we have

$$d \in \mathbb{R}^J$$ denotes the vector with 1 in the $i$-th coordinate and zeros elsewhere. First, consider the case where $n \geq \frac{d^2 \log(2/\delta)}{8 \varepsilon^2 \log(J)}$. Note that $\bar{y} = y$, and hence $\bar{y} - y$ is Gaussian random vector with zero mean and covariance matrix $\frac{\sigma^2}{n} I_d$. Hence, in this case, it directly follows that $\overline{e r G, L_2(C_2(r), n)} = \sqrt{\frac{\sigma^2 d}{n}} = r \sqrt{\frac{2 d \log(2/\delta)}{n \varepsilon^2}}$, where $\overline{e r G, L_2(C_2(r), n)}$ is the worst-case empirical error as defined in (2).

Next, consider the case where $n < \frac{d^2 \log(2/\delta)}{8 \varepsilon^2 \log(J)}$. Since $\bar{y}$ is the projection of $y$ on the symmetric convex polytope $\mathbb{B}_1^J$, then by Corollary 2.3, it follows that

$$\|\bar{y} - y\|_2^2 \leq 4 \max_{j \in [J]} \langle y - a_j \rangle |. $$

Hence, we have

$$\overline{e r G, L_2(C_2(r), n)} \leq 2 \sqrt{\mathbb{E} \left[ \max_{j \in [J]} \langle \bar{y} - y, a_j \rangle \right]}.$$ 

As before, note that $\bar{y} - y \sim \mathcal{N} \left( 0, \frac{\sigma^2}{n} I_d \right)$. Note also that $\|a_j\| \leq r \ \forall j \in [J]$. Hence, for each $j \in [J]$, $\langle \bar{y} - y, a_j \rangle$ is Gaussian with zero mean and variance $\leq r^2 \sigma^2 / n$. By standard bounds on the maximum of Gaussian r.v.s (e.g., see [Rig15]), we have

$$\mathbb{E} \left[ \max_{j \in [J]} |\langle \bar{y} - y, a_j \rangle| \right] \leq \sqrt{\frac{\sigma^2}{n} r^2 \log(J)} \leq r^2 \sqrt{\frac{2 \log(J) \log(2/\delta)}{n \varepsilon^2}}.$$ 

Hence, in this case, we have $\overline{e r G, L_2(C_2(r), n)} \leq \left( \frac{32 \log(J) \log(2/\delta)}{n \varepsilon^2} \right)^{1/4}$. Putting the two cases above together, we get that $\overline{e r G, L_2(C_2(r), n)}$ is upper-bounded by the expression in the theorem statement.

From (3) in Section 2.2.1 (and the succeeding note), we have

$$\overline{e r G, L_2(C_2(r), n)} \leq \overline{e r G, L_2(C_2(r), n)} + r/\sqrt{n}.$$ 

Note that the $r/\sqrt{n}$ term above is swamped by the bound on $\overline{e r G, L_2(C_2(r), n)}$. This completes the proof.

3.2 ($\varepsilon, 0$) LDP Protocol for Offline Linear Queries

In this section, we give a pure LDP construction that achieves essentially the same accuracy (up to a constant factor of at most 2) as our approximate LDP algorithm above. Our construction is based on a direct transformation of the above approximate LDP protocol into a pure LDP one. Our construction is inspired by the idea of rejection sampling in [BS15, BNS18], and can be viewed as a simpler, more direct version of the generic technique in [BNS18] in the case of linear queries.

In our construction, we assume that $\varepsilon \leq 1/2$. For any $a \in \mathbb{R}^d$, let $f_a$ denote the probability density function of the Gaussian distribution $\mathcal{N}(a, \sigma^2 I_d)$ where $\sigma^2 = 4 r^2 \frac{\log(n)}{\varepsilon^2}$. (Note that the setting of $\sigma^2$ is the same setting for the Gaussian noise used in Algorithm 2 with $\delta \approx 1/n^2$.)

In Algorithm 3, we describe the local randomization procedure $R_i^{RejSamp}$ executed independently by every user $i \in [n]$. Then, we describe our $\varepsilon$-LDP protocol for offline linear queries in Algorithm 4.
Note that the output of Algorithm 3 is a function of only the bit \( B_i \) have \( \{ \text{Privacy Guarantee} \} \). Algorithm 3 is \( \epsilon \)-LDP protocol for offline linear queries from \( C_2(r) \).

Algorithm 3: \( \mathcal{R}_{i}^{\text{RejSamp}} \), \( \epsilon \)-Local Randomization of user \( i \in [n] \) based on rejection sampling

Require: Queries matrix \( A \in C_2(r) \), User \( i \) input \( v_i \in [J] \), privacy parameter \( \epsilon \).
1: Get \( a_{i:n} \): the \( v_i \)-th column of \( A \).
2: Sample a Gaussian vector \( \tilde{y}_i \sim \mathcal{N}(0, \sigma^2 I_d) \), where \( \sigma^2 := 2r^2 \log(2/\delta) / \epsilon^2 \) and \( \delta := 2/\pi^2 \).
3: Compute (scaled) ratio of the two Gaussian densities \( f_{a_{i:n}} \) and \( f_0 \) at \( \tilde{y}_i \):
   \[ \eta_i := \frac{1}{2} \frac{f_{a_{i:n}}(\tilde{y}_i)}{f_0(\tilde{y}_i)}. \]
4: if \( \eta_i \in [\frac{e^{-\epsilon/4}}{2}, \frac{e^{\epsilon/4}}{2}] \) then
5: Sample a bit \( B_i \sim \text{Ber}(\eta_i) \)
6: else
7: Let \( B_i = 0 \)
8: end if
9: if \( B_i = 1 \) then
10: return \( \tilde{y}_i \)
11: else
12: return \( \perp \). [The output in this case indicates that user \( i \) is dropped out of the protocol.]
13: end if

Algorithm 4: \( \text{Prot}_{\text{RejSamp}} \): \( \epsilon \)-LDP protocol for offline linear queries from \( C_2(r) \)

Require: Queries matrix \( A \in C_2(r) \), Users’ inputs \( \{v_i \in [J]: i \in [n]\} \), privacy parameter \( \epsilon \).
1: for All users \( i \in [n] \) such that \( \mathcal{R}_{i}^{\text{RejSamp}}(v_i) \neq \perp \) do
2: Let \( \hat{y}_i = \mathcal{R}_{i}^{\text{RejSamp}}(v_i) \) and send \( \hat{y}_i \) to the server.
3: end for
4: Server receives the set of responses \( \{\hat{y}_i\}_{i=1}^{\hat{n}} \), where \( \hat{n} \) is the number users whose response \( \neq \perp \).
5: Server computes \( \bar{y} = \frac{1}{\hat{n}} \sum_{i=1}^{\hat{n}} \hat{y}_i \).
6: if \( \hat{n} < \frac{d^2 \log(n)}{4 \epsilon^2 \log(J)} \) then
7: \( \hat{y} = \arg\min_{w \in \mathbb{R}^J} \|w - \bar{y}\|_2^2 \) where \( \mathbb{R}^J_1 \) is the unit \( L_1 \) ball in \( \mathbb{R}^J \).
8: else
9: \( \hat{y} = \bar{y} \)
10: end if
11: return \( \hat{y} \).

We now state and prove the privacy and accuracy guarantees of our protocol.

Theorem 3.3. [Privacy Guarantee] Algorithm 3 is \( \epsilon \)-LDP.

Proof. Consider any user \( i \in [n] \). Let \( v \in [J] \) be any input of user \( i \). Define
\[
\text{Good}_i(v) \triangleq \left\{ y \in \mathbb{R}^d : \eta_i(v, y) \in \left[ \frac{e^{-\epsilon/4}}{2}, \frac{e^{\epsilon/4}}{2} \right] \right\},
\]
where \( \eta_i(v, y) = \frac{1}{2} \frac{f_{a_{i:n}}(y)}{f_0(y)} \). Note that by the standard analysis of the Gaussian mechanism, we have
\[
\Pr[y_{\sim \mathcal{N}(0, \sigma^2)} \notin \text{Good}_i(v)] \leq \delta,
\]
where \( \sigma^2 \) and \( \delta \) are set as in Step 2 of Algorithm 3. Now, we note that the output of Algorithm 3 is a function of only the bit \( B_i \). Since differential privacy

\[2\text{This is not a loss of generality in most practical scenarios where we aim at a reasonably strong privacy guarantee.}\]
is resilient to post-processing, it suffices to show that for any \(v, v' \in [f]\), any \(b \in \{0, 1\}\), we have \(\Pr_{\text{RejSamp}}[B_i = b] \leq e^e \Pr_{\text{RejSamp}}[B_i = b]\). First, observe that

\[
\Pr_{\text{RejSamp}}[B_i = 0] \leq \Pr_{\text{RejSamp}}[B_i = 0 \mid \bar{y}_i \in \text{Good}_i(v)] + \Pr_{\text{RejSamp}}[\bar{y}_i \notin \text{Good}_i(v)]
\]

\[
\leq 1 - e^{-e/2} + \delta.
\]

We also have

\[
\Pr_{\text{RejSamp}}[B_i = 0] \geq \Pr_{\text{RejSamp}}[B_i = 0 \mid \bar{y}_i \in \text{Good}_i(v')] \cdot \Pr_{\text{RejSamp}}[\bar{y}_i \in \text{Good}_i(v')]
\]

\[
\geq \left(1 - \frac{e^{e/4}}{2}\right)(1 - \delta).
\]

Thus, \(\Pr_{\text{RejSamp}}[B_i = 0] \leq \frac{1 - e^{e/4} + \delta}{1 - e^{e/4}(1 - \delta)}\) Note that for any \(t \in \mathbb{R}\), \(1 + t \leq e^t\). Also, note that since \(e \leq 1\), we have \(1 + e/4 \leq e^{e/4} \leq 1 + 5/16\). Hence, this ratio can be upper bounded as

\[
\frac{1}{2}(1 + e/4) + \delta = \frac{1 + e/4}{1 - \frac{5}{16}e} \leq 2 e^{4\delta} \leq e^e.
\]

In the last step, we use the fact that \(\delta = (1/n^2)\) and hence, \(\delta \ll e/32\).

Now, we consider the event that \(B_i = 1\). Note that \(\forall v \in [f], \Pr_{\text{RejSamp}}[B_i = 1 \mid \bar{y}_i \notin \text{Good}_i(v)] = 0\). Hence, we have

\[
\Pr_{\text{RejSamp}}[B_i = 1] \leq \Pr_{\text{RejSamp}}[B_i = 1 \mid \bar{y}_i \in \text{Good}_i(v)] \leq \frac{e^{e/4}}{2}.
\]

We also have

\[
\Pr_{\text{RejSamp}}[B_i = 1] = \Pr_{\text{RejSamp}}[B_i = 1 \mid \bar{y}_i \in \text{Good}_i(v')] \cdot \Pr_{\text{RejSamp}}[\bar{y}_i \in \text{Good}_i(v')]
\]

\[
\geq \frac{e^{-e/4}}{2}(1 - \delta).
\]

Hence,

\[
\frac{\Pr_{\text{RejSamp}}[B_i = 1]}{\Pr_{\text{RejSamp}}[B_i = 1]} \leq e^{e/2 + 2\delta} \leq e^e.
\]

\[\square\]

**Theorem 3.4 (Accuracy of Algorithm 4).** Suppose \(n \geq 120\). Then, Protocol \(\text{Prot}_{\text{RejSamp}}\) (Algorithm 4) satisfies the following accuracy guarantee:

\[
\text{err}_{\text{Prot}_{\text{RejSamp}}} L_2(C_2(r), n) \leq r \cdot \min \left( \left( \frac{280 \log(f) \log(n)}{ne^2} \right)^{1/4}, \sqrt{\frac{10d \log(n)}{ne^2}} \right)
\]

where \(\text{err}_{\text{Prot}_{\text{RejSamp}}} L_2(C_2(r), n)\) is as defined in (1).
The high-level idea of the proof can be described as follows. We first show that the number of users who end up sending a signal to the server (i.e., those users with $B_i = 1$) is at least a constant fraction of the total number of users ($\geq n/4$). Hence, the effective reduction in the sample size will not have a pronounced effect on the true error (it can only increase the true expected $L_2$ error by at most a factor $\leq 2$). Next, we show that conditioned on $B_i = 1$, the distribution of the user’s signal $\tilde{y}_i$ in Algorithm 4 is identical to the distribution of the user’s signal in the $(\epsilon, \delta)$ protocol of the previous section (Algorithm 2). That is, conditioned on a high probability event, the signals generated by the active users via the pure $\epsilon$ local randomizers $\mathcal{R}^{\text{RejSamp}}_i$ (Algorithm 3) are statistically indistinguishable from the signals that could have been generated if those users have used the Gaussian local randomizers $\mathcal{R}^{\text{Gauss}}_i$ (Algorithm 1). This allows us to show that the $L_2$ error resulting from Algorithm 4 is essentially the same as the one resulting from Algorithm 2.

We now give the formal proof. In the sequel, we call user $i \in [n]$ active if $B_i = 1$; that is, if $\mathcal{R}^{\text{RejSamp}}_i \neq \perp$ and hence, user $i$ ends up sending a signal $\tilde{y}_i$ to the server. As in the proof of Theorem 3.3, we define

$$\text{Good}_i = \left\{ y \in \mathbb{R}^d : \eta_i(y) \in \left[ \frac{e^{-\epsilon/4}}{2}, \frac{\epsilon e^{-\epsilon/4}}{2} \right] \right\},$$

where $\eta_i(y) = \frac{1}{2} \frac{f_{y_i}(y)}{f_0(y)}$.

We start by the following useful lemmas.

**Lemma 3.5.** Suppose $n \geq 120$. With probability $\geq 1 - e^{-n/34}$, the number of active users $\hat{n}$ in Step 4 of Algorithm 4 satisfies $\hat{n} > n/4$.

**Proof.** Given Algorithm 3, for any user $i \in [n]$, observe that

$$\mathbb{P}[\mathcal{R}^{\text{RejSamp}}_i = \perp] = \mathbb{P}[B_i = 0] \leq \mathbb{P}[\tilde{y}_i \sim N(0, \sigma^2) \mid \tilde{y}_i \notin \text{Good}_i] + \mathbb{P}[B_i = 0 \mid \tilde{y}_i \in \text{Good}_i]$$

$$\leq \delta + (1 - \frac{e^{-\epsilon/4}}{2}) \leq \frac{2}{n^2} + 5/8.$$}

where the last inequality follows from the fact that $\epsilon \leq 1$. Thus, we have $\mathbb{P}[B_i = 1] \geq 3/8 - 2/n^2$. Note that $\hat{n} = \sum_{i=1}^n B_i$. Since $n \geq 120$, then by Chernoff’s bound, we have

$$\mathbb{P}[\hat{n} < n/4] < e^{-n/34}.$$  

**Lemma 3.6.** For any user $i \in [n]$, any input $v_i \in [J]$, and any measurable set $O \subseteq \mathbb{R}^d$, we have

$$\mathbb{P}[\tilde{y}_i \sim \mathcal{R}^{\text{RejSamp}}_i(v_i) \mid B_i = 1] = \mathbb{P}[\tilde{y}_i \sim \mathcal{R}^{\text{Gauss}}_i(v_i) \mid \tilde{y}_i \in \text{Good}_i]$$

**Proof.** Let $\tilde{y}_i$ be the Gaussian r.v. generated in Step 2 of Algorithm 3. Note $(\tilde{y}_i, B_i)$ has mixed probability distribution. For every realization $y$ of $\tilde{y}_i$ and every $b \in [0, 1]$, the joint (mixed) density function of $(\tilde{y}_i, B_i)$ can be expressed as $h_{\tilde{y}_i, B_i}(y, b) \mathbb{P}[B_i = b] = p_{B_i \mid \tilde{y}_i}(b \mid y) f_0(y)$, where $h_{\tilde{y}_i, B_i}$ is the conditional density of $\tilde{y}_i$ given $B_i$ and $p_{B_i \mid \tilde{y}_i}$ is the conditional density function of $B_i$ given $\tilde{y}_i$. Note that we have

$$p_{B_i \mid \tilde{y}_i}(1 \mid y) = \begin{cases} \frac{1}{2} \frac{f_{y_i}(y)}{f_0(y)} & y \in \text{Good}_i \\ 0 & y \notin \text{Good}_i \end{cases}$$

(5)
Now, observe that for any measurable set $O \subseteq \mathbb{R}^d$,

$$
\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O \mid B_i = 1 \right] = \frac{\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{RowSamp}}(v_i)} \left[ \hat{y}_i \in O, B_i = 1 \right]}{\Pr[B_i = 1]}
= \frac{\int_{y \in O} \Pr[B_i | \hat{y}_i \gets (1 \mid y) f_0(y)] dy}{\Pr[B_i = 1]}
= \frac{1}{2} \frac{\int_{y \in O \cap \text{Good}_i} f_{a_{v_i}}(y) dy}{\Pr[B_i = 1]} \tag{6}
$$

Plugging this in (7), then (7) reduces to

$$
\frac{1}{2} \cdot \frac{\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O, \hat{y}_i \in \text{Good}_i \right]}{\Pr[B_i = 1]} \tag{7}
$$

where (6) follows from (5), and (7) follows from observing that the distribution of $\mathcal{R}_{\text{Gauss}}(v_i)$ is $\mathcal{N}(a_{v_i}, \sigma^2 I_d)$ (whose density is denoted as $f_{a_{v_i}}$ as defined early in this section).

Next, we consider $\Pr[B_i = 1]$. Note that

$$
\Pr[B_i = 1] = \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{RowSamp}}(v_i)} \left[ B_i = 1, \hat{y}_i \in \text{Good}_i \right]
= \int_{y \in \text{Good}_i} \Pr[B_i | \hat{y}_i \gets (1 \mid y) f_0(y)] dy
= \frac{1}{2} \cdot \frac{\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in \text{Good}_i \right]}{\Pr[B_i = 1]}
$$

Plugging this in (7), then (7) reduces to

$$
\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O \mid \hat{y}_i \in \text{Good}_i \right],
$$

which proves the lemma.

\[\square\]

**Proof of Theorem 3.4:** Putting Lemmas 3.5 and 3.6 together with Theorem 3.2 leads us easily to the stated result. Fix any queries matrix $A \in \mathcal{C}_2(r)$. First, note that $\{ (\hat{y}_i, B_i) : i \in [n] \}$ are independent (independence across users). Hence, for any fixed subset $\tilde{S} \subseteq [n]$, any sequence of users’ inputs $\{v_i : i \in \tilde{S}\}$, and any sequence of measurable sets $\{O_i : i \in \tilde{S}\}$, we have

$$
\Pr_{\hat{y}_i \gets \mathcal{R}_{\text{RowSamp}}(v_i) : i \in \tilde{S}} \left[ \hat{y}_i \in O_i \forall i \in \tilde{S} \mid B_i = 1 \forall i \in \tilde{S} \right] = \prod_{i \in \tilde{S}} \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{RowSamp}}(v_i)} \left[ \hat{y}_i \in O_i \mid B_i = 1 \right]
= \prod_{i \in \tilde{S}} \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O_i \mid \hat{y}_i \in \text{Good}_i \right]
= \prod_{i \in \tilde{S}} \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O_i \forall i \in \tilde{S} \mid \hat{y}_i \in \text{Good}_i \forall i \in \tilde{S} \right]
\leq \prod_{i \in \tilde{S}} \frac{1}{1 - |\tilde{S}| \delta}
\leq \frac{n}{n - 2} \prod_{i \in \tilde{S}} \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O_i \forall i \in \tilde{S} \right]
\leq 1.02 \cdot \prod_{i \in \tilde{S}} \Pr_{\hat{y}_i \gets \mathcal{R}_{\text{Gauss}}(v_i)} \left[ \hat{y}_i \in O_i \forall i \in \tilde{S} \right] \tag{8}
$$
where the second equality follows from Lemma 3.6, and the last two inequalities follow from the fact that \( \delta = 2/n^2 \), \( |\hat{S}| \leq n \), and the fact that \( n \geq 120 \).

Let \( S \subseteq [n] \) denote the subset of active users; that is \( S = \{ i \in [n] : B_i = 1 \} \). Fix any realization \( \hat{S} \) of \( S \). Let \( D = \{ v_i : i \in \hat{S} \} \); that is, \( D \) is the subset of the data set \( D \) of users’ inputs congruent with \( \hat{S} \). Now, conditioned on the event in Lemma 3.5 (i.e., conditioned on \( \hat{n} \geq n/4 \)) and conditioned on any fixed realization \( \hat{S} \) of \( S \), then by (8), we have

\[
\mathbb{E}_{\{ \hat{y}_i \sim R^\text{RejSamp}_{\hat{S}} : i \in \hat{S} \}} \| \hat{y} - A \hat{p} \|_2 \leq 1.02 \cdot \mathbb{E}_{\{ \hat{y}_i \sim R^\text{Caus}_{\hat{S}} : i \in \hat{S} \}} \| \hat{y} - A \hat{p} \|_2
\]  

(9)

Note that by Theorem 3.2, the expectation on the right-hand side is bounded as

\[
\mathbb{E}_{\{ \hat{y}_i \sim R^\text{Caus}_{\hat{S}} : i \in \hat{S} \}} \| \hat{y} - A \hat{p} \|_2 \leq r \cdot \min \left( \frac{32 \log(J) \log(n^2)}{(n/4) \epsilon^2} \right)^{1/4}, \sqrt{\frac{2d \log(n^2)}{(n/4) \epsilon^2}}
\]  

(10)

By Lemma 3.5, the event \( \hat{n} \geq n/4 \) occurs with probability at least \( 1 - e^{-n/34} \). Thus, if we remove conditioning on such event from the expectation on the left-hand side of (9), the unconditional version of such expectation can only increase by an additive term of at most \( r e^{-n/34} \) (since the \( L_2 \) error cannot exceed \( r \), and the probability that \( \hat{n} < n/4 \) is at most \( e^{-n/34} \)). This term is dominated by (10).

Putting these together, we finally arrive at

\[
\text{err}_{\text{Prot}_{\text{RejSamp}}} L_2(C_2(r), n) \leq r \cdot \min \left( \frac{280 \log(J) \log(n)}{n \epsilon^2} \right)^{1/4}, \sqrt{\frac{10d \log(n)}{n \epsilon^2}}.
\]

### 3.3 On Tightness of the Bound

The above bound (Theorem 3.4) is tight up to a factor \( O\left( (\log(J) \log(n))^{1/4} \right) \). In particular, one can show a lower bound of \( \Omega\left( \min \left( \frac{1}{n^{1/4} \epsilon}, \sqrt{\frac{d}{n \epsilon^2}} \right) \right) \) on the \( L_2 \) error. We note that it would suffice to show a tight lower bound on the minimax \( L_2 \) error in estimating the mean of a \( d \)-dimensional random variable with a finite support in \( \mathbb{B}_2^d(r) \). Such lower bound follows from the lower bound in [DJW13b, Proposition 3]. We note that the packing constructed in the proof of [DJW13b, Proposition 3] is for a \( d \)-dimensional random variable with finite support. Hence, this lower bound is applicable to our case where the data universe is of finite size \( J \). Tightening the remaining gap between the upper and lower bounds is left as an open problem. We conjecture that the \( \log^{1/4}(J) \) factor in the upper bound is necessary.

### 4 \((\epsilon, 0)\)-LDP Distribution Estimation

In this section, we revisit the problem of LDP distribution estimation under \( L_2 \) error criterion. First, we note that this problem is a special case of the linear queries problem, where the queries matrix \( A = I_J \), i.e., the identity matrix of size \( J \). Therefore, our results in Section 3 immediately give an upper bound on the \( L_2 \) error in this case. Namely, our results imply the existence of pure \( \epsilon \) LDP protocol for distribution estimation whose \( L_2 \) error is bounded by

\[
\min \left( \frac{280 \log(J) \log(n)}{n \epsilon^2} \right)^{1/4}, \sqrt{\frac{10J \log(n)}{n \epsilon^2}}.
\]

However, in our protocol \( \text{Prot}_{\text{RejSamp}} \), both communication complexity and running time per user
would be $\Omega(J)$ in this case, which is prohibitive when $J$ is large since the users are usually computationally limited (compared to the server). Our goal in this section is to have a construction with similar error guarantees but with better communication and running time at each user.

In the low-dimensional setting ($n \gtrsim J/e^2$), [ASZ18] give a nice construction (the Hadamard-Response protocol) whose $L_2$ error is $O(\sqrt{\frac{J}{e^2n}})$. In this protocol, both communication and running time at each user are $O(\log(J))$. Also, the running time at the server is $O(nJ)$ (which is significantly better than the naive $O(nJ)$ running time). We show that this protocol can be extended to the high-dimensional setting. In particular, we show that, when $n \lesssim \frac{J^2}{e^2 \log(J)}$, projecting the output of the Hadamard-Response protocol onto the probability simplex yields $L_2$ error $\lesssim \left( \frac{\log(J)}{e^2 n} \right)^{1/4}$, which is tight up to a factor of $(\log(J))^{1/4}$ given the lower bounds in [DJW13b, YB18]. This improves the bound of [ASZ18] for all $n \lesssim \frac{J^2}{e^2 \log(J)}$. Moreover, to the best of our knowledge, existing results do not imply $L_2$ error bound better than the trivial $O(1)$ error in the regime where $n \lesssim \frac{J}{e^2}$.

The idea of projecting the estimated distribution onto the probability simplex was also proposed in [KBR16] and was empirically shown to yield improvements in accuracy, however, no formal analysis was provided for the error resulting from this technique.

We want to point out that the $L_2$ error of [ASZ18] is optimal only when $n \geq \Omega(J^2/e^2)$. Although this condition is not explicitly mentioned in [ASZ18], however, as stated in the same paper, their claim of optimality follows from the lower bound in [YB18]; specifically, [YB18, Theorem IV]. From this theorem, it is clear that the lower bound is only valid when $n \geq \text{const.} \frac{J^2}{e^2}$. Hence, our bound on the $L_2$ error does not contradict the results of these previous works.

**Outline of Hadamard-Response Protocol of [ASZ18]:** We will refer to this protocol as Prot$_{HR}$. We will use such a protocol as a black-box, so, we will not give a detailed description for it. The details can be found in [ASZ18, Section 4]. Let $\tilde{J} = 2^{\lceil \log_2 (J + 1) \rceil}$, Note that $J + 1 \leq \tilde{J} \leq 2J + 1$. Let $H_{\tilde{J}}$ denote the Hadamard matrix of size $\tilde{J}$. As before, the data set $D = \{v_i \in [J]: i \in [n]\}$ of users’ inputs is assumed to be drawn i.i.d. from unknown distribution $p = (p(1), \ldots, p(J)) \in \text{Simplex}(J)$.

**User procedure:** In Prot$_{HR}$, each user $i \in [n]$ encode his input $v_i$ as follows: first, select the $(v_i + 1)$-th row of $H_{\tilde{J}}$, then, encode $v_i$ as the subset $C_{v_i} \subset [\tilde{J}]$ of indices of that row that are incident with $+1$. Given $C_{v_i}$, user $i$ invokes a generalized version of the basic randomized response technique to output a randomized index $z_i \in [J]$ as its $\epsilon$-LDP report (See [ASZ18, Section 3]). Hence, the communication requirement per user is $\leq \log_2 (2J + 1)$ bits. Moreover, by the properties of the Hadamard matrix and the generalized randomized response, all the operations at any user can be executed in time $O(\log(J))$.

**Server procedure:** For every element $v \in [J]$ in the domain, the server generates an estimate $\hat{p}(v)$ for the true probability mass $p(v)$ as follows:

$$
\hat{p}(v) = \left( \frac{e^\epsilon + 1}{e^\epsilon - 1} \right) \sum_{w \in [J]} H_{\tilde{J}}(v + 1, w) \cdot q(w),
$$

where $H_{\tilde{J}}(v + 1, w)$ denotes the entry of $H_{\tilde{J}}$ at the $(v + 1)$-th row and the $w$-th column, and $q(w) = \frac{1}{n} \sum_{i=1}^{n} 1(v_i = w)$ is the fraction of users whose reports are equal to $w$ (See [ASZ18, Section 4]). Finally, the server outputs the vector of estimates: $\hat{p} = (\hat{p}(1), \ldots, \hat{p}(J))$. As shown in [ASZ18], the total operations can be done in $O(nJ)$.
where \( q(C_v) = \frac{1}{n} \sum_{i=1}^{n} 1(z_i \in C_v) \), which, by the properties of the local randomization, is the average of \( n \) Bernoulli r.v.s. Moreover, as shown in [ASZ18, Section 3], \( \mathbb{E}_{\text{Prot}_{\text{HR}}}[\hat{\rho}(v)] = \rho(v) \ \forall v \in [J] \). Putting these observations together with Chernoff’s inequality leads to the following fact.

**Fact 4.1.** Let \( \sigma^2 = 4\left(\frac{\epsilon^2 + 1}{\epsilon^2 - 1}\right)^2 \). Each of the \( J \) components of \( \hat{\rho} - \rho \) is \( \frac{\sigma^2}{n} \)-subGaussian random variable.

We now give a construction \( \text{Prot}_{\text{PHR}} \) (Projected Hadamard-Response) where the output estimate of \( \text{Prot}_{\text{HR}} \) is projected onto the probability simplex whenever \( n \leq \frac{J^2}{\epsilon^2 \log(J)} \). Clearly, \( \text{Prot}_{\text{PHR}} \) has the same computational advantages of \( \text{Prot}_{\text{HR}} \).

**Algorithm 5** \( \text{Prot}_{\text{PHR}} \): \( \epsilon \)-LDP protocol for distribution estimation

**Require:** Data set of users’ inputs \( D = \{v_i \in [J] : i \in [n]\} \), privacy parameter \( \epsilon \).

1: \( \hat{\rho} \leftarrow \text{Prot}_{\text{HR}}(D, \epsilon) \)
2: \( \hat{\rho} = \arg\min_{w \in \text{Simplex}(J)} \|w - \hat{\rho}\|_2^2 \)
3: return \( \hat{\rho} \).

First, note that since differential privacy is resilient to post-processing, \( \epsilon \)-LDP of \( \text{Prot}_{\text{PHR}} \) immediately follows from \( \epsilon \)-LDP of \( \text{Prot}_{\text{HR}} \) (shown in [ASZ18]).

**Theorem 4.2** (Accuracy of Algorithm 5). Let \( c_\epsilon \triangleq \frac{\epsilon^2 + 1}{\epsilon^2 - 1} \). (Note that \( c_\epsilon = O(1/\epsilon) \) when \( \epsilon = O(1) \)). Protocol \( \text{Prot}_{\text{PHR}} \) satisfies the following accuracy guarantee:

\[
\text{err}_{\text{Prot}_{\text{PHR}}, L_2}(n) \triangleq \sup_{p \in \text{Simplex}(J)} \mathbb{E}_{\text{Prot}_{\text{PHR}}}[\|\text{Prot}_{\text{PHR}}(D) - p\|_2] \leq \min \left( \frac{256 c_\epsilon^2 \log(J)}{n}, \sqrt{\frac{4 c_\epsilon^2 J}{n}} \right).
\]

**Proof.** Fix any \( p \in \text{Simplex}(J) \) as the true distribution. First, consider the case where \( n \geq \left( \frac{\epsilon^2 + 1}{\epsilon^2 - 1} \right)^2 \frac{J^2}{16 \log(J)} \). Note that in this case the bound follows from [ASZ18] (since the projection step cannot increase the \( L_2 \) error).

Next, we consider the case where \( n < \left( \frac{\epsilon^2 + 1}{\epsilon^2 - 1} \right)^2 \frac{J^2}{16 \log(J)} \). Note that the symmetric version of the polytope \( \text{Simplex}(J) \) is the \( L_1 \) Ball \( \mathbb{B}_1^J \). Let \( p^* = \arg\min_{w \in \mathbb{B}_1^J} \|w - \hat{\rho}\|_2^2 \). Corollary 2.3 tells us that

\[
\|p^* - p\|_2^2 \leq 4 \max_{j \in [J]} \langle \hat{\rho} - p, e_j \rangle,
\]

where \( e_j \in \mathbb{R}^J \) denotes the vector with 1 in the \( j \)-th coordinate and zeros elsewhere. Now, as defined in \( \text{Prot}_{\text{PHR}} \), let \( \hat{p} = \arg\min_{w \in \text{Simplex}(J)} \|w - \hat{\rho}\|_2^2 \). Since \( p \in \text{Simplex}(J) \), then for the special case where the symmetric polytope is \( \mathbb{B}_1^J \), we always have \( \|\hat{p} - p\|_2 \leq \|p^* - p\|_2 \). This is because \( p^* - p \) in this case can be written as the sum of two orthogonal components : \( (p^* - \hat{p}) + (\hat{p} - p) \). Hence, Corollary 2.3 implies that

\[
\|\hat{p} - p\|_2^2 \leq 4 \max_{j \in [J]} \langle \hat{\rho} - p, e_j \rangle.
\]
By Fact 4.1, for every $j \in [J]$, $\langle \mathbf{p} - \mathbf{p}_j, \mathbf{e}_j \rangle$ is $\frac{\sigma^2}{n}$-subGaussian where $\sigma^2 = 4 \left( \frac{\epsilon+1}{\epsilon-1} \right)^2$. Now, by using the standard bounds on the maximum of subGaussian r.v.s (see [Rig15, Theorem 1.16]), we have

$$\mathbb{E}_{\text{ProtPHIR}, D \sim p^e} [\| \hat{\mathbf{p}} - \mathbf{p} \|^2] \leq 4 \frac{\sigma}{\sqrt{n}} \sqrt{2 \log(2J)} \leq \sqrt{\frac{256 \epsilon^2 \log(J)}{n}}.$$ 

Thus, we have $\text{err}_{\text{ProtPHIR}, L_\alpha}(n) \leq \left( \frac{256 \epsilon^2 \log(J)}{n} \right)^{1/4}$. 

\[ \square \]

5 e-LDP Protocol for Adaptive Linear Queries

In this section, we consider the problem of estimating any sequence of $d$ adaptively chosen linear queries $q_1, \ldots, q_d$ from $Q_{\infty}(r)$ over some unknown distribution $\mathbf{p} \in \text{Simplex}(J)$. As defined in Section 2.2.2, for any fixed $r > 0$, each query from $Q_{\infty}(r)$ is a linear function $\langle \mathbf{q}, \cdot \rangle$, which is uniquely identified by a vector $\mathbf{q} \in \mathbb{R}^J$ where $\|\mathbf{q}\|_{\infty} \leq r$.

We measure accuracy in terms of the $L_\infty$ estimation error in the $d$ queries as defined in (4) in Section 2.2.2.

We give a construction of e-LDP protocol that yields the optimal $L_\infty$ error. The optimality follows from the fact that our upper bound matches a lower bound on the same error in the weaker non-adaptive setting, which follows from the lower bound in [DJW13b, Proposition 4]. Moreover, in our protocol each user sends only $O(\log(r))$ bits to the server\(^3\). In our protocol, the set of users are randomly partitioned into $d$ disjoint subsets before the protocol starts, and each subset is used to answer one query. Assignment of the subsets to the queries is fixed before the protocol starts. Roughly speaking, this partitioning technique can be viewed as sample splitting. This avoids the trap of overfitting a query to the data samples it is evaluated on. In the centralized model, sample-splitting is generally sub-optimal. Our result shows that for adaptive linear queries in the local model, this technique is optimal.

The description of the protocol is given in Algorithm 6.

**Theorem 5.1 (Privacy Guarantee).** Protocol ProtAdSamp given by Algorithm 6 is $(\epsilon, 0)$-LDP.

**Proof.** Fix any user $i$ and any choice of $j_i = k \in [d]$. Observe that user $i$ responds only to a single query: the $k$-th query. We show that the procedure described by Step 4 is $\epsilon$-differentially private with respect to any such user's input item. First, note that $c_\epsilon \geq 1$ for all $\epsilon > 0$ and $|\mathbf{q}_k| \leq r$. Hence, it is easy to verify that $\frac{1}{2} \left( 1 + \frac{\mathbf{q}_k(v)}{c_\epsilon r} \right)$ and $\frac{1}{2} \left( 1 - \frac{\mathbf{q}_k(v)}{c_\epsilon r} \right)$ in Step 4 are always in $(0, 1)$ and they sum to 1, so they are legitimate probabilities. Observe that the ratio of the probabilities of the responses of user $i$ when its data item is $v_i$ and $v'_i$ is given by

$$\frac{\mathbb{P}[\hat{y}_{k,i} = c_\epsilon r | v_i]}{\mathbb{P}[\hat{y}_{k,i} = c_\epsilon r | v'_i]} = \frac{c_\epsilon + \frac{\mathbf{q}_k(v_i)}{c_\epsilon r}}{c_\epsilon + \frac{\mathbf{q}_k(v'_i)}{c_\epsilon r}} \leq \frac{c_\epsilon + 1}{c_\epsilon - 1} = e^\epsilon$$

where the second inequality follows from the fact that $|\mathbf{q}_k(v)| \leq r$ for all $k \in [d]$ and all $v \in [J]$. Similarly,

$$\frac{\mathbb{P}[\hat{y}_{k,i} = -c_\epsilon r | v_i]}{\mathbb{P}[\hat{y}_{k,i} = -c_\epsilon r | v'_i]} = \frac{c_\epsilon - \frac{\mathbf{q}_k(v_i)}{c_\epsilon r}}{c_\epsilon - \frac{\mathbf{q}_k(v'_i)}{c_\epsilon r}} \leq \frac{c_\epsilon + 1}{c_\epsilon - 1} = e^\epsilon$$

\[3\]Assuming fixed-precision representation of real numbers in $[-1, 1]$. 
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Algorithm 6 ProtAdSamp: $\epsilon$-LDP protocol for adaptive linear queries from $Q_{\infty}(r)$

**Require:** Data set of users’ inputs $D = \{v_i : i \in [n]\}$, privacy parameter $\epsilon$, sequence of $d$ adaptive linear queries $q_1, \ldots, q_d \in Q_{\infty}(r)$.

1. Each user $i \in [n]$ gets independently assigned (by itself or via the server) a random uniform index $j_i \leftarrow [d]$. [This creates a random partition of the users, which is independent of the users’ data, and is fixed before the protocol starts.]
2. for $k = 1, \ldots, d$ do
3. for all users $i$ such that $j_i = k$ do
4. User $i$ receives query $q_k$ responds with $\hat{y}_{k,i}$ generated as follows:

$$\hat{y}_{k,i} = \begin{cases} c_e r & \text{w.p. } \frac{1}{2} \left( 1 + \frac{q_{k}(v_i)}{c_e r} \right) \\ -c_e r & \text{w.p. } \frac{1}{2} \left( 1 - \frac{q_{k}(v_i)}{c_e r} \right) \end{cases}$$

where $c_e = \frac{e^{\epsilon} + 1}{e^{\epsilon} - 1}$.
5. end for
6. Server computes an estimate $\hat{y}_k = \frac{1}{n_k} \sum_{i:j_i = k} \hat{y}_{k,i}$ based on the reports of the active users in round $k$: $\{\hat{y}_{k,i} : j_i = k\}$, where $n_k = |\{i \in [n] : j_i = k\}|$ is the number of active users in round $k$.
7. Server chooses a new query $q_{k+1} \in Q_{\infty}(r)$ (possibly based on all observations it received from the users until round $k$).
8. end for
9. return Estimated vector $\hat{y} = (\hat{y}_1, \ldots, \hat{y}_d)$.

**Theorem 5.2** (Accuracy). Suppose $n \geq 8d \log(n)$. Then, Protocol ProtAdSamp given by Algorithm 6 satisfies the following accuracy guarantee for any sequence $q_1, \ldots, q_d \in Q_{\infty}(r)$ of adaptive linear queries

$$\text{err}_{\text{ProtAdSamp}, L_{\infty}(Q_{\infty}(r), d, n)} \leq 4r \frac{c_e^2 d \log(d)}{n},$$

where $\text{err}_{\text{ProtAdSamp}, L_{\infty}(Q_{\infty}(r), d, n)}$ is as defined in (4). Moreover, this bound is optimal.

Our upper bound is optimal since it matches a lower bound on the $L_{\infty}$ error in the weaker non-adaptive version of the same problem, which follows from [DJW13b, Proposition 4].

This result shows that adaptivity does not pose any extra penalty in the true $L_{\infty}$ estimation error for linear queries in the local model. In contrast, it is still not clear whether the same statement can be made about linear queries in the centralized model of differential privacy. For instance, assuming $\epsilon = \Theta(1)$ and $n \gtrsim d^{3/2}$, then in the centralized model, the best known upper bound on the true $L_{\infty}$ estimation error in the adaptive setting is $\approx d^{1/4}/\sqrt{n}$ [BNS+16, Corollary 6.1] (which combines [DMNS06] with the generalization guarantees of differential privacy). Whereas in the offline setting, the true $L_{\infty}$ error is upper-bounded by $\approx \sqrt{\frac{\log(d)}{n}}$ (combining [DMNS06] with the standard generalization bound for the offline setting). There is also a gap to be tightened in the other regime of $n$ and $d$ as well. This, for example, can be seen by comparing the bound for the adaptive setting [BNS+16, Corollary 6.3] with the bound attained by [HR10] in the offline setting.

**Proof.** Let $p$ denote the true distribution over the data domain $[J]$. Let $D = \{v_i : i \in [n]\} \sim p^n$. For every $i \in [n]$, $k \in [d]$, define $B_{k,i} = 1(j_i = k)$, where $j_i \leftarrow [d]$ is the uniform index generated for user $i$.
in Step 1 of ProtAdSamp. Note that for any fixed \( k \in [d] \), \( \{B_{k,i} : i \in [n]\} \) are i.i.d., and \( \mathbb{P}[B_{k,i} = 1] = 1/d \) for every \( i \in [n] \). For every \( k \in [d] \), define \( \mathcal{I}_k = \{i \in [n] : B_{k,i} = 1\} \); that is, \( \mathcal{I}_k \) is the set of active users in round \( k \). Hence, \( \hat{n}_k = |\mathcal{I}_k| \), where \( \hat{n}_k \) is the number of active users (as in Step 6). Let \( D_k \subseteq D \) be defined as \( D_k = \{v_i : i \in \mathcal{I}_k\} \); that is, \( D_k \) is the subset of data set \( D \) that contains the inputs of the active users in round \( k \). For every round \( k \in [d] \), as in Step 6, \( \hat{y}_k \) is given by

\[
\hat{y}_k = \frac{1}{\hat{n}_k} \sum_{i \in \mathcal{I}_k} \hat{y}_{k,i} \tag{13}
\]

Suppose we condition on any fixed realization of the partition of users \( \{\mathcal{I}_k : k \in [d]\} \). Conditioned on any such partition, since the users’ inputs in \( D \) are i.i.d., then \( D_1, \ldots, D_d \) are mutually independent. Hence, conditioned on any such partition, for every round \( k \in [d] \), the choice of the query \( q_k \) is independent of the subsample \( D_k \) involved in the computation in round \( k \), and thus, for every round \( k \in [d] \), we have

\[
\mathbb{E}[\hat{y}_{k,i} \mid (\mathcal{I}_1, \ldots, \mathcal{I}_d)] = \mathbb{E}[\hat{y}_{k,i} \mid \mathcal{I}_k] = \langle q_k, p \rangle \quad \forall i \in \mathcal{I}_k
\]

where the expectation is taken w.r.t. \( v_j \sim p \), the randomization Step 4 in ProtAdSamp, and any possible randomness in the choice of \( q_k \). Hence, conditioned on any fixed partition of the users, from (13) we get

\[
\mathbb{E}_{\text{ProtAdSamp}, D \sim p^n}[\hat{y}_k \mid (\mathcal{I}_1, \ldots, \mathcal{I}_d)] = \frac{1}{\hat{n}_k} \sum_{i \in \mathcal{I}_k} \mathbb{E}_{\text{ProtAdSamp}, D_k \sim p^{|\mathcal{I}_k|}}[\hat{y}_{k,i} \mid \mathcal{I}_k] = \langle q_k, p \rangle \quad \forall k \in [d] \tag{14}
\]

Now, we define the set Good that contains “good” realizations for the partition \( (\mathcal{I}_1, \ldots, \mathcal{I}_d) \):

\[
\text{Good} = \left\{(\mathcal{I}_1, \ldots, \mathcal{I}_d) : |\mathcal{I}_k| \geq \frac{n}{2d} \quad \forall k \in [d]\right\}
\]

Since for every \( k \in [d] \), \( \mathcal{I}_k \) is a Bin\((n, 1/d)\) r.v., then by the multiplicative Chernoff’s bound and the union bound, we have

\[
\mathbb{P}[\{(\mathcal{I}_1, \ldots, \mathcal{I}_d) \notin \text{Good}\} \leq d e^{-\frac{\alpha^2 n}{2}} \tag{15}
\]

Now, conditioned on any fixed realization of a partition \( (\mathcal{I}_1, \ldots, \mathcal{I}_d) \in \text{Good} \), it is easy to see that for every \( k \in [d] \), \( \hat{y}_k \) is the average of \( \hat{n}_k \geq \frac{n}{2d} \) independent r.v.s, each taking a value in \([-c_r, c_r]\) w.p. 1. From this observation and using (14), it follows that for every \( k \in [d] \), \( \hat{y}_k - \langle q_k, p \rangle \) is \( \sigma^2 \)-subGaussian, where \( \sigma^2 = \frac{4d c_r^2}{n} \). Hence, by a standard fact concerning the expectation of the maximum of subGaussians (see, e.g., [Rig15]), we have

\[
\mathbb{E}\left[\max_{k \in [d]} |\hat{y}_k - \langle q_k, p \rangle| \mid (\mathcal{I}_1, \ldots, \mathcal{I}_d) \in \text{Good}\right] \leq 2c_r \sqrt{\frac{2d \log(2d)}{n}} \tag{16}
\]

Putting (16) and (15) together, and noting that the error is always bounded by \( r \), we get

\[
\mathbb{E}\left[\max_{k \in [d]} |\hat{y}_k - \langle q_k, p \rangle| \mid (\mathcal{I}_1, \ldots, \mathcal{I}_d) \in \text{Good}\right] \leq 2c_r r \sqrt{\frac{2d \log(2d)}{n}} + r d e^{-\frac{\alpha^2 n}{2}} \tag{17}
\]

By the assumption that \( n \geq 8d \log(n) \), the second term on the right-hand side is bounded by \( r \frac{d}{n} \), and hence, dominated by the first term. This gives the desired bound on \( \text{err}_{\text{ProtAdSamp}, L_\infty}(Q_\infty(r), d, n) \). \( \square \)
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