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Abstract

We obtain quantitative bounds on the mixing properties of the Hamiltonian Monte Carlo (HMC) algorithm with target distribution in $d$-dimensional Euclidean space, showing that HMC mixes quickly whenever the target log-distribution is strongly concave and has Lipschitz gradients. We use a coupling argument to show that the popular leapfrog implementation of HMC can sample approximately from the target distribution in a number of gradient evaluations which grows like $d^{1/2}$ with the dimension and grows at most polynomially in the strong convexity and Lipschitz-gradient constants. Our results significantly extend and improve on the dimension dependence of previous quantitative bounds on the mixing of HMC and of the unadjusted Langevin algorithm in this setting.

1 Introduction

Markov chain Monte Carlo (MCMC) algorithms are ubiquitous in Bayesian statistics and other areas, and Hamiltonian Monte Carlo (HMC) algorithms are some of the most widely-used MCMC algorithms [21, 10, 37]. Despite the popularity of HMC and the widespread belief that HMC outperforms other algorithms in high-dimensional statistical problems (see e.g. [2]), its theoretical properties are not as well-understood as some of its older cousins, such as the Random Walk Metropolis algorithm (RWM) or Metropolis-Adjusted Langevin Algorithm (MALA). This lack of theoretical results can make it harder to optimize HMC algorithms, and it means we do not have a good understanding of when HMC is better than other popular algorithms.

Several recent papers have begun to bridge this gap, most notably by proving geometric ergodicity of numerical implementations of HMC under general conditions [30], establishing some quantitative bounds on the rate of convergence for an “ideal” implementation of HMC with Gaussian target distributions [47], and relating HMC to Langevin dynamics [42]. In this paper and our companion paper [33], we extend this work by obtaining rapid mixing bounds for both “ideal” and “numerical” implementations of HMC in an important general class of target distributions $\pi$ on $\mathbb{R}^d$: those which are strongly log-concave and also satisfy the Lipschitz-gradient condition. In this regime, we show upper bounds on the mixing rate of HMC that are better than those of many competitor algorithms, including the unadjusted Langevin algorithm [17, 16].

Our work is particularly close to that of [47], which is to our knowledge the only previous paper giving quantitative non-asymptotic bounds on the mixing of HMC. We improve on their conclusions by greatly improving the dependence of their bounds on the dimension of the target distribution, extending their analysis from Gaussian to general strongly log-concave targets, proving convergence in stronger norms, and providing rates for numerical implementations of HMC algorithms rather than merely “ideal” versions of HMC.

Although our assumptions are quite strong and so our results are far from providing a complete understanding of HMC, the strongly log-concave distributions are an important special case. Recall that a distribution $\pi$ is strongly log-concave if the Hessian matrix of $-\log(\pi)$ has eigenvalues bounded below by a positive number $m_2$, and has log-density with Lipschitz gradient if the eigenvalues are bounded above by a positive number $M_2$. Many important posterior distributions in statistics, including the “ridge regression” posterior associated with Gaussian priors for logistic regression, are strongly log-concave (see Section 5 for explicit bounds). In addition to this, there is some historical interest in comparing MCMC algorithms based on their performance for log-concave targets. Most MCMC algorithms are expected to perform well in this situation, and so the performance of
many Monte Carlo algorithms has been studied extensively in the strongly log-concave setting (see e.g. [48, 11, 16, 18], and many others). Thus, extending the analysis of the strongly log-concave setting to HMC has the added advantage of giving a sensible comparison of the performance of HMC to its competitors, such as the Langevin algorithm and the ball walk.

Following the work of [47], our companion paper [33] studied an “idealized” HMC algorithm - one that has no numerical error. We showed that this ideal chain mixes in $\tilde{O}(\left(\frac{M}{m}\right)^2)$ steps on strongly log-concave $\pi$ (see Theorem 1 of [33]). Using this result, the present paper bounds the computational costs of various numerical implementations of HMC. This provides theoretical evidence that HMC can be much faster than competing algorithms in realistic situations (see Theorem 1).

To our knowledge, these are the first quantitative mixing bounds for the popular leapfrog implementation of HMC.

More specifically, our main result shows that a simple numerical implementation of HMC can approximately sample from the stationary distribution with a number of gradient evaluations that grows at rate $O_d(\sqrt{d})$ in the dimension (see Theorem 1). For comparison, the best available mixing time bound for the unadjusted Langevin algorithm on strongly log-concave $\pi$ grows like $O_d(d)$, a much larger dependence on dimension than our bounds for unadjusted leapfrog HMC [17, 16]. Our bounds also compare favorably to the ball walk, whose best available mixing time bound is roughly $O(d^2\frac{M^2}{m^2})$ [48] (note however that the particular assumptions made in different papers are slightly different).

Our main techniques in this paper are explicit comparisons of ODEs and probabilistic coupling bounds. Roughly speaking, we show that the popular leapfrog implementation of HMC is not too far from the “ideal” HMC algorithm near the mode of the target distribution, and that even poor numerical implementations exhibit drift towards the mode. These results allow us to show that numerical implementations are not too much slower than the ideal HMC algorithm analyzed in the companion paper [33]. There is a long history of obtaining contraction results to control the convergence of Markov chains, diffusions, and solutions to (S)PDEs. We mention especially [3] (which studies a process closely related to Langevin and HMC), [19] (which obtains coupling-based bounds even in the nonconcave case), and [7] (which was an early paper on contraction for Markov chains).

1.1 Updates on Recent Work

The papers [36, 19], which appeared after the first version of this note, also use coupling techniques to bound the running time of HMC when targeting high-dimensional targets, obtaining more refined results in various situations. They are almost certainly of interest to anyone reading the present paper.

1.2 Guide to the Paper

The rest of the paper is organized as follows:

- In Section 2, we set notation.
- In Section 3, we state our main result.
- In Section 4, we give a larger collection of references to related parts of the research literature. While the introduction focuses on related results this section includes references to many papers that use or originate the techniques used in this paper.
- In Section 5, we show that a popular statistical model satisfies the assumptions of Theorem 1.
- In Section 6 we discuss open problems related to the HMC algorithm, as well as how to precondition the target distribution to improve the running time of HMC.

The supplementary material contains most of the proofs, and is organized as follows:

- In Section 7 we recall several results about the idealized HMC dynamics from the companion paper [33].
- In Section 8 we bound the error of the leapfrog integrator that is used in Algorithm 2 to approximate the continuous Hamiltonian dynamics.
- In Section 9 we provide many generic MCMC bounds, which we then use to compare the “ideal” chain studied in [33] to the unadjusted leapfrog HMC chain studied in the present paper. This allows us to bound the running time of the unadjusted leapfrog HMC chain and prove Theorem 1.

2 Assumptions and Algorithms

2.1 Preliminary Notation

For any function $f : \mathbb{R}^a \to \mathbb{R}$, we use the shorthand $f' := \nabla f$, and for $v \in \mathbb{R}^a$ denote by $D_v f := \langle v, \nabla f \rangle$
the directional derivative in the direction v. For a vector-valued function \( g = (g_1, \ldots, g_b)^T \) and \( v \in \mathbb{R}^a \), we define the coordinate-wise directional derivative 

\[ D_v g := (D_{v_1} g_1, \ldots, D_{v_b} g_b). \]

Throughout the paper, our goal is to sample from a stationary distribution \( \pi(q) \) on \( \mathbb{R}^d \), which we will write as \( \pi(q) \propto e^{-U(q)} \) for some potential function \( U : \mathbb{R}^d \rightarrow \mathbb{R}^+ \). We always assume that \( U \) is strongly convex:

**Assumptions 2.1 (Strong Convexity).** We assume that \( U : \mathbb{R}^d \rightarrow \mathbb{R} \) is differentiable and that there exists \( m_2 > 0 \) such that

\[ \langle U'(x) - U'(y), x - y \rangle \geq 2 m_2 \|x - y\|^2 \quad \forall x, y \in \mathbb{R}^d. \]

Recall that any strongly convex function has a unique minimizer. Throughout this paper, we assume without loss of generality that this minimizer is 0 in order to simplify notation. We will also assume that \( U \) is second-order differentiable, so that strong convexity implies that the eigenvalues of the Hessian of \( U \) are lower bounded by \( m_2 \). We prove a rapid mixing bound under the following additional assumption on the gradient:

**Assumptions 2.2 (Lipschitz Gradient).** We assume that there exists a constant \( 0 < M_2 < \infty \) so that \( \| D_v U'(q) \| \leq M_2 \) for all \( q \in \mathbb{R}^d \) and \( v \in \mathbb{R}^d \).

Throughout the paper, we make a few small abuses of notation. For any function \( f : X \rightarrow Y \) between two sets, and any \( S \subset X \), we define

\[ f(S) = \{ f(x) : x \in S \}. \]

In addition, we will generally write \( x \) for the single-element set \( \{x\} \) when this does not result in any ambiguity.

### 2.1.1 Distributions and Mixing

We denote the distribution of a random variable \( X \) by \( \mathcal{L}(X) \) and write \( X \sim \nu \) as a shorthand for \( \mathcal{L}(X) = \nu \).

For two probability measures \( \nu_1, \nu_2 \) on \( \mathbb{R}^d \), define the Wasserstein-k distance

\[ W_k(\nu_1, \nu_2) := \inf_{(X,Y) \in \mathcal{C}(\nu_1, \nu_2)} \mathbb{E}[\|X - Y\|^k], \]

where \( \mathcal{C}(\nu_1, \nu_2) \) is the set of all random variables on \( \mathbb{R}^d \times \mathbb{R}^d \) with marginal distributions \( \nu_1 \) and \( \nu_2 \).

### 2.1.2 Big-O Notation

For two nonnegative functions \( f, g : \mathbb{R}^n \rightarrow [0, \infty) \), we write \( f = O(g) \) as shorthand for the statement: there exist constants \( 0 < C_1, C_2 < \infty \) so that for all \( x_1, \ldots, x_n \) with \( \| (x_1, \ldots, x_n) \| > C_1 \), we have

\[ f(x_1, \ldots, x_n) \leq C_2 g(x_1, \ldots, x_n). \]

Similarly, we write \( f = \Omega(g) \) as shorthand for the statement: there exist constants \( 0 < C_1, C_2 < \infty \) so that for all \( x_1, \ldots, x_n \) with \( \| (x_1, \ldots, x_n) \| > C_1 \), we have \( g(x_1, \ldots, x_n) \leq C_2 f(x_1, \ldots, x_n) \). We write \( f = \Theta(g) \) if both \( f = \Omega(g) \) and \( g = \Omega(f) \). Relatedly, we write \( f = o(g) \) as shorthand for the statement: \( \lim_{x_1, \ldots, x_n \rightarrow \infty} \frac{f(x_1, \ldots, x_n)}{g(x_1, \ldots, x_n)} = 0 \). Finally, we use \( f \) grows at most polynomially in \( x \) as shorthand for “there exist constants \( C_1, C_2, C_3 < \infty \) such that \( f(x) \leq C_1 x^{C_2} \) for all \( x > C_3 \).”

We give two small extensions of this notation; all of these modifications apply in the obvious way to \( \Omega(\cdot) \), \( \Theta(\cdot) \) and \( o(\cdot) \). First, when we wish to view a function as depending on only a subset of its arguments, we indicate the arguments of interest using a subscript. For example, if \( f(x, y) = \frac{|x|}{1 + |x|^2} \), we may write \( f(x, y) = O(|x|) \) but may also write \( f(x, y) = O_x(|x|) \) or \( f(x, y) = O_y(1) \). Second, we use a “tilde” superscript \( \tilde{\cdot} \) to indicate that the relationship holds “up to logarithmic factors.” For example, we write \( f = \tilde{O}(g) \) if there exist constants \( 0 < C_1, C_2 < \infty \) so that, for all \( x_1, \ldots, x_n \), we have

\[ f(x_1, \ldots, x_n) \leq C_1 g(x_1, \ldots, x_n) \log(g(x_1, \ldots, x_n))^{C_2}. \]

Finally, we note that we can always view a function as taking additional arguments, and do so without comment when needed. For example, we may write \( (x + y)^2 = O(x^2 + y^2 + z^2) \), even though the variable \( z^2 \) does not appear explicitly in the expression on the left-hand side.

### 2.1.3 Ideal HMC Dynamics

A Hamiltonian of a simple system is written as

\[ H(q, p) = U(q) + \frac{1}{2} \| p \|^2, \]  

(2.1)

where \( q \) represents ‘position’, \( p \) represents ‘momentum,’ \( U \) represents ‘potential energy,’ and \( \frac{1}{2} \| p \|^2 \) represents ‘kinetic energy.’

For fixed \( q \in \mathbb{R}^d \), \( p \in \mathbb{R}^d \), we denote by \( \{ q_t(q, p) \}_{t \geq 0}, \{ p_t(q, p) \}_{t \geq 0} \) the solutions to Hamilton’s equations:

\[ \frac{dq_t(q, p)}{dt} = p_t(q, p), \]  

(2.2)

\[ \frac{dp_t(q, p)}{dt} = -U'(q_t(q, p)), \]

with initial conditions

\[ q_0(q, p) = q, \quad p_0(q, p) = p. \]

When the initial conditions \( (q, p) \) are clear from the context, we write \( q_t, p_t \) in place of \( q_t(q, p) \) and \( p_t(q, p) \), respectively. The dependence of these solutions on the Hamiltonian \( H \) is always suppressed in our notation, as it will always be clear from the context.
For a fixed integration time $T \in \mathbb{R}^+$ and starting point $q \in \mathbb{R}^d$, we define the solution map $Q_T^d: \mathbb{R}^d \mapsto \mathbb{R}^d$ by

$$Q_T^d(p) := q_T(q, p). \quad (2.3)$$

For $V > 0$, denote by $\Phi_V(\cdot)$ the normal distribution on $\mathbb{R}^d$ with mean 0 and variance $V$ times the identity matrix. Algorithm 1 defines the simplest “ideal” HMC Markov chain (see Figure 1):

**Algorithm 1** Idealized HMC

**parameters:** Potential $U$, trajectory time $T > 0$.
**input:** Initial point $X_0 \in \mathbb{R}^d$.
**output:** Markov chain $X_0, X_1, \ldots$.

1: for $i = 0, 1, \ldots$ do
2: Sample $p_i \sim N(0, I_d)$.
3: Set $X_{i+1} = Q_T^d(p_i)$.
4: end for

In the context of HMC, we refer to $q_i$ as the *position* variable and $p_i$ as the *momentum* variable. In this context, we call $\mathbb{R}^d$ the *state space* of the algorithm and $\mathbb{R}^{2d}$ the *phase space* of the HMC algorithm.

Note that the sequence $\{X_i\}_{i \geq 0}$ is a deterministic function of its initial value $X_0$ and the i.i.d. sequence $\{p_i\}_{i \geq 0}$ of momentum updates sampled during this algorithm. In the Markov chain literature, this fact is summarized by saying that this algorithm defines a random mapping representation of $\{X_i\}_{i \geq 0}$ with update sequence $\{p_i\}_{i \geq 0}$ (see Chapter 1.2 of [29]). In particular, the fact that this algorithm gives a random mapping representation means that it is possible to define a coupling of two Markov chains evolving according to this algorithm by defining a coupling of the momentum updates. All of the HMC-based algorithms defined in this paper will also have this property, and we will use it throughout the paper to construct couplings of Markov chains. We will generally couple these Markov chains by setting their initial momenta to be equal at each step. Finally, note that this algorithm also naturally defines the nonreversible Markov chain $\{(X_i, p_i)\}_{i \geq 0}$, which we call the *phase-space chain* on $\mathbb{R}^{2d}$.

### 2.2 Approximate HMC Dynamics and unadjusted leapfrog HMC Algorithm

It is difficult to solve Hamilton’s equations (2.2) for most Hamiltonians of interest. In practice, one uses numerical integrators such as the Euler or leapfrog integrator in order to approximate solutions, with the leapfrog integrator being by far the most widely-used in practice (see [39]). In this paper we study the unadjusted leapfrog method. In this case, one obtains the following *unadjusted* HMC (UHMC) Markov chain; the main result of this paper is a bound on the running time of this algorithm:

**Algorithm 2** Unadjusted leapfrog HMC

**parameters:** Potential $U$, trajectory time $T > 0$, and integrator step size $\theta > 0$.
**input:** Initial point $X_0^d \in \mathbb{R}^d$.
**output:** Markov chain $X_0^d, X_1^d, \ldots$.

1: for $i = 0, 1, \ldots$ do
2: Sample $p_i \sim N(0, I_d)$.
3: Set $q_0 = X_i^d$ and $p_0 = p_i$.
4: for $j = 0 \text{ to } \lfloor \frac{T}{\theta} \rfloor - 1$ do
5: Set
   $$q_{j+1} = q_j + \theta p_j - \frac{1}{2} \theta^2 U' (q_j)$$
   $$p_{j+1} = p_j - \frac{1}{2} \theta U'(q_j) - \frac{1}{2} \theta U'(q_{j+1}).$$
6: end for
7: Set $X_{i+1}^d = q_j$.
8: end for

Algorithm 2 also naturally defines the phase-space unadjusted HMC Markov chain $\{(X_i^d, p_i)\}_{i \geq 0}$. Note that this Markov chain will generally not have the desired stationary measure $\pi$.

We set some notation for the leapfrog integrator. For $\theta > 0$, we use the following shorthand for a single step of the leapfrog integrator:

$$q_0^d(q, p) := q + \theta p - \frac{1}{2} \theta^2 U' (q), \quad (2.4)$$

$$p_0^d(q, p) := p - \frac{1}{2} \theta U'(q) - \frac{1}{2} \theta U'(q_0^d(q, p)), \quad \forall q, p \in \mathbb{R}^d.$$
3 Main Result

Using the bounds on the mixing of ideal HMC dynamics in our companion paper [33], we can obtain similar results for the unadjusted numerical implementation of HMC with the leapfrog integrator. Note that we give a range on the value of the parameter $\theta$ for which the conclusion holds.

**Theorem 1** (Mixing of first-order Unadjusted HMC). For $0 < \epsilon < e^{-1}$, let $U$ satisfy Assumptions 2.1 and 2.2, and let $T = \frac{1}{2\sqrt{2} \sqrt{\frac{m^2}{M^2}}}$. For all $\theta > 0$, let $Q_\theta$ be the transition kernel defined in Algorithm 2 with these parameters.

Then there exists some $\theta_0 = \theta_0(m_2, M_2, d, \epsilon)$ satisfying

$$\theta_0 = \Omega \left( d^{-\frac{5}{2}} \times \epsilon \times \left( \frac{M_2}{m_2} \right)^{-4.5} \right)$$

and some universal constant $0 < c < \infty$ so that, for all $0 < \theta \leq \theta_0$, the following holds:

For all $I \geq c \frac{M^2}{m_2^2} \log(\frac{M_2}{m_2^2})$ and all $x$ satisfying $\|x\| \leq \frac{\sqrt{d}}{\sqrt{m_2}}$,

$$W_1(Q_\theta^I(x, \cdot), \pi) \leq \epsilon. \quad (3.1)$$

Finally, if we choose $\theta = \tilde{\Omega}(\theta_0)$, then

$$\tilde{O} \left( d^{\frac{5}{2}} \times \epsilon^{-1} \times \left( \frac{M_2}{m_2} \right)^{6.5} \right)$$

gradient evaluations are needed to compute the first $s = c \frac{M^2}{m_2^2} \log(\frac{M_2}{m_2^2})$ steps of the Markov chain.

**Remark 3.1** (Starting Point). Under the assumption that $U$ is strongly log-concave, it is straightforward to find a starting point $x \in \mathbb{R}^d$ within distance $\frac{\sqrt{d}}{\sqrt{m_2}}$ of the unique minimum of $U$ using algorithms from convex optimization.

**Remark 3.2** (Trajectory Time). Theorem 1 is stated for the largest-possible trajectory time $T = \frac{1}{2\sqrt{2} \sqrt{\frac{m^2}{M^2}}}$. Note, however, that the constants $m_2$ and $M_2$ in the statement of the theorem are merely bounds on the Hessian of $U$; they do not need to be the largest and smallest singular values. In particular, Theorem 1 as stated gives bounds on all trajectory times $0 \leq T \leq \frac{1}{2\sqrt{2} \sqrt{\frac{m^2}{M^2}}}$. 

**Remark 3.3** (Curvature Ratio). The ratio $\frac{M_2}{m_2}$ that appears prominently in the conclusions of Theorem 1 can be made much smaller for realistic examples by the use of appropriate preconditioning steps. See Section 6.1 for details.

**Remark 3.4** (Ergodicity, Volume-Preservation and Optimality). Our proofs simply view Algorithm 2 as a first-order approximation of the “ideal” Algorithm 1, and do not greatly rely on the details of this approximation. As a consequence, we don’t rely on, or capture, several features of HMC that are widely-believed to be important. Most blatantly, we do not prove that the chain $Q_\theta$ appearing in Theorem 1 is ergodic, and we don’t need this for the result to hold1. Similarly, one oft-mentioned motivation for the leapfrog algorithm is that it preserves both volume and energy much more accurately than “generic” integrators, but we don’t use this property in our proof.

This “blunt” viewpoint is sufficient to obtain the $\sqrt{d}$ dependence on dimension that we wished to find in this paper, but we suspect that a more detailed analysis of the leapfrog integrator could be useful for obtaining very precise bounds.

4 Further Related Literature

There is a large literature on obtaining quantitative bounds on the convergence rates of Markov chains (see [27] for an introduction to the statistical literature on the topic, and [12] for connections in other fields, including computer science). In general, it is difficult to obtain good quantitative bounds for large classes of chains. As such, the literature focuses on either finding very tight bounds for specific chains (see e.g. [13]) or on quantitative bounds on the running time of the algorithm as a function of the problem complexity (see e.g. [4] or essentially any paper in the large computer science literature on the subject). Our work falls in the latter category.

Although there are many papers that obtain quantitative bounds on the convergence of Markov chains, there are few quantitative bounds on the convergence of HMC. To our knowledge, [47] is the only previous work that focuses on obtaining quantitative bounds on the convergence rates of HMC, and it served as an inspiration for this work. A number of other papers, most prominently [2], had also worked on the problem of calculating the computational complexity of HMC algorithms by computing the rate at which certain proxies for the mixing or relaxation time of HMC increase with the dimension of the target distribution under reasonable conditions (see [44] for a general discussion relating results similar to [2] to the usual notions of complexity). Several other papers give calculations that imply or suggest quantitative bounds, though we are not aware of any that are close to tight (see e.g. the discussion in Section 7.5 of [30]).

1We do use the fact that the ideal chain is ergodic; this is an immediate consequence of the main contraction inequality in the companion paper [33].
In our opinion, the earlier work that most closely resembles our main result is [16], which studies the non-asymptotic mixing properties of the Langevin algorithm on strongly log-concave distributions. Their main results hold under essentially the same conditions as our Theorem 1, except that they require the additional assumption of a Lipschitz Hessian. See also [11], which studies very similar conditions to [16]. More recent independent work [9] also gives quantitative bounds for an “underdamped” version of the Langevin algorithm that matches our dimension dependence \( d^2 \); the authors explain that this underdamped version of the Langevin algorithm is closely related to HMC. The underdamped Langevin diffusion, the continuous-time process on which the underdamped Langevin algorithm is based, has been previously studied in [19, 6, 49, 25, 15, 50, 8, 14, 38].

In recent independent work [28], the authors have obtained quantitative bounds for a different version of HMC, called Riemannian HMC. Their bounds apply to a class of target distributions that include distributions that are not log-concave, although like [47] their bounds only apply to trajectories with very short step sizes and consequently do not imply the results in this paper. Since writing our first version of this paper, the paper [5] has used a refined coupling approach to obtain useful quantitative bounds on the convergence of the usual leapfrog HMC algorithm. [36] use many of the tools developed in our paper to obtain further improvements on the running time bounds for leapfrog HMC in special cases of strongly log-concave distributions with bounded higher-order derivatives. Some examples of these distributions include distributions used in logistic regression as well as other non-separable empirical distributions (see also the ArXiv version of our paper [34] for related improvements in the special case where these distributions are separable). Finally, our recent work [31, 32] quantitatively compares the convergence rates of HMC and RWM in a different, “highly-multimodal,” regime.

We also mention some papers that are on different topics, but have technical similarities. First, we remark that our arguments are based on viewing the leapfrog algorithm as a small perturbation of the “ideal” HMC algorithm. As such, they are closely related to bounds in the “approximate MCMC” literature, including e.g. [20, 46, 1, 26, 43, 40].

We also note that our arguments are based on computing the contraction rate of explicit couplings. Similar couplings have been used to study processes that are closely related to HMC (see e.g. [3, 19] and of course [5] for contractions of closely-related processes) and more generally for analyzing processes related to MCMC (see e.g. the analysis in [22], and e.g. [7, 41] for more generic discussion of contraction in the MCMC literature).

5 Application to Bayesian logistic regression

As an application, we consider Bayesian logistic regression with Gaussian priors, also called “ridge” regression. This example was previously considered in [16] as an application of the unadjusted Langevin algorithm, and we can bound the running time of HMC using the same strong convexity and Lipschitz gradient bounds that were used in [16] to bound the running time of ULA.

Recall that the “ridge” regression posterior is of the form

\[
U(\theta) = \frac{1}{2} \theta^T \Sigma^{-1} \theta - \sum_{i=1}^r Y_i \log(F(\theta^T X_i)) + (1 - Y_i) \log(F(-\theta^T X_i)),
\]

where the data vectors \( X_1, \ldots, X_r \in \mathbb{R}^d \) are thought of as independent variables, the binary data \( Y_1, \ldots, Y_r \in \{0, 1\} \) are the dependent variables, and \( F(s) = (e^{-s} + 1)^{-1} \) is the logistic function. The positive definite matrix \( \Sigma \) is the covariance matrix of the Gaussian prior.

The Hessian \( H_x \) of \( U \) is

\[
H_x = \Sigma^{-1} + \sum_{k=1}^r F'(x^T X_k) X_k X_k^T.
\]

Therefore \( U \) satisfies Assumption 2.1 with strong convexity constant \( m_2 = \lambda_{\text{min}}(\Sigma^{-1}) \), since this choice of \( m_2 \) gives a lower bound on the eigenvalues of \( H_x \). Moreover, Assumption 2.2 is satisfied with Lipschitz gradient constant \( M_2 = \lambda_{\text{max}}(\Sigma^{-1} + \sum_{k=1}^r X_k X_k^T) \), since this choice of \( M_2 \) gives an upper bound on the eigenvalues of \( H_x \). Applying Theorem 1 with these bounds on \( m_2 \) and \( M_2 \) then gives running time bounds for generating samples from this class of targets using HMC.

6 Discussion

In this paper, we provide useful bounds on the convergence rate of HMC under rather strong assumptions of strong log-concavity. These bounds improve on several earlier results, and in particular give mixing bounds with near-optimal dependence on dimension for certain implementable variants of HMC, but we leave many important questions open. In this section, we mention some that seem most interesting.
6.1 Preconditioning and Optimization

Our main results are stated in terms of the ratio $\frac{m_2}{M_2}$ of upper and lower bounds $m_2$, $M_2$ on the Hessian of the potential $U$. This ratio can be quite large for many target distributions, such as the posterior distribution of a regression problem in which different coefficients have very different sizes. In this section, we show that simple preprocessing steps can make this ratio much smaller, thus making our bounds much better in practice than they might first appear. We note that this preprocessing is common in other “geometric” Markov chain applications (see e.g. the survey [48]). The basic idea is to find a linear transformation of the potential for which this ratio is small on the bulk of the target distribution. Fix a probability distribution $\pi$ given by $\pi(x) = \frac{1}{\int_{\mathbb{R}^d} e^{-U(x)} dx} e^{-U(x)}$ for some potential function $U$. We consider the assumption:

**Definition 6.1 (Rounding Matrix).** Fix a constant $\epsilon > 0$. Define the bulk level set $\mathcal{S}_\epsilon$ of $\pi$ by the pair of equations

$$L_\epsilon = \inf \{ C : \pi(\{ x : \pi(x) \geq C \}) \leq 1 - \epsilon \},$$

$$\mathcal{S}_\epsilon = \{ x : \pi(x) \geq L_\epsilon \}.$$

Call a matrix $A$ a rounding matrix for $\pi$ with constants $\epsilon, m_2, M_2$ if the eigenvalues of the Hessian of $\hat{U}(x) := U(A^{-1}x)$ are bounded below and above by $m_2$ and $M_2$, respectively, at every point $x \in A \mathcal{S}_\epsilon$.

For every $x \in \mathbb{R}^d$, define $H_x$ to be the Hessian of $U$ evaluated at $x$. The following theorem says that, if there exists a linear transformation with associated ratio $\frac{m_2}{M_2}$, then it is easy to find a linear transformation with associated ratio $\frac{M_2^2}{m_2^2}$:

**Theorem 2.** Fix a probability distribution $\pi(x) = \frac{1}{\int_{\mathbb{R}^d} e^{-U(x)} dx} e^{-U(x)}$. Suppose that there exists a rounding matrix $A$ for $\pi$ with constants $\epsilon, m_2, M_2 > 0$. Define $\hat{U}(z) := U(\sqrt{\mathcal{S}_\epsilon}^{-1} z)$ for $z \in \mathbb{R}^d$. For every $\zeta \in \mathbb{R}^d$, let $\hat{H}_\zeta$ be the Hessian of $\hat{U}$ evaluated at the point $z = \sqrt{\mathcal{S}_\epsilon} \zeta$. Then for every $y \in \mathcal{S}_\epsilon$, $\hat{H}_y$ has all its eigenvalues bounded below and above by $\frac{m_2}{M_2}$ and $\frac{M_2}{m_2}$, respectively.

**Proof.** As in Definition 6.1, let $\hat{U}(z) := U(A^{-1}z)$ for every $z \in \mathbb{R}^d$. For every $\zeta \in \mathbb{R}^d$, let $\hat{H}_\zeta$ be the Hessian of $\hat{U}(z)$ evaluated at the point $z = A \zeta$. By Definition 6.1,

$$m_2 u^\top u \leq u^\top \hat{H}_\zeta u \leq M_2 u^\top u,$$

for all $\zeta \in \mathcal{S}_\epsilon$ and all $u \in \mathbb{R}^d$. Fixing $x \in \mathcal{S}_\epsilon$ and applying Inequality (6.1) twice gives:

$$\frac{m_2}{M_2} u^\top \hat{H}_x u \leq \frac{m_2}{M_2} u^\top \hat{H}_x u \leq \frac{M_2}{m_2} u^\top \hat{H}_x u.$$

Since $\sqrt{\mathcal{H}} = A \sqrt{\mathcal{H}}$ for every $z \in \mathbb{R}^d$, applying Equation (6.2) with $v = Au$ gives

$$\frac{m_2}{M_2} v^\top H_x v \leq v^\top H_y v \leq \frac{M_2}{m_2} v^\top H_x v$$

for any $u \in \mathbb{R}^d$ (and hence for any $v \in \mathbb{R}^d$, since $A$ is invertible).

Now $\sqrt{\mathcal{H}} = \sqrt{\mathcal{H}}^{-1} \sqrt{\mathcal{H}}$ for every $z \in \mathbb{R}^d$. Therefore, Equation (6.3) implies that:

$$\frac{m_2}{M_2} v^\top v \leq v^\top H_y v \leq \frac{M_2}{m_2} v^\top v$$

for every $y \in \mathcal{S}_\epsilon$ and every $v \in \mathbb{R}^d$. Therefore, by the minimax theorem for eigenvalues, $\hat{H}_y$ has all its eigenvalues bounded between $\frac{m_2}{M_2}$ and $\frac{M_2}{m_2}$ for all $y \in \mathcal{S}_\epsilon$. \hfill \Box

6.2 Riemannian HMC

This paper analyzes one of the simplest possible HMC algorithms. However, many other variants exist. Riemannian HMC, introduced in [21], is one of the most popular. This approach seems to obviate the need for the preconditioning step discussed in Section 6.1. Although the authors of [28] analyze the Riemannian HMC algorithm for very short trajectory times on the order of the step-size of the Langevin algorithm, it would be interesting to analyze Riemannian HMC for longer trajectory times. It is widely believed that longer trajectory times result in more efficient algorithms, but we are not aware of any work (besides the bounds of the present paper, for “standard” HMC) that provides quantitative bounds in support of this belief.

6.3 De-biasing with Coupling for Parallel Processing

In [24], a coupling similar to the one described in Section 2.1.3 is used to provide unbiased samples of the target density from HMC Markov chains that are numerically implemented in parallel. As the authors of [24] ask in their discussion section, it would be interesting to see if the quantitative bounds obtained in our paper with this coupling could be used to provide stronger convergence guarantees for their algorithm.
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