Low-Dimensional Density Ratio Estimation for Covariate Shift Correction

Abstract

Covariate shift is a prevalent setting for supervised learning in the wild when the training and test data are drawn from different time periods, different but related domains, or via different sampling strategies. This paper addresses a transfer learning setting, with covariate shift between source and target domains. Most existing methods for correcting covariate shift exploit density ratios of the features to reweight the source-domain data, and when the features are high-dimensional, the estimated density ratios may suffer large estimation variances, leading to poor prediction performance. In this work, we investigate the dependence of covariate shift correction performance on the dimensionality of the features, and propose a correction method that finds a low-dimensional representation of the features, which takes into account feature relevant to the target Y, and exploits the density ratio of this representation for importance reweighting. We discuss the factors affecting the performance of our method and demonstrate its capabilities on both pseudo-real and real-world data.

1 Introduction

We are concerned with the learning problem where we are given labeled training (source-domain) data $(x_1^{tr}, y_1^{tr}), ..., (x_n^{tr}, y_n^{tr}) \subseteq \mathcal{X} \times \mathcal{Y}$, generated from joint distribution $P_{XY}^{tr}$, and aim to find a function that can predict the target $Y$ from the features $X$ on test (target-domain) data $(x_1^{te}, y_1^{te}), ..., (x_n^{te}, y_n^{te}) \subseteq \mathcal{X} \times \mathcal{Y}$, generated by $P_{XY}^{te}$, where the labels $y^{te}$ are not observed. While most off-the-shelf supervised learning algorithms assume that $P_{XY}^{te} = P_{XY}^{tr}$, this might not be the case in practice. For example, consider the task of predicting a prognostic outcome in cancer patient cohorts given abundant clinical and molecular data such as gene expression. The data would often be collected from different populations and may be generated and processed under different lab conditions for the training and test cohorts. In this case, assuming that the joint distributions in the two domains are identical may lead to poor prediction performance.

Covariate shift (aka sample selection bias) [1, 2, 3] is the transfer learning setting in which $P_{XY}^{te} \neq P_{XY}^{tr}$ where the distribution of the features changes between the training and test domains ($P_X^{te} = P_X^{tr}$), with the assumption that $P_{Y|X}^{te} = P_{Y|X}^{tr}$. The general approach to accounting for this particular distribution difference is to re-weight the source-domain labeled data such that the weighted data and the target-domain data have the same distribution, and then incorporate this weight information into the appropriate supervised learning procedure [4, 5, 6, 7]. More formally, the goal is to minimize the risk under the test data distribution, given by $R_{\beta}(l) = \mathbb{E}_{(X,Y) \sim P_{XY}^{te}}[l(x,y;\theta)]$. Density ratio-based covariate shift correction aims to find a re-weighting function $\beta(x)$ such that the reweighted risk in the source domain given by $R_{\beta}^{tr}(l) = \mathbb{E}_{(X,Y) \sim P_{XY}^{tr}}[\beta(x)l(x,y;\theta)]$ matches the risk under the test data distribution (i.e. $R_{\beta}^{te}(l) = R_{\beta}^{te}(l)$). The optimal function $\beta$ is given by the density ratio $\beta(x) = \frac{P_X^{tr}(x)}{P_X^{te}(x)}$.

In density ratio-based covariate shift correction, while $\beta$ is a consistent estimator of the density ratio, it can suffer high variance in the finite sample case, as initially demonstrated in [8]. A key contributing factor to this variance in the estimate is the dimensionality of the data, and this is very apparent if one attempts to estimate the densities $p_X^{te}(x)$ and $p_X^{tr}(x)$ from data and
then calculate their ratio. In high dimensions, dividing by an estimated quantity like a density can amplify the error [9]. To avoid estimating the density and performing the division explicitly, various methods have been developed to find the density ratio directly via criteria such as moment matching [5], KL divergence, [4], and relative Pearson divergence via least squares density estimation [7], and thus achieve better statistical and/or computational efficiency. However, even if \( \beta \) is estimated very accurately, the prediction risk in the target domain may suffer high variance if the dimensionality of the features is high. This indicates that reducing the data dimensionality may improve prediction performance in the target domain.

To cope with this problem, there have also been efforts to reduce the dimensionality used in estimating the density ratio by searching for a low-dimensional subspace where the marginal distributions of the source and target domains are different; see, e.g., the method of Least-Squares Hetero-distributional Subspace Search (LHSS) [10]. Another way to cope with high dimensionality is by expanding the density ratio in terms of eigenfunctions of a kernel-based operator [11]. While these directions have shown improvements in estimating the density ratio, they do not take into account the relevance of the features to the target variable \( Y \); as a consequence, they may risk discarding useful information for prediction, and may still have unnecessarily high variance in the estimated density ratio (e.g., consider the case where a particular feature is independent from \( Y \) and the remaining features but has very different distributions across domains). Finding alternative ways of reducing the dimensionality of the features to improve prediction under covariate shift is our goal. Furthermore, the finite-sample generalization bounds performed thus far focus on the effect of sample size in the source and target domains. In this study, we extend some of these results and analyze them in terms of dimensionality, in order to provide insight into the relationship between covariate shift correction performance and the number of features.

**Related Work** The theory of domain adaptation has been studied extensively in several settings; for instance, see [12, 13, 14]. There has also been a rich body of work done regarding covariate shift (sample selection bias) both from a theoretical and empirical points of view. The consistency of the density ratio importance weights was established [8], and it was demonstrated that in the finite sample scenario, the estimate suffers higher variance. Sample selection bias was approached from a learning theoretic point of view [2], and how various supervised learning algorithms behave was studied in this setting. Maximum-entropy density estimation was also investigated under sample selection bias [15]. As previously mentioned, several prior studies have attempted to avoid estimating the densities of the target and source domains and calculating the ratio explicitly with various methodologies; see, e.g., [16, 4, 17, 6, 18]. Regarding the theoretical properties of covariate shift correction, finite sample analyses of the risk in the target domain have been conducted [5], producing a transductive bound of the empirical weighted risk for the kernel mean matching (KMM) method (this result was stated in Corollary 1 below). Furthermore, the effects of the estimation error of \( \beta \) on the risk in the target domain have been analyzed for KMM [19]. The generalization error under covariate shift has been provided without assuming boundedness on the weights \( \beta \), but instead assuming that the second moment is bounded [20].

### 2 Motivation

To illustrate the problem more clearly, let us consider one of the main transductive results on the empirical weighted risk in the training data, proven in [5]:

**Corollary 1** [5] With probability \( 1 - \delta \) the following bound on the expected risk in the target domain holds:

\[
\sup_{l(\cdot, \theta)} \left| \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \beta_i l(x_i^{tr}, y_i^{tr}, \theta) - E_{Y|X} \left[ \frac{1}{n_{te}} \sum_{i=1}^{n_{te}} l(x_i^{te}, y_i^{te}, \theta) \right] \right| \\
\leq ||\beta|| \cdot CR \cdot \frac{2 + \sqrt{4 \log(1/\delta)}}{\sqrt{n_{tr}}} + \frac{C(1 + \sqrt{4 \log(1/\delta)}) \sqrt{B^2/n_{tr} + 1/n_{te}}}{n_{tr}},
\]

where \( C \) and \( R \) are constants specific to the model class of \( l(\cdot, \theta) \), and \( B \) is the upper bound of \( \beta \).

Now consider an example in which data were generated according to a simple model given by: \( X_{tr} \sim 0.5N([0, ..., 0]^d, \Sigma) + 0.5N([0.5, ..., 0.5]^d, \Sigma) \), \( X_{te} \sim 0.5N([1.5, ..., 1.5]^d, \Sigma) + 0.5N([2, ..., 2]^d, \Sigma) \), \( P(Y = 1|X) = \text{sigmoid}(X_1 + 5 \tan(X_1)) \), where we can range \( d \) to explore the behavior of importance re-weighting with varying dimensionality. One can appreciate that in this toy example, the target \( Y \) only depends on the first feature \( X_1 \). However, when we plot this bound, we see that the variance of the empirical risk estimate grows with increasing dimensionality (as seen in Figure 1b). Furthermore, there are additional difficulties that arise with the task of estimating \( \hat{\beta} \) from data, in which the estimation error \( ||\beta - \hat{\beta}||^2 \) is also larger with increasing dimensionality, as shown in Figure 1a. Finally, to observe the effect of these phenomena on prediction accuracy, we plotted the classification accuracy using logistic regression for the above-mentioned dataset in Figure 1c. It is clear that as the dimensionality increases, the prediction accuracy deteriorates.

Given these observations, a question arises: is there a way to automatically derive and make use of the relevant low-dimensional representation of the features.
for the purpose of covariate shift correction? If we could find such a low-dimensional representation to capture all of the relevant information in the features \(X\) relative to the target \(Y\), then we would be able to perform covariate shift correction on this representation and enjoy a low variance and high estimation accuracy of the importance weights, as well as low variance of the empirical risk. Note that the target-domain risk can be expressed as the re-weighted source domain risk: 

\[
R_{tr}(l) = \int P_{tr} \cdot \frac{P_{tr}}{P_{X|Y}} l(x, y; \theta) dx dy = \int P_{tr} \cdot \frac{P_{tr}}{P_{X|Y}} l(x, y; \theta) dx dy = R_{tr}^{(h)}(l).
\]

Given features \(X \in \mathbb{R}^D\), it is possible to find a function of the features \(X, h: \mathbb{R}^D \rightarrow \mathbb{R}^d\) such that the ratio \(\beta_h(x) = \frac{P_{tr}(h(x))}{P_{tr}(h(x))}\) can be used to express the target-domain risk in term of the re-weighted source domain risk (i.e. such that \(R_{tr}(l) = R_{tr}^{(h)}(l)\))? 

**3 A Low-Dimensional Reweighting Approach**

Since covariate shift correction can suffer in high dimensions, the goal is to find a principled way to represent \(X\) in a low-dimensional space, which means that for \(X \in \mathbb{R}^D\), we need to find a function \(h: \mathbb{R}^D \rightarrow \mathbb{R}^d\) s.t. \(D > d\), such that \(\beta_h(x) = \frac{P_{tr}(h(x))}{P_{tr}(h(x))}\) is a density ratio that can be used to express the risk in the target domain in the population case. For this purpose, we develop the following result, inspired by the idea of propensity score in causal estimation [21]. It identifies some key properties that an appropriate function \(h(x)\) needs to have.

**Theorem 1:** Suppose i) \(X \perp Y | h(X)\) and that ii) the loss \(l(x, y; \theta)\) can be rewritten as \(l_h(h(x), y; \theta')\), which involves \(h(x)\) instead of \(x\). Then density ratio \(\beta_h(x) = \frac{P_{tr}(h(x))}{P_{tr}(h(x))}\) and \(\beta(x) = \frac{p_{tr}(x)}{p_{tr}(x)}\) are loss-equivalent for covariate shift correction, in the sense that \(\mathbb{E}(X, Y) \cdot \mathbb{E}_{tr}[l(x, y; \theta)] = \mathbb{E}(h(X), Y) \cdot \mathbb{E}_{tr}[\beta(h(x))h(h(x), y; \theta')]\).

This result implies that \(\beta_h := \beta(h(x))\) is just as optimal as \(\beta\) in terms of minimizing the target-domain risk in the infinite sample case, but \(h(X)\) could potentially have lower dimensionality and thus avoid negative effects that high dimensionality has on prediction performance in the covariate shift setting. Condition ii) will hold if the optimal function \(f(x)\) can be rewritten as a function of \(h(x)\)-intuitively, if \(X \perp Y | h(X)\), \(h(X)\) contains all information in \(X\) that is relevant to \(Y\), and hence the optimal prediction function \(f(x)\) is also a function of \(h(x)\). (The effect of the functional class of \(f(x)\) will be discussed later.)

Now that we have established the main property required for \(h(X)\), we need to find a function \(h\) that satisfies it. Thus, we identify two functions that satisfy these properties for the purposes of classification and regression respectively, in the following proposition:

**Proposition 1:** Suppose \(Y\) is binary. Then \(h(x) = p(Y = 1|X)\) satisfies \(X \perp Y | h(X)\). Suppose \(Y\) is continuous and that \(Y = f(X) + \epsilon\), where \(\epsilon\) is noise and is independent from \(X\). Then \(h(X) = \mathbb{E}[Y|X]\).

In the covariate shift setting, the main premise is that although \(P(Y = 1|X)\) and \(\mathbb{E}[Y|X]\) do not change, they are too complex to be reliably estimated by a simple method from a finite labeled sample in the source domain (otherwise, there would be no need for covariate shift correction since \(P_{tr}^{(h)} = P_{tr}^{(h)}|X\)). We need a way to estimate a rather simple function \(h(X)\) that satisfies the conditional independence property required by Theorem 1 using source-domain data.

**3.1 Approximating the Low-Dimensional Representation**

Our approach involves finding a low-dimensional representation of \(X\) via a random vector \(h(X) = h = [h_1(X)\ldots h_d(X)]\), such that \(X \perp Y | h(X)\). We can use kernel methods and covariance operators in Hilbert Space to express the degree to which \(h(X)\) satisfies the conditional independence property, which was widely applied in sufficient dimension reduction [22, 23].

Denote by \(x \in \mathbb{R}^{D \times 1}\) a data vector, let \(X \in \mathbb{R}^{D \times n}\) be the data matrix, where the data vectors \(x\) are stacked as columns, and \(Y \in \mathbb{R}^{1 \times n}\) be a one-dimensional vector of the target variable observations. Let \(k\) be a positive semidefinite kernel function with corresponding RKHS \(\mathcal{H}_k\) and a feature map \(\psi: \mathbb{R}^d \rightarrow \mathcal{H}_k\) (s.t. for \(x_1, x_2 \in X\), \(k(x_1, x_2) = \langle \psi(x_1), \psi(x_2) \rangle_{\mathcal{H}_k}\)). Similarly, let kernel \(l\) correspond to a feature map \(\rho: \mathcal{Y} \rightarrow \mathcal{H}_l\) and kernel \(m\) correspond to a feature map of \(h(X)\), given by \(\phi: \mathbb{R}^d \rightarrow \mathcal{H}_m\) (in this paper we use the Gaussian RBF kernel \(k(x_1, x_2) = \exp(-||x_1 - x_2||^2/\sigma^2)\)). Then, the cross-covariance operator \(\mathcal{U}_{Y|X}\) from \(\mathcal{H}_k\) to \(\mathcal{H}_l\) is given by the following relationship:

\[
\langle g, \mathcal{U}_{Y|X} f \rangle_{\mathcal{H}_l} := \mathbb{E}_{XY}[f(X)g(Y)] - \mathbb{E}_{X}[f(X)]\mathbb{E}_{Y}[g(Y)],
\]

for all \(f \in \mathcal{H}_k, g \in \mathcal{H}_l\), and it means this linear operator acts with the inner product to express the covariance between \(f(X)\) and \(g(Y)\) [22]. The conditional covariance operator is defined as [24, 22]:

\[
\mathcal{U}_{Y|X|h(X)} := \mathcal{U}_{Y|X} - \mathcal{U}_{Y|X,h(X)} \mathcal{U}^{-1}_{h(X),h(X)} \mathcal{U}_{h(X),Y}.
\]

It can be shown that this operator can be used to express independence properties between \(X\) and \(Y\). More specifically [22]:

\[
X \perp Y | h(X) \iff \mathcal{U}_{Y|X|h(X)} - \mathcal{U}_{Y|X} = 0.
\]
The conditional dependence between $Y$ and $X$ given $h(X)$ can be minimized by minimizing the trace of the conditional covariance operator, given by $\text{Tr}[\mathcal{U}_{Y|h(X)}]$. Given a finite labeled training sample, the operators $\mathcal{U}_{Y}, \mathcal{U}_{h(X)}$ and $\mathcal{U}_{h(X),h(X)}$ can be estimated in the source domain by $\frac{1}{n_{tr}}\rho(Y)\rho(Y)^T$, $\frac{1}{n_{tr}}\rho(Y)\phi(h(X))^T$ and $\phi(h(X))\phi(h(X))^T$ respectively.

The estimated trace of the conditional covariance operator $\text{Tr}[\mathcal{U}_{Y|h(X)}]$ can then be estimated using kernel Gram matrices in the source domain (please see Appendix for details). Furthermore, it can be minimized if $h(X)$ is represented by a linear projection of $X$ given by: $h(X) = W^TX$, where $W \in \mathbb{R}^{D \times d}$ has orthonormal columns to prevent extracting redundant information from $X$. This means that we are searching for a subspace onto which to project the data such that $X$ and $Y$ are independent given the projection, yielding the following problem to find $W$:

$$\arg\min_W C(W) = \text{Tr}[\mathcal{U}_{Y|h(X)}] \quad (1)$$

subject to $W^TW = I \quad (2)$

This problem can be solved by conjugate gradient descent on the Grassman manifold [25].

### 3.2 Estimating Importance Weights via Kernel Mean Matching

Given the kernel $k_m$ corresponding to the feature map $\phi$ of the projection $x_W = W^T x$, the importance weights $\hat{\beta}_W$ can be estimated using the common approach of KMM [18]:

$$\hat{\beta}_W = \arg\min_{\beta} \left\{ \frac{1}{n_{tr}} \sum_{i=1}^{n_{tr}} \beta_i \phi(x_{ti}^e) - \frac{1}{n_{te}} \sum_{i=1}^{n_{te}} \phi(x_{ti}^e) \right\}$$

subject to $\beta_i \in [0, B], \forall i, \sum_{i=1}^{n_{tr}} \beta_i - n_{tr} \xi \leq n_{tr} \xi \quad (3)$

where a good value for $\xi$ is $O(B/\sqrt{n_{tr}})$ [5]. This problem is a quadratic program in terms of kernel operations and can be easily solved with standard packages. Thus, the procedure for finding the importance weights using a low-dimensional representation of $X$ consists of two steps:

1. Use the source-domain labeled training data to solve problem in equation 1 to obtain $W$ such that $Y \perp X|W^TX$.

2. Obtain $\hat{\beta}_W$ by solving problem in equation 3 on the projected unlabeled data $x_W$ in the source and target domains using the operator $W$.

After these two steps are completed, $\hat{\beta}_W$ can be used along with the projections $x_{Wi}, \ldots, x_{Wn}$ to do covariate shift correction and subsequently apply a supervised learning algorithm on the reweighted projected source-domain data points.

An important design choice of this algorithm is $d$, the dimensionality of the projection $W^TX$. To select this value, we perform $5$-fold cross-validation on the source-domain data, and select the dimensionality that yields the lowest average cost $C(W)$ (from equation 1) across the hold-out samples.

### 4 Theoretical Analysis

In this study, we first shall analyze the generalization error in the target domain with a fixed $X$ distribution. Before we do so, let us outline the main notation we will use. Our aim is to bound the quantity $|R_{t_e}(l_{\hat{\beta}_W}) - R_{t_e}(l^*)|$, where (1) $R_{t_e}(l^*)$ is the optimal risk in the target domain and it is given by $R_{t_e}(l^*) = \mathbb{E}_{Y|X}[\frac{1}{n_{te}} \sum_{i=1}^{n_{te}} l^*(x_{i}^e, y_{i}^e, \theta)]$ for test data pairs $(x_{i}^e, y_{i}^e), \ldots, (x_{n_{te}}^e, y_{n_{te}}^e)$, where $l^* = \arg\min_{l \in \mathcal{H}} R_{t_e}(l)$; (2) $R_{t_e}(l_{\hat{\beta}_W})$ is the true risk arising from the loss applied on reweighted and dimensionality-reduced data using estimated weights $\hat{\beta}_W$, and it is given by $R_{t_e}(l_{\hat{\beta}_W}) = \mathbb{E}_{Y|X}[\frac{1}{n_{te}} \sum_{i=1}^{n_{te}} l_{\hat{\beta}_W}(x_{i}^e, y_{i}^e, \theta)]$. Here, $l_{\hat{\beta}_W}(x_{i}^e, y_{i}^e, \theta) = l(h_{\hat{\beta}_W}(x_{i}^e), y_{i}^e)$, where $h_{\hat{\beta}_W}$ is a hypothesis function on $X$ that has been learned from re-weighted projected training data using $\hat{\beta}_W$. The expected risk in the target domain with projected features is $R_{W}(l) = \mathbb{E}_{y|x}[\frac{1}{n_{tr}}\sum_{i=1}^{n_{tr}} l(W^T x_{i}^e, y_{i}^e, \theta)]$, and the optimal function $l_{W} = \arg\min_{l \in \mathcal{H}} R_{W}(l)$. As we shall see (and this is more explicit in the proof), this
Theorem 2: Assume that A1, A2 and A3 hold and let for each projected feature \( i \), \( ||\hat{\beta}_W(w_i^T x)||_2^2 \leq Q \). \( \hat{\beta}_W(w_i^T x) \leq T \) \( \forall i \in 1, \ldots, d \). Furthermore, let the importance weights \( \hat{\beta}_W \) be a result of the KMM procedure using a feature map \( \Phi : \mathcal{X} \rightarrow \mathcal{H} \) which corresponds to a kernel function \( k \) that satisfies A1, and such that \( ||\Phi(x_j)|| \leq U \) \( \forall j \in 1, \ldots, d \). Let \( \mathbf{K} \) be the kernel Gram matrix for kernel \( k \), \( \mathbf{K}_1, \mathbf{K}_2, \ldots, \mathbf{K}_d \) be the kernel Gram matrices of \( k(x(1), y(1)), \ldots, k(x(d), y(d)) \) respectively, and let \( \hat{\lambda} \) be the smallest among the minimum eigenvalues \( \lambda_{\min}(\mathbf{K}_1), \ldots, \lambda_{\min}(\mathbf{K}_d) \). Then with probability \( 1 - \delta \) the following bound in the target domain holds:

\[
|R^{\text{te}}(l_{\hat{\beta}_W}) - R^{\text{te}}(l^*)| \leq \frac{R^{\text{te}}(l^*) - R^{\text{te}}(l^*) + (2 + \sqrt{2\log(6/\delta)}QUd)}{\sqrt{n_{tr}}/\sqrt{Q}} + C(1 + \sqrt{2\log(6/\delta)}U^d)\sqrt{T^{2d}/n_{tr} + 1/n_{te}}
\]

\[
+ \sigma^2 \frac{\hat{\beta}_W}{\lambda^2} + \frac{\hat{\beta}_W^2}{\lambda^{d/2}} + \frac{\hat{\beta}_W}{\lambda^2} T^{2d}/n_{tr} + 1/n_{te}
\]

where \( \lambda \) is a hyper-parameter that controls regularization over the hypothesis set. The proof for this result can be found in the Appendix. The first term on the RHS corresponds to the bias that arises from the difference between the optimal hypothesis function given by covariate shift correction in the original \( D \)-dimensional space and the one given by covariate shift correction in the reduced \( d \)-dimensional space (our method). The second and third terms correspond to the variance of the empirical risk estimate, and the fourth term corresponds to the estimation error in \( \hat{\beta}_W \).

We can see from this bound that the dimensionality of the dataset is present in each term. Let us first assume that there is no bias in covariate shift correction after dimensionality reduction. For instance, consider an example where the true generating process for \( Y \) is \( Y = f(R^T X) + \epsilon \), where \( \mathbb{E}[^{\epsilon}] = 0 \). This implies that \( X \perp Y | R^T X \). Let the sample size be infinite. Suppose that we use the correct functional form for prediction, resulting in the optimal function under original covariate shift correction (using all of the features) given by \( \hat{Y} = f^*(R^T X) \), where \( R^* \) is a projection matrix and \( f^* \) is a nonlinear function. Our method can find \( \mathbf{W} \) such that \( X \perp Y | \mathbf{W}^T X \), so it follows that \( P(Y|R^T X) = P(Y|R^T X, X) = P(Y|\mathbf{W}^T X, X) = P(Y|\mathbf{W}^T X) \) (because the information of \( \mathbf{W}^T X \) and \( R^T X \) is contained in \( X \) and because of the conditional independence relations). This implies that we have \( f^* \) such that \( \mathbb{E}(Y|R^T X) = \mathbb{E}(Y|\mathbf{W}^T X) \), indicating that the optimal decision function under the original covariate shift setting and the one after dimensionality reduction are the same. This means that \( f^*(R^T X) = f^*(\mathbf{W}^T X) \). Therefore, one only needs to use a low-dimensional representation \( \mathbf{W}^T X \) and learn \( f^* \) instead of using all of the features of \( X \) and learn both \( R \) and \( f^* \). If \( f^* \) and \( f^* \) are in the same function class, there will be no bias, implying that the first term of the RHS will be equal to 0. In this case, the first term in the risk will vanish.

One should note, however, that there are cases in which performing dimensionality reduction with a linear transformation can incur large bias. Consider the case where \( X \) has two variables, and the generating process is \( X_2 = X_1^3 + \epsilon_1 \), \( Y = X_2^{1/3} + \epsilon_2 \). If under covariate shift, we use a linear model to predict \( Y \), then both \( X_1 \) and \( X_2 \) are relevant. However, our method would select only feature \( X_2 \), which has a nonlinear relationship in \( Y \), resulting in a large bias.

Even though in certain cases our method can have some bias, it can enjoy smaller variance in the risk estimate and smaller estimation error of the weights as a result of low dimensionality. First, the effective sample size \( S := n_{tr}^2/||\beta||^2 \geq n_{tr}^2/Q^d \) in the second term, as defined by Gretton et al. \([5]\), can get expo-
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mentially smaller as \( d \) increases, which explains one of the main reasons why performance may suffer in the target domain when the dimensionality of the data is high. \( d \) is also present in the exponent of constants \( T \) and \( U \) in the second and third term. This means that the variance increases exponentially with respect to \( d \).

Furthermore, the estimation error of the weights \( \beta_W \) also gets exponentially larger as \( d \) increases, as can be seen in the third term of the RHS. In the denominator, we have the value \( \lambda^{d/2} \), which is the minimum of the smallest eigenvalues corresponding to the kernel Gram matrices for each feature. This number can often be smaller than 1. For example, for the Gaussian RBF kernel this is guaranteed unless the kernel width used is so small that the kernel Gram matrix becomes the identity matrix. This follows from the fact that for the RBF kernel, \( \text{Tr}(K) = n = \sum_{i=1}^{n} \lambda_i(K) \) where \( \lambda_i(K) \) is the \( i \)-th largest eigenvalue, thus guaranteeing that \( \lambda_{\text{min}} < 1 \) if there is more than one unique eigenvalue.

The analysis above assumes that the features are mutually independent. We note that interestingly, the result will still hold in rather general situation in which features are dependent. This is because with suitable linear/nonlinear transformations, the transformed features will become mutually independent, according to the independent component analysis theory [26].

5 Empirical Evaluation

For the purposes of evaluating our method we performed experiments on both pseudo-real and real-world data: (1) for pseudo-real regression datasets, we created a source domain and a target domain from real datasets with an artificial sample selection bias, and (2) two real datasets consists of a classification problem and a regression problem. We compare our method, i.e., finding the low-dimensional representation \( W^T X \) and using it to compute the importance weights, with four prediction schemes, including: (i) no reweighting, which treats both the source and the target domains as if they came from the same distribution, (ii) using all the features to compute the importance weights (corresponding to original covariate shift correction), (iii) LHSS [10], as a marginal distribution-based dimensionality reduction method, and (iv) using a low-dimensional representation obtained by performing PCA and its density ratio for covariate shift correction.

For computing importance weights in schemes (ii) and (iii), we used the three above-mentioned algorithms: KMM ([18]), KLIEP ([4]) and RuLSIF [7], which were briefly described in the Related Work section above. We obtained the code for each of these baselines, and ran it on our datasets after tuning the methods to the best of our ability.

5.1 Pseudo-Real Data Experiments

We used benchmark regression datasets\(^1\) to generate pseudo-real data, which were also used in [18] and [19]. We biased the data in the following way, as in [19]. We made use of a sample selection variable \( s \), and we calculate a conditional probability of selecting a data point to be observed in the source domain given its features as \( p(s = 1|x) = \frac{1}{1+e^{-v}} \), where \( v = \frac{4w^T(x-x)}{w^Tw} \) and where \( w \) is a random projection vector chosen uniformly from \([-1, 1]^d\). As done in [19], we chose random directions \( w \) such that the selection probabilities yield sufficiently different performance between using no weights and using an ideal weight given by \( \beta(x) = \frac{1}{P(s=1|x)} \), thus ensuring that the biased dataset is a good candidate dataset for covariate shift correction. We performed this biased sampling scheme on 10 random subsamples of size 2000 from each of the original datasets.

We performed covariate shift correction on these biased datasets using the above-mentioned approaches and used KRR for regression; we present these results on Table 1 in terms of normalized mean-squared error (NMSE): \( \frac{1}{n_{te}} \sum_{i=1}^{n_{te}} \frac{(y_i - \hat{y}_i)^2}{\sigma^2} \); as performed in [19]. Regarding hyperparameters selection, here for KRR we used a kernel width \( \sigma = \sqrt{\frac{D}{2}} \) where \( D \) is the number of features of the dataset, as done in [19] (please see Appendix for more details on hyper-parameter settings). When using PCA for the baselines, we either reduced the dimensionality to 95 percent of the cumulative energy content or to the same number of dimensions used by our method, and report the best results. A table with standard deviations is included in the Appendix due to space constraints.

There are several take-aways from these experimental results. One can appreciate that the proposed method outperforms the baselines in the majority of the datasets, and it does so by a large margin. In the cases in which it does not outperform the baselines (such as "Abalone" and "Elevators"), it selects almost all the features and reduces to regular covariate shift correction. This may be because on these datasets, \( h(X) \) s.t. \( X \perp Y| h(X) \) cannot be summarized in a lower-dimensional linear projection of \( X \).

Furthermore, we see that on these datasets PCA as a dimensionality reduction technique is not effective for the purposes of covariate shift correction. This unreliability as a method for covariate shift correction likely comes from the fact that PCA does not take into account the relationship of the dimensions of \( X \) with the target \( Y \), and thus is likely to disregard relevant features that explain less of the variance in the data.

\(^1\)https://www.dcc.fc.up.pt/ltorgo/Regression/DataSets.html
Table 1: NMSE results on the baselines and the proposed method, on the pseudo-synthetic datasets. The methods with the suffix "-all" use all the features to calculate importance weights. The "-PCA" suffix means that PCA was used to represent the data in lower dimensions before estimating the weights \( \hat{\beta} \); the suffix "-W" means that the proposed low-dimensional representation given by \( \mathbf{W}^T \mathbf{X} \).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Unweighted</th>
<th>KMM-all</th>
<th>KLIEP-all</th>
<th>RuLSIF-all</th>
<th>LHSS</th>
<th>KMM-PCA</th>
<th>KLIEP-PCA</th>
<th>RuLSIF-PCA</th>
<th>KMM-W</th>
<th>D-W</th>
<th>D-original</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ailerons</td>
<td>2.26</td>
<td>2.01</td>
<td>2.09</td>
<td>2.18</td>
<td>2.06</td>
<td>2.72</td>
<td>2.74</td>
<td>2.81</td>
<td>0.92</td>
<td>9</td>
<td>40</td>
<td>0.0010</td>
</tr>
<tr>
<td>Bank32NH</td>
<td>0.79</td>
<td>0.79</td>
<td>0.82</td>
<td>0.78</td>
<td>0.73</td>
<td>0.91</td>
<td>0.92</td>
<td>0.91</td>
<td>0.62</td>
<td>11</td>
<td>32</td>
<td>0.0527</td>
</tr>
<tr>
<td>Bank8FM</td>
<td>0.81</td>
<td>0.78</td>
<td>0.84</td>
<td>0.79</td>
<td>0.74</td>
<td>0.92</td>
<td>0.99</td>
<td>0.99</td>
<td>0.32</td>
<td>1</td>
<td>8</td>
<td>0.0010</td>
</tr>
<tr>
<td>Abalone</td>
<td>0.99</td>
<td>0.87</td>
<td>0.90</td>
<td>0.95</td>
<td>0.85</td>
<td>1.27</td>
<td>1.05</td>
<td>0.96</td>
<td>0.87</td>
<td>7</td>
<td>7</td>
<td>0.7842</td>
</tr>
<tr>
<td>Elevators</td>
<td>1.14</td>
<td>1.02</td>
<td>1.07</td>
<td>1.12</td>
<td>1.02</td>
<td>1.50</td>
<td>1.10</td>
<td>1.12</td>
<td>1.06</td>
<td>18</td>
<td>16</td>
<td>0.4229</td>
</tr>
<tr>
<td>CPU-Act</td>
<td>1.56</td>
<td>1.29</td>
<td>1.46</td>
<td>1.44</td>
<td>1.36</td>
<td>2.12</td>
<td>2.10</td>
<td>2.22</td>
<td>0.53</td>
<td>13</td>
<td>21</td>
<td>0.0010</td>
</tr>
<tr>
<td>California</td>
<td>0.99</td>
<td>0.93</td>
<td>1.00</td>
<td>0.99</td>
<td>0.94</td>
<td>1.21</td>
<td>1.55</td>
<td>1.23</td>
<td>0.78</td>
<td>5</td>
<td>8</td>
<td>0.0049</td>
</tr>
<tr>
<td>Puma8NH</td>
<td>0.45</td>
<td>0.38</td>
<td>0.43</td>
<td>0.44</td>
<td>0.38</td>
<td>0.74</td>
<td>0.74</td>
<td>0.74</td>
<td>0.33</td>
<td>3</td>
<td>8</td>
<td>0.0049</td>
</tr>
</tbody>
</table>

Table 2: SVM accuracy results on the baselines and the proposed method on the cancer gene expression dataset. We performed PCA on the data before testing all of the baselines and the proposed method, due to the high dimensionality of the original dataset. Standard error is in parentheses.

<table>
<thead>
<tr>
<th>Direction</th>
<th>Unweighted KMM</th>
<th>KLIEP</th>
<th>RuLSIF</th>
<th>LHSS</th>
<th>KMM-W</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A \rightarrow C</td>
<td>75.93(1.1)</td>
<td>75.67(1.2)</td>
<td>76.27(1.1)</td>
<td>75.8(1.1)</td>
<td>75(1.4)</td>
<td>74.27(1.9)</td>
</tr>
<tr>
<td>A \rightarrow D</td>
<td>76.6(1.5)</td>
<td>75.53(1.5)</td>
<td>77.33(1.8)</td>
<td>75.33(1.1)</td>
<td>70.93(1.8)</td>
<td>70.27(3.8)</td>
</tr>
<tr>
<td>A \rightarrow W</td>
<td>67(1.9)</td>
<td>66.67(1.8)</td>
<td>66.47(1.9)</td>
<td>66.4(2)</td>
<td>62.67(2.2)</td>
<td>71.67(1.9)</td>
</tr>
<tr>
<td>C \rightarrow A</td>
<td>86.93(1)</td>
<td>86.13(1.2)</td>
<td>86.87(1)</td>
<td>88.53(0.9)</td>
<td>86.27(1)</td>
<td>88.4(0.5)</td>
</tr>
<tr>
<td>C \rightarrow D</td>
<td>78.2(1.1)</td>
<td>77.55(1)</td>
<td>77.55(1.2)</td>
<td>78.2(1.3)</td>
<td>73.8(3.2)</td>
<td>77.13(2.1)</td>
</tr>
<tr>
<td>C \rightarrow W</td>
<td>67.07(1.8)</td>
<td>68(1.7)</td>
<td>67.73(1.8)</td>
<td>67.8(2.1)</td>
<td>66.27(1.8)</td>
<td>73.27(1.8)</td>
</tr>
<tr>
<td>D \rightarrow A</td>
<td>75.8(1)</td>
<td>78.93(1.4)</td>
<td>77.47(1.2)</td>
<td>78.87(1.3)</td>
<td>71.8(1.1)</td>
<td>83.87(0.9)</td>
</tr>
<tr>
<td>D \rightarrow C</td>
<td>63.12(1)</td>
<td>67.67(1.2)</td>
<td>67.53(1.6)</td>
<td>67.6(1.1)</td>
<td>60.53(1.5)</td>
<td>71.33(0.9)</td>
</tr>
<tr>
<td>D \rightarrow W</td>
<td>93.67(0.6)</td>
<td>96.33(0.8)</td>
<td>96.4(0.9)</td>
<td>96.47(0.9)</td>
<td>93.27(0.8)</td>
<td>95.8(0.8)</td>
</tr>
<tr>
<td>W \rightarrow A</td>
<td>71.33(0.8)</td>
<td>70.33(1)</td>
<td>71.13(1)</td>
<td>71.13(0.9)</td>
<td>71.4(0.6)</td>
<td>72.27(2.3)</td>
</tr>
<tr>
<td>W \rightarrow C</td>
<td>63.87(1.5)</td>
<td>65.53(1.5)</td>
<td>65.6(2.1)</td>
<td>64.8(2)</td>
<td>63.13(1.5)</td>
<td>70.93(1.3)</td>
</tr>
<tr>
<td>W \rightarrow D</td>
<td>97.53(0.4)</td>
<td>97.6(0.4)</td>
<td>97.4(0.3)</td>
<td>97.27(0.4)</td>
<td>96.93(0.5)</td>
<td>97.8(0.3)</td>
</tr>
</tbody>
</table>

Table 3: SVM accuracy results on the baselines and the proposed method on the Office-Caltech dataset. Here we did PCA on all baselines before performing covariate shift, due to the high dimensionality of the dataset.

5.2 Experiments on Real Data

In order to further examine the efficacy of our approach, we performed experiments on two real datasets. In addition to the object recognition task, we also performed experiments on a publicly available cancer gene expression dataset, provided by The Cancer Genome Atlas (TCGA) Network \(^2\). The data were collected from large set of patients with five different tumor types (colon cancer, breast cancer, stomach cancer, glioblastoma, and kidney cancer), and various clinical parameters were collected for each patient. In this dataset, each patient is a data point, and the features are 20531 annotated genes. This dataset is very high-dimensional, yet the task is simple and boils down to identifying the different organs where the tumor took place, which can be identified

\(^2\)http://cancergenome.nih.gov/ and http://firebrowse.org
by a limited set of genes (features). We performed prediction of the tumor type based on the gene expression profile across domains, which are obtained as follows. The different domain subdivisions we consider are time (patients diagnosed before and after the year of 2008), and gender (excluding breast cancer). For both domain subdivisions, there may be an overall change in the distribution of gene expression, i.e., $P_{source}(X) \neq P_{target}(X)$. For example, methodologies of collecting biopsies and measuring gene expression evolve over time. Similarly, the overall gene expression profile across genders may be different due to different epigenetic factors. Furthermore, it is safe to assume that $P_{source}(Y|X) = P_{target}(Y|X)$, because various time points at which the patients were diagnosed or their gender, are not supposed to affect the biology of the tumor tissue. Therefore, this dataset and task correspond to the covariate shift setting.

Before running each method, we performed PCA as a pre-processing step. We tested our method against LHSS and SVM without re-weighting, on the PCA-derived features. We also ran the baselines KMM, KLIEP, and RuLSIF by using: (1) all $n - 1$ PCA-derived features for estimating the weights (that is the highest possible number of features since $D > n$ in the original dataset), (2) the dimensions corresponding to the 95 percent of the cumulative energy content, (3) the same number of dimensions that our method selected. For the baselines, we report best accuracy of the three dimensionality reduction schemes. For each transfer direction we performed 20 replicates, in each of which we subsample 50 points in each domain, and the average accuracies for each direction are reported in Table 2. The dimensionality of our method selected was $d = 3$ in all transfer directions. The results show that our method outperforms the baselines in three of the four transfer directions with statistical significance, and in one of them it ties with the KMM baseline.

In addition to the cancer dataset, we also evaluated our method on the Office-Caltech dataset [27], and it is concerned with the task of object recognition. This dataset was constructed from two prior datasets: Office [28] and Caltech [29], and has four domains with images: Amazon images, webcam (low-resolution), DSLR (high-resolution), and Caltech-256. We used the DeCAF6 features extracted by a convolutional neural network described in [30]. We conducted experiments with each source-target ordered pair of the domains in this dataset, using SVM to classify the data after covariate shift correction. Since each data point (image) in this dataset has 4096 CNN features, PCA was used for preprocessing. For each transfer direction, we performed 10 replicate experiments by subsampling 150 points in the corresponding source and target domains. We used the same experimental setting as in the cancer dataset. However, we note that different from the cancer data, in this dataset the assumption of covariate shift may not hold true: $p(Y|X)$ may change across the domains, in which the images were collected under different conditions.

In order to fully assess the reliability of our method, for each baseline we used SVM classification in which we either set the kernel width and the slackness parameter $C$ to fixed values and assuming a misspecified model, or selected them via 5-fold CV. We reported the best accuracy of the two options. For our method we used a simple model, where we set a kernel width proportional to the median pairwise distance of all the unlabeled data points (with constants of proportionality 4 and 1 for the cancer and the Office-Caltech datasets respectively), and fixing $C = 10$.

The average accuracies for each experiment are given in Table 3. It shows that our method outperforms the baselines in 6 of the settings. In the settings where our method does not outperform the baselines, it is either tied with at least one more of the baselines, or there is no single baseline that significantly outperforms the others. These results suggest that even when the covariate shift assumption is likely to be violated, our method still reliably improves the accuracy. For all source-target domain pairs, the most often selected dimensionality by our method was 10.

6 Conclusion and Discussions

This study aimed to tackle dimensionality reduction for covariate shift correction, by taking into account the target variable $Y$ and the features that are relevant for predicting it. We provided some theoretical insights in terms of the role that high dimensionality plays in poor generalization in the target domain. We focused on a linear projection as the low-dimensional representation of $X$. However, this might not satisfy the conditional independence properties for some datasets, and the importance weights derived from this representation may not be as useful. This may have contributed to the cases in our experiments when using all features performed better than using the $W$ projection to reduce the dimensionality. A potentially fruitful future direction of research would be to develop methodology which can identify nonlinear functions of $X$ that satisfy the necessary conditional independence property and reduce the dimensionality efficiently, as this would broaden the applicability of this type of approach to more domains and datasets. Another line of our future work is to extend the idea to handle other settings for domain adaptation, such as target shift [31].
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