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Abstract

In this work, we study a problem arising from two lines of works: online optimization and lifelong learning. In the problem, there is a sequence of tasks arriving sequentially, and within each task, we have to make decisions one after one and then suffer corresponding losses. The tasks are related as they share some common representation, but they are different as each requires a different predictor on top of the representation. As learning a representation is usually costly in lifelong learning scenarios, the goal is to learn it continuously through time across different tasks, making the learning of later tasks easier than previous ones. We provide such learning algorithms with good regret bounds which can be seen as natural generalization of prior works on online optimization.

1 Introduction

State-of-the-art machine learning algorithms can now solve many problems even better than humans. However, machines are still far from being intelligent, and they typically require a large amount of training data in order to do well for a task. On the other hand, humans are able to learn a new task very efficiently with little training, perhaps by utilizing knowledge accumulated from previously learned tasks. This motivates the study called lifelong learning (Thrun and Pratt, 1998), which aims to perform better over time by transferring information learned from previously tasks to later ones, under the belief that there are some commonalities across tasks.

In order to benefit from the learning of previous tasks,
there is a new sample for each task. The last setting is a fully online one, in which both the tasks and their samples arrive sequentially so that in each round, we only see a sample from one single task (Alquier et al., 2017). To measure the performance of a learning algorithm, different settings have their own natural choices. For the first two settings, in which each task has all its training examples at the beginning, a natural choice is to measure the number of samples or tasks needed to guarantee some notion of generalization error. For the last two settings, in which the samples of each task arrive one after one, an often adopted measure is the regret.

A different line of works which is related to (especially the last setting of) lifelong learning is on the topic known as online optimization (see e.g. Cesa-Bianchi and Lugosi (2006)). While most prior works on lifelong learning focussed on classification/regression problems, works on online optimization have touched upon a broader range of optimization problems, including making discrete decisions and optimizing general convex functions. In the problem of online optimization, we have to make repeated decisions and then suffer corresponding losses, according to some loss functions, for a number of iterations. A standard goal is to minimize the regret, which is the difference between the total loss we suffer and that of an offline algorithm using a fixed decision. Thus, one can see such an online optimization problem as a special case of the lifelong learning problem with only one task. Some works on online optimization, such as Herbster and Warmuth (1998); Zinkevich (2003), have also considered the generalization of measuring regret against an offline algorithm which can change decisions for a number of times. This generalization is used to model concept shifts in learning, but these works do not assume any relationship among these different concepts (offline decisions). Again, one can see this variant as a special case of the lifelong learning problem, which does have more than one task but these tasks have nothing in common.

In this work, we would like to put the study of online optimization and lifelong learning in the same framework. To avoid confusion with different settings of lifelong learning, we call ours the lifelong optimization problem. In this problem, we have a sequence of tasks arriving sequentially and for each task, we need to make a sequence of decisions one after one. After making each decision, a loss function is revealed and we suffer a corresponding loss. Each decision is made by combining a representation with a predictor. The relationship among tasks comes from sharing a common representation, while the difference among tasks comes from needing different predictors. To capture this, we measure the regret by comparing against an offline algorithm which must use a fixed representation for all the tasks but is allowed to use different predictors for different tasks. Note that Alquier et al. (2017) considered a similar setting as ours, but using a different regret measure. More precisely, our regret treats each decision as equally important, just as is usually considered in online optimization, while the regret measure of Alquier et al. (2017) treats each task equally important. Although their regret definition may be useful in some settings, such as that of learning-to-learn considered in (Maurer et al., 2016), a large number of tasks and a large number of steps in each task are necessary for making their regret bounds small.

We believe that in natural scenarios of lifelong learning, we usually have no control over the number of tasks we will see and how long each task is. Therefore, we would like to understand if it is possible to achieve good regret bounds in general without relying on such assumptions. Moreover, as learning the representations is typically much more costly than learning predictors in lifelong learning, we would like to understand if it is possible to learn them continuously through time across different tasks, instead of relearning them in different tasks. If so, this would allow one to learn new tasks faster, by saving the time for learning the representation. We answer these questions affirmatively.

We first consider the full-information setting in which we get to know the whole loss function after our decision at each step. In Section 3, we focus on the adversarial setting, and we start from the case that the representations and predictors are finite, with size $G$ and $H$ respectively, but the loss functions can be arbitrary. For this, we provide an efficient algorithm achieving a regret of $O\left(\sqrt{T\log G} + \sqrt{KT\log H}\right)$, where $T$ is the total number of steps and $K$ is the number of tasks. Compared to relearning the representation for each task, which has a regret of $O\left(\sqrt{KT\log G} + \sqrt{KT\log H}\right)$, our bound prevents the number of tasks from affecting the learning of representations. This makes our algorithm appealing when $G \gg H$ which is natural in scenarios of lifelong learning. In addition, we also consider cases with either infinite representations or infinite predictors, and we show that good regret bounds can still be achieved under natural assumptions, although with some achieved via inefficient algorithms. Then in Section 4, we consider the stochastic setting in which the loss functions in each task are drawn i.i.d. from some unknown but fixed distribution, although different tasks can have different distributions. We focus on the case with finite $G$ and $H$, as regret bounds in other cases usually do not get better than those in the adversarial setting. We show that when the optimal representation and their accompanying predictors are considerably better than suboptimal ones, a regret in the order of $\log T$ can be
achieved.

In Section 5, we consider the bandit setting in which the feedback we receive at each step is only the loss value instead of the whole loss function. Such a restriction causes a more serious problem in our lifelong optimization scenario. Now, in addition to worrying about exploration of predictors, we also have to worry about the exploration of representations. In particular, more aggressive exploration of representations seems needed, because otherwise we would not receive enough feedbacks to learn their predictors well, and without learning the predictors well, we cannot choose the representations appropriately as we do not know how good they are. On the other hand, do more exploration and less exploitation would likely lead to larger regret bounds. Our results in the bandit setting are in fact weaker than those in the full-information one. We show that in the adversarial setting, a regret of \( O(\sqrt{TKH \log(GH^K)}) \) can be achieved. On the other hand, we show that in the stochastic setting, a regret in the order of \( \log T \) is still possible, but with slightly worse dependency on other parameters.

Our results show that indeed one can learn the representation continuously which helps make the learning of new tasks more efficiently. Finally, let us remark that some of our results can be seen as natural generalization of previous results on online optimization. Take our result for finite \( G \) and \( H \) as an example. When there is only one task (\( K = 1 \)), our bound recovers the known regret bound of \( O(\sqrt{T \log G}) \) for the experts problem. When there are \( K \) tasks but they share no commonality (\( G = 1 \)), our bound recovers the known regret bound of \( O(\sqrt{KT \log H}) \) when measured against an offline algorithm which can change actions \( K \) times. We hope that more works on online optimization can also be generalized to our setting of lifelong optimization, and we see our work as providing initial steps towards this direction.

2 Preliminaries

To motivate the abstract problem we will formulate next, let us first consider the online classification problem as a concrete example. In the problem, there is a sequence of data arriving one at a time for us to make classification. For the data \( x_t \) in iteration \( t \), we choose a feature representation \( g_t \) and a predictor \( h_t \) to make the classification \( h_t(g_t(x_t)) \). Then we suffer some corresponding loss \( \ell_t(g_t,h_t) \), where \( \ell_t \) depends on \( x_t \) and its true label. This problem belongs to the more general problem of online optimization, and the problem of lifelong optimization we consider is a natural generalization of online optimization. In our problem, we also have to make repeated decisions and then suffer corresponding losses for a number of iterations, but these iterations are now divided into tasks which are related in a certain way, so that we need a more general regret notion.

Formally, suppose there are \( K \) tasks which arrive one after one, with the \( k \)-th task lasting for \( T_k \) steps, for a total of \( T \) steps. To avoid possible confusion, we will refer to these \( T \) steps as \( T \) iterations, with each iteration corresponding to some step \( s \) in some task \( k \). For each task \( k \) and each step \( s \) in it, we need to choose a representation \( g_{k,s} \) and an accompanying predictor \( h_{k,s} \) from some sets \( G \) and \( H \), respectively, which jointly provide a decision for us. After making this decision, we suffer some loss \( \ell_{k,s}(g_{k,s},h_{k,s}) \) according to some loss function \( \ell_{k,s} \), receive some feedback information, and then proceed to the next iteration.

In the full-information setting, the feedback information we receive is the whole loss function \( \ell_{k,s} \), while in the bandit setting, we only receive the loss value \( \ell_{k,s}(g_{k,s},h_{k,s}) \). For simplicity of presentation, we assume that each loss value falls in the interval \([0, 1]\); the generalization is straightforward. In addition, we will assume that we know exactly when each task starts, as were usually assumed in prior works in lifelong learning, although most of our results can be extended to the general case without this assumption. Moreover, in the scenario of lifelong learning, one usually has in mind that learning representations is much harder than learning individual predictors. Thus, we will assume that either the size of \( G \), denoted as \( G \), is much larger than that of \( H \), denoted as \( H \), when both are finite, or the dimensionality of \( G \) is much larger than that of \( H \) when both are infinite, or the loss functions on \( H \) have special structures.

Similarly to the traditional online optimization problem, our goal here is also to minimize some notion of regret. To model that different tasks are related, we follow previous works and assume the existence of some good representation which is shared by all tasks, although different tasks still have their own predictors. This motivates us to consider the following version of (expected) regret:

\[
E \left[ \sum_{k,s} \ell_{k,s}(g_{k,s},h_{k,s}) - \min_{g,h_1,\ldots,h_K} \sum_{k,s} \ell_{k,s}(g,h_k) \right]
\]

where the expectation is taken over the algorithm’s own randomness. The first sum in the expectation corresponds to the total loss of our online algorithm while the second sum corresponds to that of the best offline algorithm we compare to. We will use \( g^* \) to denote the optimal representation and \( h^*_k \) the corresponding optimal predictors in task \( k \) of the best offline algorithm. Note that in the definition above, each step contributes
equally, just as in the standard regret notion, so that longer tasks matter more, which differs from the notion of regret adopted by Alquier et al. (2017).

One naive attempt to solve the problem is to treat each pair \((g, h)\) as a joint action and apply existing online algorithms. However, the regret guarantee given in this way is weaker than what we want, as it is compared against a single pair \((g^*, h^*)\) fixed through all the tasks, instead of allowing a different \(h_k^*\) for a different task \(k\). To deal with this issue, a simple way around is to redo the learning for each task, but this unfortunately leads to weaker results as discussed in the introduction, where the dominating term has the number \(K\) of tasks interacting with the number \(G\) of representations. To avoid this, we would like to have learning algorithms which can learn the representations continuously through time, using all the data across different tasks.

Due to the page limit, we will move all our proofs to the appendix in the supplementary material.

3 Full-Information Adversarial Setting

In this section, we consider the adversarial setting in which the whole loss function at each step is revealed after our decision and the loss functions have no pattern, possibly chosen by an adversary.

Recall that we hope to learn the representations continuously through time using all the data across different tasks, while we still have to relearn predictors for different tasks. To do that, we would like to decouple the learning of representations from that of predictors, for them to have different learning algorithms as well as different learning schedules. However, it is not clear how to learn the representations, and a technical challenge is to construct appropriate loss functions to guide their learning. Recall that the actual loss functions depend on both the representation and the predictor, so how good a representation is actually depends on the predictor we choose to accompany it. This means that a good representation may look bad if we choose a bad predictor to go with it. Then which predictor should we use? A sensible choice seems to be its best predictor in a task, as it is what we measure regret against to, but we do not know what it is as the predictor which looks best so far may turn out to be bad in the end in the adversarial setting. This is perhaps one reason why Alquier et al. (2017) considered a weaker regret notion and chose to update their representations only at the end of each task, but consequently requiring a large number of tasks in order to have a good regret bound.

In Subsection 3.1, we will consider the case with finite \(G\) for which we have efficient algorithms achieving good regret bounds. We will consider the cases with infinite \(G\) and finite \(H\) in Subsection 3.2, and then infinite \(G\) and infinite \(H\) in Subsection 3.3, for which we have good regret bounds but via inefficient algorithms.

3.1 Finite representations

In this subsection, we consider the case in which \(G\) is finite. First, we describe our solution via a generic algorithm, which can use any algorithm \(\text{alg}_G\) for learning representations and any algorithm \(\text{alg}_H\) for learning predictors, with the resulting regret bound guaranteed by those of these two algorithms. After that, we will consider two applications in which there are efficient algorithms for \(\text{alg}_G\) and \(\text{alg}_H\) with good regret bounds.

Algorithm. For learning the representation, we take a single copy of \(\text{alg}_G\) and have it update continuously through time, across different tasks. For each possible representation \(g\), we have a separate copy of \(\text{alg}_H\), denoted as \(\text{alg}_{H}^{(g)}\), for learning the accompanying predictors. When starting a new task \(k\), we reset each copy \(\text{alg}_{H}^{(g)}\) and redo its learning, while we update the algorithm \(\text{alg}_G\) continuously for the whole \(T\) iterations.

At step \(s\) in task \(k\), we sample a representation \(g_{k,s}\) according to some distribution \(\mathcal{G}_{k,s}\) of \(\text{alg}_G\), followed by sampling a predictor \(h_{k,s}\) according to some distribution \(\mathcal{H}_{k,s}^{(g_{k,s})}\) of \(\text{alg}_{H}^{(g_{k,s})}\) (each distribution can focus all the measure on one element if the algorithm is deterministic). The joint action we play is \((g_{k,s}, h_{k,s})\), and the loss we suffer is \(\ell_{k,s}(g_{k,s}, h_{k,s})\). Then we update the distribution of \(\text{alg}_G\) using the loss function on \(g\) defined as

\[
\hat{\ell}_{k,s}(g) = \mathbb{E}_{h \sim \mathcal{H}_{k,s}^{(g)}} [\ell_{k,s}(g, h)],
\]

and update the distribution of each copy \(\text{alg}_{H}^{(g)}\) using \(\ell_{k,s}(g, \cdot)\) as the loss function on predictors.

The regret of our algorithm is guaranteed by the following, which we prove in Appendix A.1.

Theorem 3.1. Suppose the \(t\)-step regret bounds of \(\text{alg}_G\) and \(\text{alg}_H\) are \(\text{reg}_G(t)\) and \(\text{reg}_H(t)\), respectively. Then the \(T\)-step regret bound of our algorithm is at most \(\text{reg}_G(T) + \sum_{k=1}^{K} \text{reg}_H(T_k)\), where \(T_k\) denotes the number of steps in task \(k\).

Next, we instantiate the theorem in two scenarios, with the following two results, based on the multiplicative update (MU) algorithm of Littlestone and Warmuth (1994); Freund and Schapire (1997), and the online gradient-descent (OGD) algorithm of Zinkevich (2003), which we will prove in Appendix A.2 and A.3 respectively.
Corollary 3.2. Suppose both $G$ and $H$ are finite and the loss functions are arbitrary. Then there is an efficient algorithm which achieves a regret of $O(\sqrt{T \log G} + \sqrt{KT \log H})$.

Corollary 3.3. Suppose $G$ is finite, $H$ is infinite, each $\ell_{k,s}(g, \cdot)$ is convex given any $g$, and there exist $R, D > 0$ such that $\|h - h'\|_2 \leq R$ and $\|\partial \ell_{k,s}(g, h)/\partial h\|_2 \leq D$ for any $h, h' \in H$, $g \in G$, task $k$ and step $s$. Then there is an efficient algorithm achieving a regret of $O(\sqrt{T \log G} + DR\sqrt{KT})$.

Remark. Let us remark that although our results work under the assumption that we know when each task starts, they can be easily extended to the general case without this assumption, by choosing an appropriate algorithm for $\text{alg}_H$ and running it continuously across tasks (instead of rerunning it for each task). In fact, Corollary 3.3 still holds as the OGD algorithm used there can work in this way. To replace Corollary 3.2, we can use e.g. the fixed-share algorithm of Herbster and Warmuth (1998) for $\text{alg}_H$ and have a slightly larger regret bound of $O(\sqrt{T \log G} + \sqrt{KT \log (TH)})$.

Note that the regret bounds in both Corollaries 3.2 & 3.3 have a term which is related to learning predictors and increases with the number of tasks $K$. This seems unavoidable as each task requires us to relearn a new predictor. On the other hand, the term involving $G$ in each theorem, which is related to learning representations, does not depend on $K$. Our algorithms make this possible by managing to learn representations continuously through time across different tasks. Compared to relearning the representation for each task, we save a factor of $\sqrt{K}$ from the term involving $G$, which makes our algorithms appealing when having a large number of representations with many tasks. In fact, one can show that our regret upper bounds are tight, based on existing lower bounds in the traditional settings. As an example, the following theorem shows a matching lower bound for the case of finite $G$ and $H$, which we prove in A.4.

Theorem 3.4. The problem with finite $G$ and $H$ and arbitrary loss functions in the full-information setting has a regret lower bound of $\Omega(\sqrt{T \log G} + \sqrt{KT \log H})$.

3.2 Infinite representations and finite predictors

Next, let us consider the case in which $G$ is infinite but $H$ is finite. Let us make a similar assumption that each $\ell_{k,s}(\cdot, h)$ is convex given any $h$, and there exist positive $R$ and $D$ such that $\|g - g'\|_2 \leq R$ and $\|\partial \ell_{k,s}(g, h)/\partial g\|_2 \leq D$ for any $g, g' \in G$, any $h \in H$, any task $k$ and any step $s$. Although one may also hope to apply the OGD algorithm for learning the representations, it is not clear how to construct appropriate loss functions for them. This is because each loss function $\ell_{k,s}(g, h)$ is convex in $g$ if $h$ is fixed. On the other hand, if we consider a natural choice by taking minimization over $h$, the resulting function would no longer be guaranteed to be convex in $g$.

Our result is the following which we prove in Appendix A.5. Let us remark that our algorithm is not efficient as it runs in time proportional to $H^K$, so our contribution here is to understand how small a regret bound can be achieved in this setting.

Theorem 3.5. Under the assumption stated above, there is an algorithm which achieves a regret of $O(\sqrt{TK \log H} + DR\sqrt{T})$.

3.3 Infinite representations and infinite predictors with Lipschitz loss functions

Finally, we consider the case with both $G$ and $H$ being infinite. More precisely, suppose that $G \subseteq \mathbb{R}^n$ and $H \subseteq \mathbb{R}^d$ are both closed and bounded, with diameters $R_1$ and $R_2$, respectively, so that $\|g - g'\|_2 \leq R_1$ for any $g, g' \in G$ and $\|h - h'\|_2 \leq R_2$ for any $h, h' \in H$. To reflect that learning representations is harder than learning predictors, we assume that $n \gg d$. Moreover, in order to make small regret possible, some assumption must be made on the loss functions. Here we assume that they are Lipschitz continuous, in the sense that there exist constants $C_1$ and $C_2$ such that for any $k, s$, any $g, g' \in G$, and any $h, h' \in H$, $|\ell_{k,s}(g, h) - \ell_{k,s}(g', h')| \leq C_1\|g - g'\|_2$, and $|\ell_{k,s}(g, h) - \ell_{k,s}(g, h')| \leq C_2\|h - h'\|_2$. With only such a weak assumption on loss functions, one cannot hope to have an efficient algorithm, so our goal here again is to understand how small a regret bound one can achieve.

Our result is summarized in the following theorem, which we prove in Appendix A.6.

Theorem 3.6. Under the assumptions stated above, there is an algorithm which achieves a regret of $O(\sqrt{nT \log T} + dKT \log T)$.

4 Finite Full-Information Stochastic Setting

In this section, we consider the full-information stochastic setting with both $G$ and $H$ being finite, aiming for a better regret bound. Formally, for each task $k$, there is some fixed but unknown distribution such that at any step $s$ in the task, the loss function $\ell_{k,s}$ is sampled i.i.d. from it, with mean $E[\ell_{k,s}(g, h)] = \mu_k(g, h)$ for any $(g, h)$. Let $\mu_k(g) = \min_h \mu_k(g, h)$, which measures how good a representation $g$ is in task $k$. We assume that the best representation in every task is the same, denoted as $g^*$, so that $\mu_k(g^*) = \mu_k(g)$ for any $k$ and $g \neq g^*$. This is what makes the tasks related. On
the other hand, for any representation \( g \), its optimal predictors may differ in different tasks, so that further learning is still needed when going into a new task, even if \( g^* \) has been learned.

As common in prior works, we consider in this section the so-called pseudo-regret, defined as

\[
\mathbb{E} \left[ \sum_{k,s} \ell_{k,s}(g_{k,s}, h_{k,s}) \right] - \min_{h_1, \ldots, h_K} \mathbb{E} \left[ \sum_{k,s} \ell_{k,s}(g^*, h_k) \right],
\]

which is at most the regret defined in Eq. (1) and equals

\[
\mathbb{E} \left[ \sum_{k,s} \mu_k(g_{k,s}, h_{k,s}) \right] - \sum_{k,s} \mu_k(g^*),
\]

where the expectation above is over the sampling of \( g_{k,s} \) and \( h_{k,s} \) if the algorithm is randomized.

Following previous works for the stochastic setting, we hope that the optimal representation \( g^* \) can be determined within a small number of iterations. In the traditional setting with only one task, we can simply follow the leader by choosing the arm which looks best empirically so far, since the empirical mean is likely to be close to the true mean with an error proportional to \( 1/\sqrt{T} \) after seeing its \( t \) previous loss values. On the other hand, in our lifelong optimization setting, the mean loss of a representation \( g \) may keep changing when going into new tasks. Consequently, its average mean loss so far may be considerably different from its mean loss of the next iteration, so that a representation which looks good on average so far may turn out much worse than we expect. Moreover, even when we somehow choose the optimal representation \( g^* \), it may not appear good if we do not choose a good predictor to accompany it, which makes the job of identifying the optimal \( g^* \) even harder.

Nevertheless, we will show that when \( g^* \) is considerably better than others with some gap, it can still be identified within a reasonable number of iterations. After identifying \( g^* \), the problem becomes much easier as we can then focus on learning the predictors of \( g^* \) only. Before that, we still need to search through a large space of representations, which may result in a large regret if not done properly. Fortunately, we will show that our adversarial algorithm in the previous section can actually provide a good enough regret bound.

**Algorithm.** Now we describe our algorithm, which works in two phases. In the first phase, which we call exploration phase, we run our adversarial algorithm in Theorem 3.2, but in addition, we also maintain some statistics and look for the optimal representation. More precisely, in iteration \( t \) corresponding to step \( s \) in task \( k \), we compute the average empirical loss of each representation \( g \) as

\[
\bar{L}_t(g) = \frac{1}{t-1} \sum_{i=1}^t \min_{h_i} \sum_{j \in I_i} \ell_{i,j}(g, h_i)
\]

where \( I_i \) denotes the collection of steps so far in task \( i \).

For any one remaining task \( k \) and any step \( s \) in it, we always choose \( g_{k,s} = \hat{g} \), and accompany with it the predictor \( h_{k,s} = \arg \min_h \sum_{j<s} \ell_{k,j}(\hat{g}, h) \), which is the best predictor empirically so far in the task.

Similarly to previous works in the stochastic setting, our regret bound depends on some notion of gaps between arms. Here, we consider the following two:

\[
\Delta = \min_k \min_{g \neq g^*} (\mu_k(g) - \mu_k(g^*)) \quad \text{and} \quad \Delta_* = \min_k \min_{g \neq g^*} (\mu_k(g^*, h) - \mu_k(g^*)).
\]

Note that \( \Delta \) is the smallest gap between the mean loss of \( g^* \) and those of others over tasks, which determines how hard it is to distinguish the optimal \( g^* \) from suboptimal ones. On the other hand, \( \Delta_* \) is the smallest gap of mean losses from \( g^* \)'s suboptimal predictors over tasks, which determines how hard it is to distinguish the optimal predictors of \( g^* \) from suboptimal ones. The regret of our algorithm is guaranteed by the following theorem.

**Theorem 4.1.** For any \( \delta > 0 \), with probability at least \( 1 - \frac{3}{2} \delta \), the pseudo-regret of our algorithm is at most

\[
O \left( \frac{1}{\Delta} \log \frac{G}{\Delta} + \frac{1}{\Delta} \log H + \frac{1}{\Delta_*} \log \frac{TH}{\delta} \right).
\]

In Appendix B, we provide the proof of the theorem and summarize our algorithm as Algorithm 1.

### 5 Bandit Setting

In this section, we consider the bandit setting, in which the feedback information we receive at each step is the loss value \( \ell_{k,s}(g_{k,s}, h_{k,s}) \) of our action \((g_{k,s}, h_{k,s})\), instead of the whole loss function \( \ell_{k,s}(\cdot) \). Thus, unlike in the full information setting, now we do not have
the whole loss function in each step to update our distribution. Following previous works, our approach is to construct appropriate estimators of the true loss functions and feed these estimators to update appropriate full-information algorithms. Next, we focus on the case with finite \( G \) and \( H \), and consider the adversarial setting as well as the stochastic setting.

### 5.1 Finite Adversarial bandit setting

First, we consider the adversarial case. To design a bandit algorithm in this case, a natural attempt is to replace the full-information MU algorithms used in Theorem 3.2 by the EXP3 bandit algorithms of Auer et al. (2002b). However, this would result in a large regret bound by following the regret analysis in the proof. This is because the analysis there relies on being able to learn the predictors of each representation well, which is possible in the full-information setting. However, in the bandit setting, if we do not play a representation often enough, we cannot receive enough feedback information to learn its predictors well, but making more aggressive exploration leads to worse regret bound.

Instead, we take a different approach, by reducing our problem to the following “experts over actions” problem. In this new problem, there is a set \( \mathcal{G} \times \mathcal{H}^K \) of experts. Each expert is indexed by some \((g,h)\), with \( g \in \mathcal{G} \) and \( h = (h_1,h_2,\cdots,h_K) \in \mathcal{H}^K \), who in every step \( s \) of task \( k \) plays the action \((g,h_k)\), which has the loss value \( \ell_{k,s}(g,h_k) \). Now what an online algorithm can do at each step is to choose an expert and play his/her action, and the regret is measured against the total loss of the best expert, which in fact is the same as the regret defined in Eq.(1). Therefore, we can use any online algorithm for this new problem to solve our initial problem. In particular, we would like to run the EXP3 algorithm on the experts and apply its regret analysis.

However, there is an apparent efficiency issue as the number of experts is \( GH^K \), and we would like to avoid maintaining such a large number of probability values as needed by EXP3 when implemented naively. The idea is that it suffices to be able to sample from the distribution of actions played by the experts at each step. Since there are only \( GH \) possible actions at each step, the distribution at each step can actually be specified by only \( GH \) values. Therefore, our algorithm at each step \( s \) of task \( k \) will maintain such a distribution \( \mathcal{P}_{k,s}(\cdot,\cdot) \) over the actions in \( \mathcal{G} \times \mathcal{H} \), and update it in the following way.

**Algorithm.** Initially, we have \( \mathcal{P}_{1,1}(g,h) = 1/(GH) \) for every \((g,h) \in \mathcal{G} \times \mathcal{H} \). Then, after step \( s \) of task \( k \), we make the following update according to two cases.

If step \( s \) is not the last step of task \( k \), we update the next distribution as

\[
\mathcal{P}_{k,s+1}(g,h) = \mathcal{P}_{k,s}(g,h) \cdot e^{-η\bar{\ell}_{k,s}(g,h)} / Z_{k,s},
\]

where \( η \) is some learning rate, \( \bar{\ell}_{k,s} \) is some estimator for the true loss function \( \ell_{k,s} \), to be specified later, and \( Z_{k,s} \) is some normalization factor for making \( \mathcal{P}_{k,s+1} \) a probability distribution. Otherwise, if task \( k \) ends at step \( s \), we update the next distribution as

\[
\mathcal{P}_{k+1,1}(g,h) = \sum_{k'} \mathcal{P}_{k,s}(g,h') \cdot e^{-η\bar{\ell}_{k,s}(g,h')} / Z_{k,s},
\]

where \( Z_{k,s} \) is again some normalization factor for making \( \mathcal{P}_{k+1,1} \) a probability distribution. Note that when we start at task \( k+1 \), we relearn the predictors for each representation \( g \), as the probability \( \mathcal{P}_{k+1,1}(g,h) \) defined above does not depend on \( h \) so that all the predictors of \( g \) start with the same conditional probability.

Our estimator for \( \ell_{k,s}(g,h) \) is defined as the following:

\[
\bar{\ell}_{k,s}(g,h) = \ell_{k,s}(g,h) / \mathcal{P}_{k,s}(g,h) \mathbb{1}_{g=g_{k,s},h=h_{k,s}}. \tag{4}
\]

Note that conditioned on all previous randomness before step \( s \) of task \( k \), the expected value of \( \bar{\ell}_{k,s}(g,h) \), over the sampling of \( g_{k,s} \) and \( h_{k,s} \), is exactly \( \ell_{k,s}(g,h) \), for any \( g \) and \( h \). This means that \( \bar{\ell}_{k,s}(\cdot) \) is indeed an unbiased estimator for the true loss function \( \ell_{k,s}(\cdot) \).

The following shows that our distributions indeed match EXP3’s, which we prove in Appendix C.1.

**Lemma 5.1.** For any step \( s \) of task \( k \), the distribution of actions played by the EXP3 algorithm based on the loss estimator \( \bar{\ell}_{k,s} \) is the same as our distribution \( \mathcal{P}_{k,s} \).

Using the learning rate \( η = \sqrt{(\log(GH^K))/\left(TGH\right)} \), the regret achieved by our algorithm is guaranteed by the following theorem.

**Theorem 5.2.** For the problem with finite \( G \) and \( H \) and arbitrary loss functions, our bandit algorithm achieves a regret of \( O(\sqrt{TGH \log(GH^K)}) \).

In Appendix C.2, we provide the proof of the theorem and summarize our algorithm in Algorithm 2.

The following theorem provides a lower bound for the problem, which we prove in Appendix C.3.

**Theorem 5.3.** The problem with finite \( G \) and \( H \) and arbitrary loss functions in the bandit setting has a regret lower bound of \( Ω(\sqrt{THG} + \sqrt{TKH}) \).

### 5.2 Finite stochastic bandit setting

Next, we consider the stochastic setting studied in Section 4 with gaps \( Δ \) and \( Δ_s \), defined in Eq.(2) and Eq.(3), respectively, but now having only bandit feedbacks.
A natural attempt is to use the UCB algorithm of Auer et al. (2002a) to learn both representations and predictors. However, the standard regret analysis of UCB relies crucially on the assumption that the mean of each arm’s loss does not change over time, as this guarantees that a suboptimal arm with gap $\Delta$ is likely to be distinguished after being played for about $1/\Delta^2$ iterations, and each such iteration contributes $\Delta$ to the total regret. Unfortunately, such an argument can no longer work in our lifelong learning setting because the mean of each representation’s loss (with respect to its best predictor in a task) here is not fixed over time. In fact, in the bandit setting, a suboptimal representation $g$ may have a lower average mean loss over the iterations $g$ is played, compared to the average mean loss of the optimal $g^*$ over the iterations $g^*$ is played, because $g$ and $g^*$ are played at different iterations (although we assume that $\mu_k(g^*) < \mu_k(g)$ for any $k$, we allow $\mu_k(g^*) > \mu_k'(g)$ for $k \neq k'$).

To avoid such an issue, we would like to design our bandit algorithm based on our full-information algorithm in Section 4. In particular, we would like to replace the full-information adversarial algorithm used in the first phase there by the adversarial bandit algorithm in Subsection 5.1, and then use the UCB bandit algorithm to learn the predictors in the second phase. However, an apparent difficulty is that there is no guarantee that each representation is played often enough by our EXP3-based adversarial bandit algorithm, and we may never have the confidence intervals of all the representations small enough in order to identify the optimal representation $g^*$ reliably. This requires us to find a different way for identifying $g^*$. Our key observation is that in the stochastic setting, the optimal arm must be played often enough in order to guarantee a small regret. Therefore, our solution is to run our adversarial bandit algorithm, which has a small regret, for a sufficient number of iterations, and then take the most often played representation as $g^*$.

**Algorithm.** Our algorithm runs in two phases. In the first phase, which lasts for $\hat{T} = c\left(\frac{GH\log(GH^K)}{\Delta}\right)$ iterations, for a large enough constant $c$, we use our adversarial bandit algorithm in Subsection 5.1 to choose our actions. The purpose of this phase is to identify the optimal representation, and we take the representation $\hat{g}$ which was played most often during this phase. Then we enter the second phase, in which we always choose the representation $\hat{g}$. As there is no representation to learn, the problem of learning each task then reduces to the traditional multi-armed bandit problem, and we simply use the UCB algorithm to relearn the predictors in each remaining task. The regret achieved by our algorithm is guaranteed by the following theorem.

**Theorem 5.4.** In the finite stochastic bandit setting, the pseudo-regret of our algorithm is at most $O\left(\frac{GH\log(GH^K)}{\Delta} + \frac{KH\log T}{\Delta^*}\right)$ with high probability.

In Appendix C.4, we provide the proof of the theorem and summarize our algorithm in Algorithm 3.
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