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Abstract

The Uncapacitated Facility Location Prob-
lem (UFLP) is one of the most widely stud-
ied discrete location problems, whose appli-
cations arise in a variety of settings. We
tackle the UFLP using probabilistic infer-
ence in a graphical model - an approach that
has received little attention in the past. We
show that the fixed points of max-product
linear programming (MPLP), a convexified
version of the max-product algorithm, can
be used to construct a solution with a 3-
approximation guarantee for metric UFLP
instances. In addition, we characterize some
scenarios under which the MPLP solution is
guaranteed to be globally optimal. We eval-
uate the performance of both max-sum and
MPLP empirically on metric and non-metric
problems, demonstrating the advantages of
the 3-approximation construction and algo-
rithm applicability to non-metric instances.

1 INTRODUCTION

The Uncapacitated Facility Location Problem (UFLP)
is one of the most widely studied discrete location
problems. Its applications arise in a variety of set-
tings, including distribution system design (Klose &
Drexl, 2003), self-configuration in wireless sensor net-
works (Frank & Romer, 2007), computational biology
(Dueck et al., 2008) and computer vision (Li, 2007;
Lazic et al., 2009). The UFLP can be stated as fol-
lows: given a set of customers C, a set of facilities F ,
cost fj of opening each facility j ∈ F , and cost cij of
connecting customer i to facility j, open a subset of
facilities and assign each customer to exactly one fa-
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cility at minimal total cost. The corresponding integer
program (IP) is:

min
x

∑
i

∑
j

cijxij +
∑
j

fjyj (1)

s.t.
∑
j

xij = 1 ∀i ∈ C (2)

yj ≥ xij ∀i ∈ C, j ∈ F (3)
xij , yj ∈ {0, 1} ∀i ∈ C, j ∈ F (4)

In the metric problem variant, the connection costs
satisfy the following version of the triangle inequality:

cij ≤ cij′ + ci′j′ + ci′j ∀i, i′ ∈ C ∀j, j′ ∈ F (5)

One important special case of the UFLP is the
exemplar-based clustering problem, where the cus-
tomer and facility sets are the same. Furthermore,
discrete model selection problems can be described
as UFLP instances, where facility costs reflect model
complexities and connection costs reflect the goodness-
of-fit of data to each model - a framework previously
used to identify multiple low-dimensional subspaces in
high-dimensional data (Li, 2007; Lazic et al., 2009).

We formulate the UFLP as a maximum-a-posteriori
(MAP) inference problem, by treating xij ’s as hid-
den random variables whose joint log-likelihood corre-
sponds to the UFLP objective. The MAP assignment
of the variables then corresponds to the optimal assign-
ment of customers to facilities. We perform inference
by running two message passing algorithms on the fac-
tor graph problem representation: the standard max-
product algorithm (Kschischang et al., 2001) and its
convexified variant max-product linear programming
(MPLP) (Globerson & Jaakkola, 2007).

The max-product algorithm is guaranteed to converge
to the optimal MAP assignment on trees, and has em-
pirically shown excellent performance on graphs with
cycles in numerous applications, most notably in the
area of error-correcting codes (Bendetto et al., 1996).
More recently, it has been used to derive an effective
algorithm for exemplar-based clustering problem, un-
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der the name of Affinity Propagation (Frey & Dueck,
2007). However, the theoretical guarantees on max-
product convergence and solution optimality for gen-
eral graphs are still an open area of research.

MPLP (Globerson & Jaakkola, 2007) is one of several
recently developed linear programming (LP) based
message passing algorithms for graphical models (Kol-
mogorov, 2006), (Werner, 2007), (Komodakis & Para-
gios, 2008). The iterative updates of these algorithms
are quite similar to those of max-product and corre-
spond to coordinate ascent in the LP dual; the re-
lationship between the different dual problems is de-
scribed in (Sontag & Jaakkola, 2009). MPLP has sev-
eral desirable properties: it is guaranteed to converge,
the objective function is monotonically non-increasing,
and it gives an upper bound on the optimal MAP solu-
tion. We use these properties to provide performance
guarantees on the solutions MPLP obtains for UFLP.
Specifically, we characterize scenarios under which op-
timality is guaranteed, and augment MPLP with a
greedy algorithm that constructs a solution whose cost
is at most 3 times the optimal for metric instances.

We evaluate the performance of both standard max-
product and MPLP empirically, on synthetic metric
data and on the non-metric ORLIB benchmark prob-
lem instances. We demonstrate the advantages of the
3-approximation construction and the applicability of
message passing algorithms to non-metric instances.

2 RELATED WORK

There exist many ways of approaching NP-hard
problems such as the UFLP, including integer pro-
gramming, approximation algorithms, and various
heuristics; our work is most closely related to ρ-
approximation algorithms for metric UFLP.

ρ-approximation algorithms are polynomial-time algo-
rithms whose solution is provably at most ρ times
worse than optimal, for some constant ρ (called
the approximation ratio). For UFLP, the O(ln |C|)-
approximation of (Hochbaum, 1982) cannot be im-
proved in general unless NP ⊆ DTIME(nO(log logn))
(Arora et al., 1998). However, (Guha & Khuller, 1999)
have shown that for the metric UFLP, constant ρ-
approximation algorithms do exist and that ρ > 1.463
unless NP ⊆ DTIME(nO(log logn)).

Most ρ-approximation algorithms for UFLP are based
on the standard LP relaxation of the problem, where
the integrality constraints xij , yj ∈ {0, 1} are replaced
by non-negativity constraints xij , yj ≥ 0. These al-
gorithms construct integral solutions whose cost is
at most ρ times the LP cost, and hence at most ρ
times the optimal IP cost. Two common LP-based

approaches are LP rounding and primal-dual methods.

LP rounding algorithms first solve the LP, and then
use various techniques to round any fractional solution
values to integral. For the UFLP, a popular approach
is to construct the solution support graph - a bipartite
graph in which nodes represent customers and facili-
ties, and weighted edges connect each customer-facility
pair (i, j) for which xij > 0 in the LP solution. An in-
tegral solution is obtained by greedily clustering the
customer nodes, and assigning all cluster members to
the cluster center’s closest facility. LP-rounding algo-
rithms of (Shmoys et al., 1997), (Chudak & Shmoys,
2003), (Sviridenko, 2002), (Byrka, 2007) differ in the
greedy criterion used to choose cluster centers and in
graph pre-processing; (Byrka, 2007) obtains best-so-
far approximation ratio of 1.5.

Primal-dual approximation algorithms, such as the 3-
approximation UFLP algorithm of (Jain & Vazirani,
2001), start with a feasible solution v to the dual LP,
and modify it until it is possible to construct an in-
tegral primal feasible solution x that satisfies certain
relaxed complementary slackness conditions with re-
spect to v. The construction is based on those vari-
ables for which the complementary slackness condi-
tions are tight. (Jain et al., 2002) use primal-dual
analysis to prove that their greedy JMS heuristic guar-
antees an approximation ratio of 1.61. (Mahdian et al.,
2007) further combine the JMS algorithm with the
greedy augmentation procedure introduced by (Guha
& Khuller, 1999) to obtain the 1.52-approximation
MYZ algorithm.

In comparison to existing approximation algorithms,
the MPLP-based approach we describe bears the most
similarities to primal-dual methods, as it also performs
co-ordinate ascent in a dual LP. Similarly to other
methods, at convergence we construct a solution sup-
port graph and run a greedy variable assignment al-
gorithm to obtain a 3-approximation solution guaran-
tee. The approximation ratio is comparatively high as
the greedy algorithm is fairly simple; however, the pri-
mary contribution lies in showing how the MPLP fixed
point can be used to construct the support graph and
provide a bound on the integral solution. The approx-
imation ratio could likely be decreased by applying the
more elaborate techniques described in literature.

3 GRAPHICAL MODEL AND THE
MAX-PRODUCT ALGORITHM

We formulate UFLP as a MAP inference problem by
treating xij as hidden binary random variables whose
joint likelihood is equal to the UFLP objective, and
represent it using the factor graph (Kschischang et al.,
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Figure 1: Factor graph representation of UFLP

2001) shown in Fig. 1. Recall that a factor graph is a
bipartite graph consisting of variable and factor ver-
tices, where the factors evaluate potential functions
over the variables they are connected to. The distri-
bution described by the graph is proportional to the
product of all factor potentials, or their sum in the
log domain. In Fig. 1, we work in the log-domain and
define the following factor functions θ:

θij(xij) = −cijxij (6)

θFj (x:j) =

{
−fj ,

∑
i xij > 0

0, otherwise.
(7)

θCi (xi:) =

{
0,

∑
j xij = 1

−∞, otherwise,
(8)

where we use the notation x:j = {x1j , . . . , xNj} and
xi: = {xi1, . . . , xiM} with N = |C| and M = |F |. The
row factors θCi (xi:) enforce the constraint that each
customer i is assigned to exactly one facility, while the
column factors θFj (x:j) and singleton factors θij(xij)
incorporate the facility and connection costs, respec-
tively. The MAP formulation of UFLP is:

MAP-UFLP: max
x

∑
ij

θij(xij)+
∑
j

θFj (x:j)+
∑
i

θCi (xi:)

We perform MAP inference using the max-sum al-
gorithm, a log-domain equivalent of max-product.
Max-sum iteratively updates messages mθ→x(x) and
mx→θ(x) between adjacent factor and variable vertices
in the graph. Upon convergence, each variable x is
assigned to the value that maximizes the sum of its
incoming messages b(x) =

∑
mθ→x(x), also known as

the belief.

Max-sum messages are functions of random variables,
and for binary variables (as in Fig. 1) they are vectors

)( : j
F
j xθ

)( :i
C
i xθ

)( ijij xθ

ijx
ijη

ijα

ijσ

Figure 2: Message naming convention

of length two. In practice, it suffices to only keep track
of the difference between the two values, which we will
denote as m ≡ m(1)−m(0). Furthermore, we require
only the factor-to-variable messages to compute beliefs
and make variable assignments. Following the naming
convention in Fig. 2, the max-sum message updates
for the factor graph of Fig. 1 are:

σij ← −cij (9)
ηij ← −max

k 6=j
(αik − cik) (10)

αij ← min[0,−fj +
∑
k 6=i

max(0, ηkj − ckj)] (11)

Upon convergence, we calculate beliefs and assign vari-
ables according to:

bij(xij) = −cij + αij + ηij (12)
x∗ij = arg max

xij

bij(xij) (13)

Finally, we note that although max-sum is not always
guaranteed to converge, there exist practical ways
of dealing with message oscillations. One common
method is to use damped messages, whose updates
relate to original updates as mnew ← λmold + (1 −
λ)mupdate, for a constant λ ∈ [0, 1).

4 MPLP UFLP ALGORITHM

MPLP (Globerson & Jaakkola, 2007) is an LP-
relaxation based message passing algorithm for MAP
inference in graphical models, whose iterative updates
are quite similar to those of max-sum. MPLP is guar-
anteed to converge to a fixed point and its objec-
tive gives an upper bound on the optimal MAP ob-
jective. In this section, we present the MPLP algo-
rithm for solving the UFLP, describe some cases in
which the obtained solution is optimal, and show how
the MPLP fixed points can be used to construct a 3-
approximation solution for metric UFLP.



         432

Solving the Uncapacitated Facility Location Problem Using Message Passing Algorithms

4.1 MAP-LP RELAXATION

MPLP is based on a particular LP relaxation of the
MAP inference problem, which we now describe. Let
µc(xc) denote a distribution over variables connected
to a factor θc(xc), and letM denote the set of distribu-
tions over all factors θc, such that (1) each µc is a valid
distribution and (2) each µc1(xc1) and µc2(xc2) agree
on their overlap variables xc1 ∩ xc2 . The MAP-LP is:

MAP-LP: max
µ∈M

∑
c

∑
xc

µc(xc)θc(xc) (14)

Compared to the MAP problem maxx

∑
c θc(xc),

MAP-LP maximizes the weighted sum of potentials
evaluated over all of their variable configurations, and
the maximization is performed over the weights µ. As
in all LP relaxations, the MAP-LP solution is an up-
per bound on the original problem and MAP-optimal
when µ is integral.

For the UFLP factor graph, we require distributions
µij(xij), µFj (x:j) and µCi (xi:) over variable sets xij ,
x:j and xi: respectively, corresponding to single-node,
column and row factors. M is the set of all valid dis-
tributions that agree on singleton marginals. Letting
x−kj = x:j \ xkj and xi−k = xi: \ xik,

M =

µ
∣∣∣∣
µ ≥ 0∑
xij

µij(xij) = 1 ∀i ∈ C, j ∈ F∑
x−ij

µFj (x:j) = µij(xij) ∀i ∈ C, j ∈ F∑
xi−j

µCi (x:i) = µij(xij) ∀i ∈ C, j ∈ F


There is a simple relationship between the MAP-LP
and the standard LP. If we explicitly add the con-
straint

∑
j xij = 1 (as opposed to adding it implicitly

through the potential function θi(xi:)) and simplify,
we get the following problem:

min
µ∈M

∑
i,j

cijµij(1)+
∑
j

fj [1− µFj (0, ..., 0)] (15)

s.t.
∑
j

µij(1) = 1 ∀i ∈ C, j ∈ F (16)

Comparing Eq. 21 with the standard LP objective∑
ij cijxij +

∑
j fjyj , we can see that the quantities

µij(1) and 1−µFj (0, . . . , 0) play the roles of xij and yj ,
respectively. The constraints yj ≥ xij automatically
hold since it is always true that 1−µFj (0, ..., 0) ≥ µij(1)
for feasible µ. The constraints in Eq. 16 come from
the fact that if µCi (xi:) is feasible, normalized, and
nonzero only for configurations with

∑
j xij = 1, then

µij(1) = µCi: (0, ..., 1, ..., 0) (with 1 in the jth position)
and hence

∑
j µij(1) = 1.

4.2 MPLP ALGORITHM FOR UFLP

The MPLP message updates are block co-ordinate de-
scent steps in the dual of the MAP-LP, augmented
with dummy variables that are copies of µ. Follow-
ing (Globerson & Jaakkola, 2007), we can derive the
following dual problem:

min
∑
ij

max
xij

bij(xij) (17)

s.t. bij(xij) = −cijxij + αij(xij) + ηij(xij)
αij(xij) = max

x−ij

βFij (x:j) (18)

ηij(xij) = max
xi−j

βCji (xi:) (19)∑
i

βFij (x:j) = θFj (x:j)∀j, x:j∑
j

βCji (xi:) = θCi (xi:)∀i, xi:

MPLP message updates are block co-ordinate descent
steps in the dual variables βCji (xi:) and βFij (x:j). In
practice, we only need to keep track of ηij(xij) and
αij(xij) to compute beliefs and make variable assign-
ments. Performing the maximizations in Eq. 18 and
Eq. 19 and using the notation m = m(1) − m(0) as
before, we get the following message updates:

ηij ← − 1
M

max
k 6=j

(αik − cik)− M − 1
M

(αij − cij)

αij ← 1
N

min
[
0,−fj +

∑
k 6=i

max(0, ηkj − ckj)
]

−N − 1
N

(ηij − cij)

As in the regular max-sum algorithm, variables are
assigned according to x∗ij = arg maxxij

bij(xij) at con-
vergence, which is now guaranteed.

4.3 MPLP-UFLP FIXED POINT
PROPERTIES

Once the MPLP messages converge, we can easily ob-
tain an integral solution x∗ if each belief b(xij) is
uniquely maximized at some x∗ij . However, it is also
possible to have tied beliefs bij(1) = bij(0), or equiv-
alently bij = 0. Before proceeding, we will describe
some message properties for each case. At conver-
gence, we have that

bij = −cij + αij + ηij

=
1
M

(αij − cij)−
1
M

max
k 6=j

(αik − cik) (20)

=
1
N

min[ηij − cij ,−fj +
∑
k

max(0, ηkj − ckj)]
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From Eq. 20, each customer i can either be uniquely
assigned to a single facility j∗ with bij∗ > 0 or tied
between several facilities with bij = 0. We will use
C1 and C0 to denote the sets of uniquely assigned and
tied customers, respectively.

We will also distinguish between sets of open facilities
F1, tied facilities F0 and closed facilities F−1. From
Eq. 20, the quantity −fj +

∑
i max(0, ηij − cij) will

also be greater than, equal to, or less than zero for
these three types of facilities.

Let η̂i denote any message ηij to customer i for which
bij ≥ 0. We do not need to indicate the corresponding
facility j for the following reason: when i ∈ C1, there
exists only one such message, and when i ∈ C0, the
ηij messages from all tied facilities are equal, which
follows from Eq. 20. We also note that bij ≥ 0 always
implies that ηij = η̂i ≥ cij .

Let x∗ be an integral solution constructed by assigning
customers to open facilities in F1 whenever possible,
and assigning tied customers i ∈ C0 arbitrarily to any
facility j ∈ F0 for which bij = 0. With some algebraic
manipulation, we can express the negative dual objec-
tive gD(α, η) = −

∑
ij bij(x

∗
ij), a lower bound on the

optimal IP cost, as:

gD(α, η) =
∑
j∈F1

(fj +
∑
i∈C

min(0, cij − ηij)) +
∑
i∈C

η̂i

=
∑
j∈F1

fj +
∑
j∈F1

∑
i∈C1

cijx
∗
ij +

∑
i∈C0

η̂i (21)

where the second equality follows from the fact that
whenever x∗ij = 1, cij − ηij < 0 and ηij = η̂i. From
Eq. 21, the negative dual objective can be split into
components corresponding to uniquely assigned and
tied customers. When there are no ties, the LP and
IP costs are equal and the solution x∗ is optimal. As
shown by (Globerson & Jaakkola, 2007) and (Sontag
& Jaakkola, 2009), this is true in general for MPLP:
when all beliefs have unique maximizers, the solution
is guaranteed to be optimal.

4.4 MPLP SOLUTION OPTIMALITY

An integral solution x∗ obtained from an MPLP fixed
point, where x∗ij = arg maxxij

bij(xij), is guaranteed
to be optimal if the LP relaxation is tight. One case
in which this is true is when all beliefs have unique
maximizers, as shown in the previous section. In gen-
eral, the LP relaxation will be tight if there exists an
integral µ ∈M such that the following complementary

Figure 3: An illustrative example showing a case where
the LP relaxation is tight, but multiple optima ex-
ist. All costs are equal; smileys represent customers,
crossed circles represent facilities, and bold edges show
possible solutions. The first two solutions are optimal,
while the last one is not.

slackness conditions hold ∀i ∈ C, j ∈ F :∑
xij

µij(xij)
[
bij(xij)−max

xij

bij(xij)
]

= 0 (22)

∑
xi:

µCji (xi:)
[
βCji (xi:)−max

xi−j

βCji (xi:)
]

= 0 (23)∑
x:j

µFij (x:j)
[
βFij (x:j)−max

x−ij

βFij (x:j)
]

= 0 (24)

If some variables are tied with bij(1) = bij(0), either
the relaxation is tight and there exist multiple integral
optima, or the relaxation is not tight. In the former
case, the manner in which we decode tied variables
may be important, as illustrated in Fig. 3.

We can construct an integral primal feasible solution
µ∗ corresponding to some x∗ such that µ∗(x∗) = 1, and
µ∗(x) = 0 whenever x 6= x∗. Such µ∗ automatically
satisfies Eq. 22, as all singleton beliefs are maximized.
Eq. 23 is satisfied if each customer i is assigned to
exactly one facility j for which bij ≥ 0. For Eq. 24,
there are two cases to consider for any given facility j.
If j ∈ F1, any configuration of tied variables suffices.
If j ∈ F0, Eq. 24 holds only if the corresponding tied
variables are either all set to 0, or all set to 1.

To summarize, the LP relaxation is tight and x∗ op-
timal if (1) all singleton beliefs are maximized at x∗,
(2) each customer is assigned to exactly one facility,
and (3) each tied facility j ∈ F0 serves either all or
none of its customers for which bij = 0. An intuitive
interpretation is that each facility must serve all of the
nearby customers to justify its opening cost.

4.5 A 3-APPROXIMATION ALGORITHM
FROM THE MPLP FIXED POINTS

We now describe an algorithm for constructing a 3-
approximation integral solution from an MPLP fixed
point, for metric UFLP instances. We first construct a
bipartite support graph G = (V,E), whose vertices are
customers and facilities, and whose edges (i, j) ∈ E
connect each customer i and facility j with bij ≥ 0.
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Similarly to the method of (Jain & Vazirani, 2001),
we use the greedy Alg. 1 to open facilities so that (1)
no two open facilities are within a path of length 2 in
G, (2) each customer is at a path of length 1 or 3 of an
open facility to which it gets assigned. The algorithm
steps are illustrated in Fig. 4. We will denote the ob-
tained solution by x̄∗, as it may not correspond to an
MPLP solution x∗ (specifically, the two solutions will
disagree on the customers assigned at path length 3).

Algorithm 1 3-Approximation Variable Assignment
initialize
F̄1 ← F1, F̄0 ← F0

C̄1 ← C1, C̄0 ← C0, C̄3 ← {∅}
assign customers in C̄1 to neighbors in F̄1

while |F̄0| > 0 and |C̄0| > 0 do
î← arg mini∈C̄0

η̂i
if 6 ∃j ∈ F̄0 s.t. (̂i, j) ∈ E then
C̄3 ← C̄3 ∪ î, C̄0 ← C̄0 \ î

else
open any facility k ∈ F̄0 s.t. (̂i, k) ∈ E:
F̄1 ← F̄1 ∪ k, F̄0 ← F̄0 \ k
for all i ∈ ne(k) do

assign i to k: x∗ik = 1, x∗ij = 0∀j 6= k

remove path length 2 facilities: F̄0 \ ne(i)
end for
C̄1 ← C̄1 ∪ ne(ĵ), C̄0 ← C̄0 \ ne(ĵ)

end if
end while
assign customers in C̄3 to closest facilities in F̄1

After running Alg. 1, F̄1 is the set of all open facilities,
C̄1 is the set of customers assigned to facilities at path
length 1, and C̄3 is the set of customers assigned sub-
optimally to facilities at path length 3 in the solution
x̄∗. We will now compare the IP costs of x̄∗ to the dual
objective at convergence. The negative dual objective
is equal to:

gD(α, η) =
∑
j∈F1

fj +
∑
j∈F1

∑
i∈C1

cijx
∗
ij +

∑
i∈C0

η̂i

=
∑
j∈F̄1

fj +
∑
j∈F̄1

∑
i∈C̄1

cij x̄
∗
ij +

∑
i∈C̄3

η̂i

The second equality follows from the facts that
for each tied facility j ∈ F0, fj +

∑
i,(i,j)∈E cij =∑

i,(i,j)∈E η̂i, and that facilities in F̄1 serve all their
neighbors in G. The IP cost of the solution x̄∗ will be

gIP (x̄∗) =
∑
j∈F̄1

fj +
∑
j∈F̄1

∑
i∈C̄1

cij x̄
∗
ij +

∑
i∈C̄3

min
j∈F̄1

cij

Hence, the cost of customers in C̄3 changes from η̂i to
minj∈F̄1

cij , and we can show that minj∈F̄1
cij < 3η̂i.

1 2 3

321 ˆ        ˆ        ˆ ηηη ≤≤

Figure 4: An example run of Alg. 1, where smileys rep-
resent customers, crossed circles represent tied facili-
ties, and donuts represent opened facilities. Solid bold
lines represent customer assignments at path length 1,
while dashed bold lines represent assignments at path
length 3.

To see this, consider the example in Fig. 4, where fa-
cility 1 is open due to customer 1 with minimal η̂i, and
customer 2 ends up suboptimally assigned to facility
1. Assigning customer 2 to facility 1 will contribute
a total of c21 to the IP cost, and we can show that
c21 ≤ 3η̂2:

c21 ≤ c22 + c12 + c11 (triangle inequality)
≤ η22 + η12 + η11 (ηij ≥ cij ∀(i, j) ∈ E)
≤ 3 max(η̂1, η̂2) (ηij = η̂i ∀(i, j) ∈ E )
= 3η̂2 (greedy order)

In summary, the IP costs of customers and facilities in
C̄1 and F̄1 are equal to their LP costs, and customers
in C̄3 cost at most 3 times their LP cost. Since the
LP objective is a lower bound on the optimal IP cost,
it follows that gIP (x̄∗) ≤ 3gD(α, η) ≤ 3gIP (xOPT ).
When there are customers assigned at path length 3,
the solution x̄∗ will be different from any solution x∗

that maximizes individual variable beliefs.

Finally, we note that our main contribution here is
in showing the construction a support graph from an
MPLP fixed point and relating it to the dual MPLP
objective; the approximation ratio of 3 could likely be
decreased using a more elaborate decoding scheme.

5 EXPERIMENTS

We evaluate the performance of damped max-sum and
MPLP for UFLP on several metric and non-metric
data sets. For both algorithms, we resolve variable
ties by (1) using Alg. 1, and (2) arbitrarily assigning a
tied customer i to the next facility j for which bij = 0.

We first evaluate the algorithms on the non-metric
ORLIB dataset, one of the most widely used UFLP
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Figure 5: Experimental results on the non-metric ORLIB data set. The error indicates the percentage by which
the obtained cost exceeds the optimal.
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Figure 6: Experimental results on synthetic metric clustering problems, where N :k indicates the data set with
N customers, and facility costs set to

√
N/10k The error indicates the percentage by which the obtained cost

exceeds the LP lower bound.

benchmarks. The ORLIB instances ca, cb and cc are
of size N = 1000 and M = 100, while the c7∗, c10∗ and
c13∗ instances have N = 50 customers and M = 16,
M = 25, M = 50 facilities, respectively.

We then evaluate the algorithms on exemplar-based
clustering problems, where data points are also poten-
tial facilities, i.e. F = C. In this case, max-sum corre-
sponds to the Affinity Propagation algorithm. We first
synthetically generate a metric data set, by randomly
uniformly sampling N ∈ {100, 200, 300, 400, 500}
points in a unit square, setting connection costs to
Euclidean distances, and setting all facility costs to
either

√
N/10,

√
N/100, or

√
N/1000. We also run

the algorithms on two non-metric data sets previously
used to evaluate Affinity Propagation in (Dueck et al.,
2008): images derived from the Olivetti Face database
(Samaria & Harter, 1994), and Document Summariza-
tion.1

The results are shown in Fig. 5, Fig. 6 and Fig. 7,
where the error measures the percentage by which the
solution cost exceeds the optimal cost for ORLIB, and
the LP lower bound for clustering problems.

On the ORLIB data set, MPLP with the greedy Alg. 1

1Datasets and descriptions available at
http://www.psi.toronto.edu/affinitypropagation/

decoding outperforms the other methods, finding the
optimal solutions for 13 instances and obtaining lower
costs on the remaining 2 instances. Using Alg. 1 brings
a significant improvement over arbitrary decoding for
MPLP. On the metric clustering data, the performance
of max-sum and MPLP is comparable, while on non-
metric data max-sum outperforms MPLP. In all cases,
Alg. 1 decoding results in equal or lower cost than arbi-
trary decoding. In general, Alg. 1 will result in subop-
timally connected customers, while arbitrary decoding
will result in suboptimally-opened facilities, and the
performance will depend on which operation is more
costly.

With respect to run time, we observed that damped
max-sum with λ = 0.8 always converges, and takes
fewer iterations to do so than MPLP. Some intuition
behind the number of iterations is that the MPLP mes-
sage updates look relatively similar to those of max-
sum with large damping: if we set λ to 1 − 1/N or
1 − 1/M , we can relate the two types of updates as
mMS
ij = mMPLP

ij + λbij . In general, damping makes
max-sum more stable and likely to converge, but high
damping constants also increase the number of re-
quired iterations. WithN = 500 customers, the damp-
ing constant corresponding to the multiplicative fac-
tors in MPLP would be λ = 0.998, which would result
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Figure 7: Experimental results on non-metric cluster-
ing problems. The error indicates the percentage by
which the obtained cost exceeds the LP lower bound.

in more max-sum iterations as well.

6 CONCLUSION

We have described a new approach to solving the
UFLP using message passing algorithms. We have also
extended the MPLP algorithm with a greedy variable
assignment that guarantees a 3-approximation solu-
tion for metric UFLP instances. More generally, our
approach demonstrates that LP relaxation based mes-
sage passing algorithms such as MPLP can be used to
construct approximations for NP hard problems in a
manner similar to primal-dual methods: by perform-
ing coordinate ascent in dual variables, and construct-
ing integral primal solutions based on complementary
slackness conditions. Relating such algorithms to stan-
dard dual LPs and approximation algorithms is an ex-
citing direction of future work.
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