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Abstract

Universal kernels have been shown to play
an important role in the achievability of the
Bayes risk by many kernel-based algorithms
that include binary classification, regression,
etc. In this paper, we propose a notion of uni-
versality that generalizes the notions intro-
duced by Steinwart and Micchelli et al. and
study the necessary and sufficient conditions
for a kernel to be universal. We show that
all these notions of universality are closely
linked to the injective embedding of a cer-
tain class of Borel measures into a reproduc-
ing kernel Hilbert space (RKHS). By exploit-
ing this relation between universality and the
embedding of Borel measures into an RKHS,
we establish the relation between universal
and characteristic kernels. The latter have
been proposed in the context of the RKHS
embedding of probability measures, used in
statistical applications like homogeneity test-
ing, independence testing, etc.

1 INTRODUCTION

Kernel methods have been popular in machine learning
and pattern analysis for their superior performance on
a wide spectrum of learning tasks. They are broadly
established as an easy way of constructing nonlinear
algorithms from linear ones, by embedding points into
higher dimensional reproducing kernel Hilbert spaces
(RKHSSs) (Scholkopf & Smola, 2002). In the regular-
ization approach to learning, these algorithms gener-
ally invoke the representer theorem and learn a func-
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tion in a RKHS that has the representation,

fi= ek ay), (1)
JEN,

where N, :={1,2,...,n}and k: X x X — R is a pos-
itive definite (pd) kernel on some arbitrary space, X.
{¢; : j € N,} C R are parameters typically obtained
from training data, {z; : j € N} C X. As noted
in Micchelli et al. (2006), one can ask whether the
function representation in (1) approximates any real-
valued target function arbitrarily well as the number
of summands increases without bound. This is an im-
portant question to consider because if the answer is
affirmative, then the kernel-based learning algorithm
is consistent in the sense that for any target function,
f*, the discrepancy between f (which is learned from
the training data) and f* goes to zero (in some sense)
as the sample size goes to infinity. Since

{ Z cik(-,z;) :neN{¢} CR {z;} C X}
JEN,

is dense in the RKHS, H associated with &k (Aronszajn,
1950), and assuming that the kernel-based algorithm
makes f “converge to an appropriate function” in H as
n — 0o, the above question is equivalent to the ques-
tion of whether H is rich enough to approximate any
f* arbitrarily well. This paper deals with the charac-
terization of such RKHSs, where the wellness of ap-
proximation is measured in terms of the uniform norm.
Below, we first present the prior work that dealt with
the above approximation problem and then briefly dis-
cuss our contribution, which generalizes these earlier
works.

Steinwart (2001) considered the above approximation
problem when X is a compact metric space and defined
a continuous kernel, k as universal (in this paper, we
refer to it as c-universal) if its associated RKHS, H is
dense in the Banach space, C'(X) of real-valued con-
tinuous functions (on X') w.r.t. the uniform norm, i.e.,
for any f* € C(X), there exists a ¢ € H that uni-
formly approximates f*. In the context of learning,
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this indicates that if a kernel is c-universal, then the
corresponding kernel-based learning algorithm could
be consistent in the sense that any target function,
f* € C(X) could be approximated arbitrarily well in
the uniform norm by f in (1) as n — oo (see Corollary
5.29 in Steinwart and Christmann (2008) for a rigorous
result). By applying the Stone-Weierstrafl theorem,
Steinwart (2001) then provided sufficient conditions
for a kernel to be c-universal. However, one limitation
in the setup considered by Steinwart (2001) is that X
is assumed to be compact, which excludes many inter-
esting spaces, such as R? and infinite discrete sets.

To overcome the limitation of compact X in c-
universality, Micchelli et al. (2006) proposed a notion
of universality, wherein a continuous k is said to be
universal (in this paper, we refer to it as cc-universal),
if for any choice of compact set Z of a Hausdorff topo-
logical space, X, the set K(Z) :=span{k(-,y) :y € Z}
is dense in C'(Z) in the uniform norm. It can be shown
that k is cc-universal if and only if for any compact
set Z C X, for any f* € C(Z), there exists a g € Kz
that uniformly approximates f*, i.e., H is dense in
C(X) with the topology of compact convergence. Here,
Hyz == {fiz : f € H} is the restriction of H to Z
and f|z is the restriction of f to Z. Although cc-
universality can handle non-compact domains unlike
c-universality, the topology of compact convergence is
weaker than the topology of uniform convergence, i.e.,
a sequence of functions, {f,} C C(X) converging to
f € C(X) in the topology of uniform convergence en-
sure that they converge in the topology of compact
convergence but not vice-versa. So, the natural ques-
tion to ask is whether we can characterize J{ that are
rich enough to approximate any f* on non-compact X
in a stronger sense, i.e., uniformly, by some g € .

To answer this question, we propose a notion of uni-
versality that can handle non-compact X while uni-
formly approximating any f* by some g € H. How-
ever, instead of approximating any f* € C(X) for
non-compact X, as is the case with cc-universality,
in this notion, only a subset of C'(X) (defined below)
is approximated. Note that this notion addresses lim-
itations associated with both c¢- and cc-universality.
To formalize this, we define k to be cg-universal if k is
bounded, k(-,z) € Cy(X), Yz € X and its correspond-
ing RKHS, K is dense in Cp(X) w.r.t. the uniform
norm, where X is a locally compact Hausdorff (LCH)
space (also see Carmeli et al. (2009)) and Cy(X) is the
Banach space of bounded continuous functions vanish-
ing at infinity, endowed with the uniform norm (see
Section 2 for the definition of Cy(X)). The necessary
and sufficient condition for a kernel to be cq-universal
is derived in Section 3 (see Theorem 3), and is shown
to be related to the injective embedding of a certain

class of Borel measures into H. Using this result,
simple necessary and sufficient conditions are derived
for translation invariant kernels on R¢, Fourier ker-
nels on the d-Torus, T?, and radial kernels on R? to
be co-universal. Examples of cg-universal kernels on
R? include the Gaussian, Laplacian, By i-spline, in-
verse multiquadratics, Matérn class, etc. In addition,
by providing a novel characterization for c- and cc-
undversality, which is also related to the injective em-
bedding of certain class of Borel measures into I, in
Sections 3.1 and 3.2, we relate c- and cc-universality to
co-universality. We show that all these three notions
of equivalent when X is compact (which also trivially
follows from their definitions), while co-universality is
stronger than cc-universality when X is not compact,
i.e., if a kernel is cg-universal, then it is cc-universal
but not vice-versa.

Recently, the RKHS embedding of probability mea-

sures,

]P’»—)/ k(- z) dP(z), 2)

has been studied (Srip)érumbudur et al., 2008; Fuku-
mizu et al., 2009b; Sriperumbudur et al., 2009) and
has been used in many statistical applications like ho-
mogeneity testing (Gretton et al., 2007), independence
testing (Gretton et al., 2008; Fukumizu et al., 2008),
dimensionality reduction (Fukumizu et al., 2009a), etc.
Here, X is a topological space, k is a measurable,
bounded kernel and P is a Borel probability measure
on X. The motivation to consider such an embed-
ding is that it provides a powerful and straightforward
method of dealing with higher-order statistics of ran-
dom variables. In all the above mentioned applica-
tions, it is critical that the embedding in (2) is injec-
tive so that probability measures can be distinguished
by their images in H. A bounded, measurable k is
said to be characteristic if and only if (2) is injec-
tive. Gretton et al. (2007) related characteristic and
universal kernels by showing that if k is c-universal,
then it is characteristic. Besides this result, not much
is known or understood about the relation between
universal and characteristic kernels. In Section 4, we
relate universality and characteristic kernels by using
the results in Section 3 that relate universality and the
RKHS embedding of measures. In particular, we show
that a translation invariant kernel on R? (in general,
any locally compact Abelian group) is cp-universal if
and only if it is characteristic. We also show that the
converse to the result by Gretton et al. (2007) is not
true, i.e., if a kernel is characteristic, it need not be
c-universal.

In Section 5, we briefly discuss a generalization of ¢g-
universality and issues associated with it. The ap-
pendix contains a supplementary result used in proofs.

To summarize, we have proposed a stronger notion of
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universality that generalizes the earlier notions (Stein-
wart, 2001; Micchelli et al., 2006) and presented a uni-
fied approach to understand these notions by relating
them to the RKHS embedding of measures. By ex-
ploiting this connection between universal kernels and
the RKHS embedding of measures, we also clarified
the relationship between universal and characteristic
kernels.

2 DEFINITIONS & NOTATION

Let X be a topological space. C(X) (resp. Cp(X))
denotes the space of all continuous (resp. bounded
continuous) functions on X. For an LCH space, X,
f € C(X) is said to wvanish at infinity if for every
e > 0 the set {x : |f(z)] > €} is compact. The
class of all continuous f on X which vanish at infinity
is denoted as Cy(X). The spaces Cp(X) and Cy(X)
are endowed with the uniform norm, || - ||, defined as

[fllu == sup,ex [f(2)] for f € Co(X) C Cp(X).

If X denotes a topological vector space, we denote by
X'’ the vector space of continuous linear functionals on
X, and X' is called the topological dual space (in this
paper, we simply refer to it as the dual).

Radon measures: A Radon measure p on a Haus-
dorff space X is a Borel measure on X satisfying (4)
u(C) < oo for each compact subset C C X and
(#3) w(B) = sup{u(C)|C C B, Ccompact} for each
B in the Borel o-algebra of X. p is said to be fi-
nite if ||u|| = |p|(X) < oo, where || is the total-
variation of p. My(X) denotes the space of all fi-
nite signed Radon measures on X, while M} (X) de-
notes the space of all Radon probability measures.
My.(X) denotes the space of all compactly supported
finite signed Radon measures on X. For p € My(X),
the support of p is defined as supp(u) = {x €
X | for any open set U such that € U, |u|(U) # 0}.
We refer the reader to Berg et al., (1984, Chapter 2)
for a general reference on the theory of Radon mea-
sures.

Positive definite and strictly positive definite: A
function k : X x X — R is called positive definite (pd)
if, forallm € N, aq,...,a, € Randallzq,...,z, € X,
we have n
Z aiajk(:vi,xj) 2 0. (3)
i,j=1
Furthermore, k is said to be strictly pd if, for mutually
distinct z1,...,2, € X, equality in (3) only holds for
o) == a, = 0. 9 is said to be a positive definite
function on R? if k(z,y) = 1 (z—y) is positive definite.

Fourier transform in R?: For X C R? let LP(X)
denote the Banach space of p-power (p > 1) inte-
grable functions w.r.t. the Lebesgue measure. For

f € LY(RY), f represents the Fourier transform of f
given by

fly) = (2m) /2 / e f(2) de, y € RY,

Rd
where ¢ denotes the imaginary unit v/—1. For a finite
Borel measure, p on R?, the Fourier transform of i is
given by

i(w) = / e du(z), w € RY,
Rd

which is a bounded, uniformly continuous function on
R

3 UNIVERSAL KERNELS

In Section 1, we have briefly discussed the notions of
c- and cc-universality along with some of their limita-
tions. To address these limitations, in this paper, we
consider the following notion of universality.

Definition 1 (cp-universal). Let X be an LCH
space with the kernel, k being bounded and k(-,x) €
Co(X),Vx € X. k is said to be co-universal if the
RKHS, H induced by k is dense in Co(X) w.r.t. the
uniform norm, i.e., for every function g € Co(X) and
all e > 0, there exists an f € H such that || f —g|l. < e.

Note that the above definition of universality can han-
dle non-compact X and ensures uniform convergence
over entire X, therefore removing the limitations as-
sociated with c-universality and cc-universality. Since
Co(X) = C(X) when X is compact, it is easy to see
that the notions of c-universal, cc-universal and cy-
universal are the same. However, when X is not com-
pact, it is not straightforward to see how the notions
of ¢g-universal and cc-universal are related. Before we
discuss this relation (see Section 3.2), we are primarily
interested in the characterization of cg-universal ker-
nels. To obtain a characterization for co-universal ker-
nels, we need the following result, usually called under
the name of Hahn-Banach theorem, which we quote
from Rudin, (1991, Theorem 3.5).

Theorem 2 (Hahn-Banach). Suppose A be a subspace
of a locally convex topological vector space Y. Then A
is dense in Y if and only if A+ = {0}, where

At :={TeY' :Vze A T(x)=0}.

The main results in this paper hinge on the above the-
orem, where we choose A to be the RKHS, H and Y to
be Cy(X) or C(X) (depending on the notion of univer-
sality) for which Y’ is known through the Riesz repre-
sentation theorem. Using Theorem 2 with A := 3 and
Y = Cy(X), the following result presents a necessary
and sufficient condition for k to be cg-universal.

Theorem 3 (Characterization of cy-universality). k
is co-uniwersal if and only if the embedding,
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, € My(X), (4)

-

s injective.

Proof. By Definition 1, k is co-universal if J is dense
in Cp(X). We now invoke Theorem 2 to characterize
the denseness of 3 in Cp(X), which means we need
to consider the dual C{(X) := (Co(X)) of Co(X).
By the Riesz representation theorem (Folland, 1999,
Theorem 7.17), C{(X) = Mp(X) in the sense that
there is a bijective linear isometry p +— T, from
My(X) onto C{(X), given by the natural mapping,
T.(f) = [ fdu, [ € Co(X). Therefore, by Theo-
rem 2, H is dense in Cp(X) if and only if H* := {u €
My(X) ¥ f €9, [, fdu=0}={0}.

(<) If (4) is injective, ie., for pu € My(X),
Jx k(G z)du(z) = 0 = p = 0, then by
Lemma 20 (see Appendix), we have fX fdu =
(f, [y k du(z))sc = 0,V f € H, which means H
is dense in Cy(X) and therefore k is co-universal.

(=) Suppose ([ k(. z)du(x) = 0 = u = 0)
does not hold, i.e., I3u € My(X), p # 0 such that
Jx k(@) dp(x) = 0, which means 3 € My(X), pn # 0
such that [, fdu = 0 for every f € H and therefore
JH is not dense in Cp(X). O

Theorem 3 shows that the co-universality of k is re-
lated to the injective embedding of u € M, (X) into H.
Recently, such injective embeddings have been consid-
ered when p is a Borel probability measure on a mea-
surable space, X, which as mentioned in Section 1 is
related to characteristic kernels. Before we relate these
to co-universality (see Section 4), we obtain an alter-
nate and equivalent characterization of co-universality,
which resembles the condition for k to be strictly pd,
though not equivalent (see Proposition 5).

Proposition 4. k is co-universal if and only if
[ K dnt@) duts) > 0.¥0 # € M), (5)

Proof. (<) Suppose k is not co-universal. By
Theorem 3, Ipu € My(X),u # 0 such that
fX k(- z)du(zr) =0 = || fX k(-,z) du(z)|5 = 0. This

([ reayauta). [ ktoydut)),

@ / /X k(e y) du(z) duly),

where (a) follows from Lemma 20 (see Appendix). By
our assumption in (5), this leads to a contradiction.
Therefore, if (5) holds, then k is cg-universal.

(=) Suppose Ju € Mp(X),u # 0 such that

[/ B(x,y) dp(z) duly) = 0 = || [ k(- z) dp(x)|lsc =
0, which implies [ k(-,2) du(z) = 0. This means, the

0 =

embedding in (4) is not injective, which by Theorem 3
implies that k is not co-universal. Therefore, if k is
co-universal, then k satisfies (5). O

The following result shows that k being strictly pd is
a necessary condition for k to be cg-universal.

Proposition 5 (cp-universal kernels are strictly pd).
If k is co-universal, then it is strictly pd.

Proof. Suppose k is not strictly pd. This means for
some n € N and for mutually distinct z1,...,z, € X,
there exists R 3 «; # 0 for some j € {1,...,n}
such that 37", apajk(z,z;) = 0. Define p :=
Z?Zl a0y, where ¢, represents the Dirac measure

at . Clearly p # 0 and p € My(X). There-

fore, there exists 0 # u € My(X) such that
[Jx k(z,y) du(x) du(y) = 0, which by Proposition 4
implies k is not co-universal. o

Remark 6. By combining Propositions 4 and 5, it is
easy see that if k satisfies (5), then k is strictly pd.
However, the converse is not true. See Steinwart and
Christmann, (2008, Proposition 4.60, Theorem 4.62)
for the related discussion.

Although the condition in (5) for co-universality is
easy to interpret, it is not always easy to check. To
this end, we present easily checkable characterizations
for the following classes of kernels:

(A1) kistranslation invariant on RYxRY, i.e., k(z,y) =
¥(x —15), where 0 # ¢ € Cy(R?) is a pd function
on R,

(As) k is a radial kernel on R? x R?, ie., k(z,y) =
o(llz —yl3), z,y € RY, where p € Co(R) is com-
pletely monotone (Wendland, 2005, Chapter 7) on
[0, 00).

(A3) X is an LCH space with bounded k. Let k(z,y) =
Y ier 9i(@)d;(y), (z,y) € X x X, where we as-
sume that series converges umformly on X x X.
{¢; : j € I} is a set of continuous real-valued
functions on X where I is a countable index set.

Translation invariant kernels on R?: (4;)

The following result provides a necessary and suffi-
cient condition (which is easily checkable) for k to be
co-universal when k is translation invariant, i.e., when
it satisfies (A1). Before we present the result, we need
a theorem due to Bochner that characterizes trans-
lation invariant kernels on R?, which is quoted from
Wendland, (2005, Theorem 6.6).

Theorem 7 (Bochner). 1 € Cy(R?) is pd on R? if
and only if it is the Fourier transform of a finite non-
negative Borel measure A on R?, i.e

P(z) = /]Rd emietw dA(w), = € RY. (6)
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Proposition 8 (Translation invariant kernels on R).
Suppose (A1) holds and 1 € Co(R?). Then k is co-
universal if and only if supp(A) = R?.

Proof. (<) Consider B := [[p. k(x,y)du(z) du(y)
for any 0 # p € My(RY) with k(z,y) = ¢ (z — y).

[ vte = duta) dutw)

@ / / /R d e~ =" gA () dp(z) dply)

® / /R ) e~ qu(z) /R ) e du(y) dA(w)
— [ @) = [ 1a@) dw.m

where Theorem 7 is invoked in (a), while Fubini’s the-
orem (Folland, 1999, Theorem 2.37) is invoked in (b).
If supp(A) = RY, then it is clear that B > 0. There-
fore, by Proposition 4, k is co-universal.

B =

(=) Suppose k is co-universal, which by Theorem 3
means that p — [k(-,z)du(z) is injective for p €
My(RY). This means pu — [ k(-,z)du(z) is injective
for € M1 (R?) and therefore Theorem 7 in Sriperum-
budur et al. (2008) yields supp(A) = R9. O

The above result shows that a translation invariant
kernel on R? is co-universal if and only if the sup-
port of its Fourier transform is entire R?. Examples
of cg-universal translation invariant kernels on R? in-
clude the Gaussian [k(z,y) = exp(—allz —y||3), z,vy €
RY o > 0], Laplacian [k(z,y) = exp(—alz —
yllh), 7,y € RY a > 0], Byy1-spline [k(z,y) = (1 —
le—y|)1;—11)(z—y), =,y € R], inverse multiquadratics
[k(z,y) = B+ [l —yl3)~, 2,y €R?, a >0, B> 0],
etc., as it can be shown that all these kernels have
Fourier transforms supported on entire R¢ (Wend-
land, 2005, Chapter 6). An example of a transla-
tion invariant kernel on R that is not cg-universal is
k(z,y) = ¢¥(x —y) = sin (2 —y)/2) (called the sinc-
'Y Y (a—)?
squared kernel) as supp(A) = [—1,1] € R. However,
since the sinc-squared kernel is strictly pd (Wendland,
2005, Theorem 6.11), the converse to Proposition 5 is
not true.

As a corollary to Proposition 8, the following result
shows that all compactly supported translation invari-
ant kernels on R? are cy-universal.

Corollary 9. Suppose (A1) holds. If supp(v) is com-
pact, then k is co-universal.

Proof. The proof is same as that of Corollary 8 in
Sriperumbudur et al. (2008). O

Radial kernels on R?%: (A5)

Proposition 11 provides a necessary and sufficient con-
dition for k to be co-universal when k satisfies (Az).

Before that, we present Schoenberg’s characterization
of radial kernels, which we quote from Wendland,
(2005, Corollary 7.12 and Theorem 7.13).

Theorem 10 (Schoenberg). k(z,y) = ¢(||z — y||3) is
a kernel on R x R? if and only if there exists a finite
nonnegative Borel measure, v on [0,00) such that for
all r >0,

o) = [t ®)

Proposition 11 (Radial kernels on R?). Suppose

(A2) holds. Then k is co-universal if and only if
supp(v) 7 {0}.
Proof. (<) Consider B [ k(z,y) du(z) du(y)

with k(z,y) = ¢(||z — y||3). Using the representation
for ¢ in (8), we have

/ // e~V du(t) dpu(x) du(y)
Q[ Pae) doanty

© /R |ii(w)|? [/OOO 9t(w) dV(t)] dw, — (9)

where g:(w) := (2t)_d/2e_”“”3/4t is the Fourier trans-
form of ¢~tI#l3. Here Fubini’s theorem and (7) is in-
voked in (a) while Fubini’s theorem is invoked in (b).
Since supp(v) # {0}, the inner integral in (9) is pos-
itive for every w € R% and so B > 0. Therefore k is
co-universal by Proposition 4.

B =

(=) If k is co-universal, then it is strictly pd (by
Proposition 5). The result therefore follows from
Wendland, (2005, Theorem 7.14) which says that if k
is strictly pd, then supp(v) # {0}. O

Examples of radial kernels that are co-universal in-
clude the Gaussian, inverse multiquadratics etc.

Kernels of type in (As)

We now consider the characterization of c¢gp-

universality for (Asz).

Proposition 12. Suppose (As) holds. Let k(-,x) €
Co(X),Va € X. Then k is co-universal if and only if
for any 0 # u € My(X), there exists some j € I for
which [y ¢jdu # 0.

Proof. Using k(z,y) Z;e] i (x)p;(y ), we have

ffx z,y) dﬂ )dﬂ( gel|fx¢J ( )| .
(<) Suppose for any 0 75 u € Mp(X), there exists
some j € I for which [ ¢;du # 0. Then, it is clear
that [ k(z,y) du(z)du(y) > 0,V0 # p € My(X)
and therefore k is cg-universal, which follows from
Proposition 4.

(=) Suppose there exists a non-zero measure, © €
My(X) for which [y ¢;jdpu = 0 for any j € I. This
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means, there exists a 0 # pu € My(X) for which
[y k(x,y) du(x) du(y) = 0, ie., k is not co-universal
(by Proposition 4). O

3.1 RELATION BETWEEN cy-universality
AND c-universality

Let X be a compact metric space (and therefore a
compact Hausdorff space). Then Cy(X) = C(X). Us-
ing this, in Theorem 13, we provide a characteriza-
tion for c-universal kernels, which is similar to that of
Theorem 3. Unlike the characterization in Steinwart
(2001), which only provides sufficient conditions for
c-universality, the following result provides both nec-
essary and sufficient conditions for k to be c-universal.

Theorem 13 (Characterization of c-universality). k
is c-universal if and only if the embedding in (4) is
injective.

When X is compact, Proposition 12 can be used to
study the universality of Taylor kernels, e.g., exponen-
tial kernel, binomial kernel, etc. See Corollary 4.57,
Examples 4.9 and 4.11 in Steinwart and Christmann
(2008) for the definition of these kernels and their cor-
responding {¢;}jer. The sufficient condition for the
c-universality of Taylor kernels can easily be obtained
from Proposition 12, which coincides with the result
in Corollary 4.57 of Steinwart and Christmann (2008).

We now consider X = [0,27)? =: T?, called the d-
Torus and present necessary and sufficient conditions
for a translation invariant kernel on T¢, i.e

(Ag) k(z,y) = ¥((* — Y)mod2r ), where 1 € C(T?) is a
pd function on T¢,

to be c-universal. Steinwart and Christmann, (2008,
Lemma 4.12) called these kernels as of Fourier type
and presented sufficient conditions for them to be c-
universal. Using the characterization in Theorem 13,
we show that these conditions are also necessary. Be-
fore we present the result in Proposition 15, we now
state Bochner’s theorem on T¢.

Theorem 14 (Bochner). 1 € C(T) is pd if and only

) .

/ = Z Aw(n)e””T", z e T, (10)
nezd

where Ay 7' — Ry, Ay(-n) = Ay(n) and

Y nezd Ayp(n) < co. Ay are called the Fourier series
coefficients of .

Proposition 15. Suppose (A4) holds. Then k is c-
universal if and only if Ay(n) > 0,Vn € Z%.

Proof. (<) Consider B := [[.,k(z,y)du(z)du(y)
for 0 # u € M(T?). Substituting for k as in
( ) and for ¢ as in (10), it can be shown that

= (2m)% EnEZd A¢(n)|A#(n)|2, where A, (n) :=

2m)~ [ e~ "% dy(z), n € Z¢, which is the Fourier
transform of p in T9. Since Ay(n) > 0, Vn € Z4, we
have B > 0, which by Proposition 4 implies k is c-
universal.

(=) Proving necessity is equivalent to proving that
if Ay(n) = 0 for some n = ng # 0, then there exists
0 # p € My(T?) such that [[ k(z,y)du(z)du(y) = 0.
Let Ay(n) = 0 for some n = ng. Define du(z) =
2accos(zl'ng) dz, o € R\{0}. It is easy to check that
0 # p € My(T?) and [[k(w,y)dp(z)du(y) = 0.
Therefore, k is not c-universal. o

3.2 RELATION BETWEEN cy-universality
AND cc-universality

In this section, we first present a novel characteriza-
tion of cc-universality, which is related to the injective
embedding of a certain class of Borel measures into
H. Using this result, we then relate the notions of ¢g-
universality and cc-universality: if k is cg-universal,
then it is cc-universal but not vice-versa.

Theorem 16 (Characterization of cc-universality).
Let X be an LCH space and k be continuous and
bounded on X x X. Then k is cc-universal if and only
if the embedding,

e

s injective.

s 1€ Mpe(X), (11)

Proof. As in the proof of Theorem 3, we need to con-
sider the dual of C(X) (endowed with the topology
of compact convergence), which is Mp.(X) (Hewitt,
1950). The rest of the proof follows the same idea as
in the proof of Theorem 3. O

It is clear from Theorems 3 and 16 that any cg-
universal kernel is cc-universal. However, the converse
is not true. To prove the converse is not true, we first
re-derive a result due to Micchelli et al., (2006, Propo-
sition 15), which provides a sufficient condition for k
to be cc-universal when k is translation invariant on
R4

Proposition 17. Suppose (A1) holds. If supp(A) has
a non-empty interior, then k is cc-universal.

Proof. Based on Theorem 16, it is easy show that if
S k(z,y) du(z) duly) > 0,Y0 # p € My(X), then
k is cc-universal (note that the proof of this claim is
very similar to that of Proposition 4). Now, consider
B = [[k(z,y) du(x) dp(y) with k(z,y) = d(z - y).
As shown in the proof of Proposition 8, we have B =
Jga li(w)[? dA(w), where A is defined in Theorem 7.
Since p € My.(R%), by the Paley-Wiener theorem
(Rudin, 1991, Theorem 7.23), we obtain supp(ii) =
R?. Therefore if supp(A) has a non-empty interior,
B > 0 and therefore, k is cc-universal. O
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An example of a cc-universal kernel is k(z,y) =

W# as supp(A) = [-1,1] € R has a non-
empty interior. However, it is not co-universal as

supp(A) # R.

To summarize, so far, we have showed how the
proposed notion of cg-universality generalizes (i.e.,
stronger than) the notions of c-universality and cc-
universality by relating them to the injective RKHS
embeddings of certain class of Borel measures. We
have also characterized the notion of co-universality
for many interesting families of kernels. In the follow-
ing section, we relate these various notions of univer-
sality to characteristic kernels, which are associated
with the injective RKHS embedding of Borel proba-
bility measures.

4 CHARACTERISTIC KERNELS
AND UNIVERSALITY

Recent studies in machine learning have considered the
mapping of random variables into a suitable RKHS
and showed that this provides a powerful and straight-
forward method of dealing with higher-order statistics
of the variables. For sufficiently rich RKHSs, this no-
tion is used to test for homogeneity (Gretton et al.,
2007), independence (Gretton et al., 2008), conditional
independence (Fukumizu et al., 2008), etc.

Key to the above applications is the notion of a char-
acteristic kernel, which is defined as a kernel for which
the embedding, P+ [ k(-,z) dP(z) is injective. Here,
P is a Borel probability measure defined on a topologi-
cal space, X and k is a measurable, bounded kernel on
X. In other words, a characteristic kernel induces an
RKHS that is sufficiently rich in the sense that proba-
bility measures have unique images. From the point of
view of applications, although the universality (which
is motivated from the point of view of achieving con-
sistency in kernel-based algorithms) and characteristic
property may seem unrelated, in this paper, we show
that they are closely related. The first result in this
direction is by Gretton et al. (2007), wherein they
showed that a c-universal kernel is characteristic. Be-
sides this result, not much is known or understood
about the relation between characteristic and univer-
sal kernels.

Based on the relation between universality and the
RKHS embedding of measures which we established
in Section 3, the following proposition presents the re-
lation between universal and characteristic kernels.

Proposition 18 characteristic

kernels—I). If k is

(a) co- or c-universal, then it is characteristic to the
set of probability measures contained in My(X).

(Universal and

(b) cc-universal, then it is characteristic to the set of
probability measures contained in Mp.(X).

Proof. The proof follows from Theorems 3, 13, 16 and
the definition of a characteristic kernel. O

Now, one can ask when is the converse true? The
following result answers this question when k is trans-
lation invariant on R? and T¢, i.e., the kernels defined
in (A7) and (Ayg).

Proposition 19 (Universal and
kernels—II). The following hold:

(a) Suppose (A1) holds with 1) € Co(R?). Then k is
co-universal if and only if it is characteristic to
the set of all Borel probability measures on R?.

(b) Suppose (Ag) holds. Then k is c-universal if it
is characteristic to the set of all Borel probability
measures on T% and A (0) > 0.

characteristic

Proof. (a) Suppose k is co-universal. Then, by Propo-
sition 18, k is characteristic to M1 (R?). Conversely, if
k is characteristic to M} (R?), we have supp(A) = R?
which follows from Theorem 7 in Sriperumbudur et al.
(2008). The result therefore follows from Proposi-
tion 8.

(b) Using the same idea as in the proof of the neces-
sity part of Proposition 15, it can be shown that if k
is characteristic, then A, (0) > 0, Ay(n) > 0,Vn #0
(we skip the proof here). Therefore if k is characteris-
tic with Ay (0) > 0, then it is c-universal by Proposi-
tion 15. O

The above result shows that the concepts of univer-
sality and characteristic property are equivalent (resp.
almost equivalent) on the class of translation invari-
ant kernels defined over R? (resp. T¢). This result can
be easily extended to translation invariant kernels on
locally compact Abelian groups.

Based on the discussion so far, one can summarize the
similarity and difference between characteristic and
universal kernels as follows: (i) Based on (2), (4) and
(11), it is clear that characteristic and universal kernels
are essentially the same except that universal kernels
deal with some subset of M;(X) while characteristic
kernels deal with probability measures. (%) For the
characteristic property, the constant function is not
necessary in H, which is clearly highlighted in Propo-
sition 19(b).

5 CONCLUSIONS & DISCUSSION

In this work, we have generalized the notions of uni-
versality considered by Steinwart (2001) and Micchelli
et al. (2006) by presenting a notion of universality
that subsumes these other definitions. The properties
of the proposed notion of universality are studied. It
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is also shown that all these notions of universality are
closely linked to the injective RKHS embedding of a
certain class of Borel measures, which therefore leads
to the problem of understanding the relation between
characteristic and universal kernels. This is fully set-
tled in the case of translation invariant kernels on R¢
and T?, where the equivalence between characteristic
and universal kernels is established.

As an extension, one can further generalize the no-
tion of universality that is considered in this paper.
Suppose X is a topological space. A bounded contin-
uous kernel, k can be defined to be ¢;-universal if the
RKHS, H induced by k is dense in Cp(X) w.r.t. the
uniform norm. Clearly, this concept of universality
subsumes cp-universality and addresses its limitation
of approximating only a subset of C(X). Follow-
ing a technique similar to the proof of Theorem 3,
it can be shown that k is cp-universal if and only if
p— [y k(-,x)du(x) is injective, where X is a nor-
mal space and p is a regular bounded finitely additive
set function defined on the field (not a o-field) gener-
ated by the closed sets (Dunford & Schwartz, 1958).
Because of the technicalities involved in dealing with
such a set function, we did not pursue it in this pa-
per, though it will be of interest to deal with such a
generalized notion.
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APPENDIX

The following result is a simple generalization of the
technique used in the proof of Sriperumbudur et al.,
(2008, Theorem 3).

Lemma 20. Let k be a measurable and bounded
kernel on a measurable space, X and let H be its
associated RKHS. Then, for any f € H and for
any finite signed Borel measure, p, [y f(x)du(z) =

(f, fx k(,.’L‘) dﬂ(x»f}f'
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