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Abstract

The paper presents a geometrically motivated view on conformal prediction applied to nonlinear multi-output regression tasks for obtaining valid measure of accuracy of Manifold Learning Regression algorithms. A considered regression task is to estimate an unknown smooth mapping \( f \) from \( q \)-dimensional inputs \( x \in X \) to \( m \)-dimensional outputs \( y = f(x) \) based on training dataset \( Z(n) = \{(x_i, y_i = f(x_i))\}_{i=1}^{n} \). Manifold Learning Regression (MLR) algorithm solves this task using Manifold learning technique. At first, unknown \( q \)-dimensional Regression manifold \( M(f) = \{(x, f(x)) \in \mathbb{R}^{q+m} : x \in X \subset \mathbb{R}^q \} \), embedded in ambient \( (q + m) \)-dimensional space, is estimated from the training data \( Z(n) \), sampled from this manifold. The constructed estimator \( M_{MLR} \), which is also \( q \)-dimensional manifold embedded in ambient space \( \mathbb{R}^{q+m} \), is close to \( M \) in terms of Hausdorff distance. After that, an estimator \( f_{MLR} \) of the unknown function \( f \), mapping arbitrary input \( x \in X \) to output \( f_{MLR}(x) \), is constructed as the solution to the equation \( M(f_{MLR}) = M_{MLR} \). Conformal prediction allows constructing a prediction region for an unknown output \( y = f(x) \) at Out-of-Sample input point \( x \) for a given confidence level using given nonconformity measure, characterizing to which extent an example \( Z = (x, y)^T \) is different from examples in the known dataset \( Z(n) \). The paper proposes a new nonconformity measure based on MLR estimators using an analog of Bregman distance.
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1. Introduction

1.1. Regression Problem

The general goal of Statistical Learning/Regression is to find a data-based predictive function Vapnik (1998); James et al. (2014); Hastie et al. (2009). We consider a nonlinear multi-output regression task. Let \( f \) be an unknown smooth mapping from an Input space \( X \subset \mathbb{R}^q \) to \( m \)-dimensional Euclidean space \( \mathbb{R}^m \). Given a training data set

\[
x \in Z(n) = \left\{ Z_i = \left( x_i, y = f(x_i) \right), i = 1, 2, \ldots, n \right\},
\]
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consisting of the input-output pairs, the task is to construct function \( f^* \), which predicts output \( y^* = f^*(x) = f^*(x|Z_{(n)}) \) for arbitrary previously unseen Out-of-Sample (OoS) input \( x \in X \) with sufficiently small predictive error

\[
\delta(x) = \delta(x|y) = |y^* - y| = |f^*(x) - f(x)|
\]

for a true output \( y = f(x) \).

There are various models and methods for reconstruction of an unknown function using sample data, such as least squares techniques (linear and nonlinear), artificial neural networks, kernel nonparametric regression and kriging, SVM-regression, Gaussian processes, Radial Basic Functions, Deep Learning Networks, Gradient Boosting Regression Trees, Random Forests, etc. Hastie et al. (2009); Bishop (2006); Deng and Yu (2014); Breiman (2001); Friedman (2000); Rasmussen and Williams (2005); Belyaev et al. (2015b); Burnaev and Vovk (2014); Burnaev et al. (2016); Burnaev and Nazarov (2016); Burnaev and Panov (2015); Loader (1999); Belyaev et al. (2016, 2015a); Burnaev et al. (2013); Zaitsev et al. (2013).

Sometimes, in the framework of the regression task an estimation problem of an unknown \( m \times q \) Jacobian matrix \( J_f(x) = \nabla_x f(x) \) of the mapping \( f(x) \) at arbitrary input point \( x \in X \) is considered.

1.2. Manifold Learning Regression

Many regression methods (kernel nonparametric regression, kriging, Gaussian processes) use kernels that are typically stationary. However, as indicated in many studies Hastie et al. (2009); Rasmussen and Williams (2005); Loader (1999), application of these methods result in significant prediction errors in case functions with strongly varying gradients; thus, it is necessary to use non-stationary kernels with adaptive kernel width.

To avoid this drawback we proposed in Cayton (2005); Huo et al. (2011); Ma and Fu (2011) a new geometrically motivated Manifold Learning Regression (MLR) algorithm based on Manifold Learning approach. Let us describes its main idea. An unknown smooth function \( f \) determines an unknown smooth \( q \)-dimensional manifold

\[
M(f) = \left\{ Z = F(x) = \left( \begin{array}{c} x \\ f(x) \end{array} \right) \in \mathbb{R}^{q+m} : x \in X \subset \mathbb{R}^q \right\},
\]

which is called Regression manifold (RM), embedded in an ambient space \( \mathbb{R}^p \), \( p = q+m \), and covered (parameterized) by a single chart \( F : x \in X \subset \mathbb{R}^q \rightarrow Z = F(x) \in M(f) \subset \mathbb{R}^p \). Any estimated function \( f^* : X \rightarrow \mathbb{R}^m \) also determines a manifold \( M(f^*) \) by replacing function \( f(x) \) with \( f^*(x) \) in (3).

At first, the MLR estimates an unknown Regression manifold \( M(f) \) (3) using training data \( Z_{(n)} \), which can be considered as a sample from this manifold. The constructed estimator \( M_{MLR} = M_{MLR}(Z_{(n)}) \), which is also a \( q \)-dimensional manifold embedded in ambient space \( \mathbb{R}^q+m \), provides a small Hausdorff distance \( d_H(M_{MLR}, M(f)) \) between these manifolds. After that, an estimator \( f_{MLR} \) of the unknown function \( f \) is constructed as the solution of the equation

\[
M(f_{MLR}) = M_{MLR}(Z_{(n)}).
\]
The MLR also estimates an unknown $m \times q$ Jacobian matrix $J_f(x) = \nabla_x f(x)$ of the mapping $f(x)$ by $m \times q$ matrix $G_{MLR}(x) = G_{MLR}(x | Z_{(n)})$ at arbitrary input point $x \in X$.

Under appropriate choice of parameters in MLR procedures, the errors of MLR-estimators $\hat{y}(x) = f_{MLR}(x)$ and $G_{MLR}(x)$ have the following convergence rates:

$$
|\hat{y}(x) - f(x)| \sim O(n^{-2/(q+2)}),
$$

$$
|G_{MLR}(x) - J_f(x)| = O(n^{-1/(q+2)}).
$$

Kuleshov and Bernstein (2016, 2017) generalize the manifold regression technique to the case in which the Input space $X \subset \mathbb{R}^q$ is an unknown Input manifold with known lower intrinsic dimensionality $q' < q$, embedded in ambient space $\mathbb{R}^q$.

### 1.3. Conformal prediction

Conformal prediction technique Vovk et al. (2005); Shafer and Vovk (2008); Papadopoulos et al. (2014) is used for determining the precise level of confidence in prediction $f_{MLR}(x)$ for arbitrary input $x \in X$ by constructing the prediction region $\Gamma_{\alpha}(x) = \Gamma_{\alpha}(x | Z_{(n)})$ which contains the unknown value $y = f(x)$ with a given confidence level $\alpha$.

Common approach to the Conformal prediction is as follows Shafer and Vovk (2008). At first, a non-conformity measure is introduced as a real-valued function $A(Z_{(n)}; Z)$ that measures how different an example $Z = (x, y)^T$ from the examples in known dataset $Z_{(n)}$. Note that if input $x$ doesn’t belong to the sample dataset of inputs

$$
X_{(n)} = \{x_i, i = 1, 2, \ldots, n\},
$$

the output $y = f(x)$ is unknown, and the nonconformity measure $A$ can be written only as a real-valued function

$$
a(y) = a(y|x, Z_{(n)}) = A(Z_{(n)}; (x, y)^T)
$$

of output $y$ given dataset $X_{(n)}$ and input $x$.

Given some estimating procedure $f^*$, which determines predicted value

$$
\hat{y}^* = f^*(x) = f^*(x | Z_{(n)}, y)
$$

at given point $x \in X$, the nonconformity measure can be defined as

$$
A^*(Z_{(n)}; (x, y)^T) \equiv a^*(y|x, Z_{(n)}) = d(\hat{f}^*(x | Z_{(n)}), y),
$$

where $d(y^*, y)$ is a chosen proximity measure between estimator $y^*$ and output $y$ (for example, $\delta(x|y)$ from (2)).

Then, the nonconformity measure can be computed for all old examples $Z_i$ relative to the examples $Z_{(n)/i}$, consisting of examples $Z_{(n)}$ (1) without the $i$-th example $Z_i$ and new example $Z = (x, y)^T$:

$$
A_i \equiv A(Z_{(n)/i} \cup Z; Z_i) = a_i(y) = a(y_i|x_i, Z_{(n)/i} \cup (x, y)^T).
$$

After that, given some confidence level, we can compute the frequencies

$$
p(y) = \frac{1}{n} \sum_{i=1}^{n} I\{a_i(y) \geq a(y)\},
$$
which depend on unknown output $y$. Note that in Shafer and Vovk (2008) the frequency is computed in a slightly different way, namely as \( \left( \frac{1}{n+1} + \frac{1}{n+1} \times p(y) \right) \).

Finally, the value $y$ is included in the sought-for prediction region $\Gamma_\alpha(x) = \Gamma_\alpha(x|Z_{(n)})$ if and only if $p(y) > \alpha$.

### 1.4. Proposed nonconformity measure

In this paper, we introduce a nonconformity measure for estimating the proximity between examples as follows. Let us consider regression problems in which both an unknown mapping $f(x)$ and its Jacobian matrix $J_f(x)$ should be estimated.

Let $x, x' \in X$ be some nearby inputs, and $y = f(x)$, $y' = f(x')$ are the corresponding outputs. Consider a prediction
\[
\hat{y}' = y - J_f(x') \times (x - x')
\]
of output $y'$ from given output $y$ with an error of order $O(|x' - x|^2)$.

Let us define a nonconformity measure between examples $Z = (x, y)^T$ and $Z' = (x', y')^T$ in terms of quality of the prediction (7) by asymmetrical measure
\[
|\hat{y}' - y| = |(y' - y) + J_f(x) \times (x - x')|;
\]
this measure is closely related to the Bregman distance Bregman (1967)
\[
D_\phi(x', x) = \phi(x) - \phi(x') - (\nabla \phi(x'), x' - x),
\]
defined with the use of continuously-differentiable real-valued and strictly convex function $\phi$ with closed convex domain of definition (thus, $D_\phi(x', x) > 0$), which are widely used in Machine Learning Amari (1998); Amari and Nagaoka (2000); Banerjee et al. (2005a,b).

Taking into account that the measure (8) is defined only for nearby inputs $x'$ and $x$, we define value of the nonconformity measure $B(Z_{(n)}; Z)$ at point $Z = (x, y)^T$ based on MLR estimators $\hat{y}(x)$ and $G_{MLR}(x)$ as follows
\[
b(x, y) = b(x, y|Z_{(n)}) = \sum_{j=1}^{n} K(x_j, x) \times |\hat{y}(x_j) - y_j| = \sum_{j=1}^{n} K(x_j, x) \times |y_j - y + G_{MLR}(x_j) \times (x_j - x)|,
\]
where $G_{MLR}(x_j) = G_{MLR}(x_j|Z_{(n)})$ is MLR-estimator for Jacobian matrix $J_f(x_j)$ and $K(x', x) = I(|x' - x| < \epsilon)$ is a kernel determined by a pre-selected small parameter $\epsilon$.

Let us denote
\[
b_i(x, y) = b_i(x, y|Z_{(n)} \cup (x, y)^T) = \sum_{j=1, j \neq i}^{n} K(x_j, x_i) \times |y_j - y_i + G_{MLR}(x_j|Z_{(n)} \cup (x, y)^T) \times (x_j - x_i)| + K(x, x_i) \times |y - y_i + G_{MLR}(x|Z_{(n)} \cup (x, y)^T) \times (x - x_i)|.
\]
The paper constructs a prediction region $\Gamma_\alpha(x)$ for unknown output $y = f(x)$ at OoS input point $x$ given some confidence level based on the MLR-estimators $\hat{y}(x)$ and $G_{MLR}(x)$ using introduced nonconformity measures (9), (10).

The paper is organized as follows. Section 2 describes shortly the MLR algorithm. Section 3 contains an approximation of measures $b(x, y)$ (9) and $\{b_i(x, y), i = 1, 2, \ldots, n\}$ (10), computed for all sample points, and Section 4 describes obtained prediction region.

2. Manifold Learning Regression

2.1. Manifold Estimation Problem

The MLR is based on the estimation of unknown RM $M(f)$ (3) from given points $Z(n)$ (1), sampled from the manifold. Considered Manifold estimation problem Kuleshov and Bernstein (2014a,b) for the RM is to construct two interrelated mappings

- an embedding mapping $h : M(f) \rightarrow U_h \subset \mathbb{R}^q$ from the RM $M(f)$ to the Feature space (FS) $U_h = h(M(f)) \subset \mathbb{R}^q$, which produces a low-dimensional parameterization (low-dimensional coordinates) $h(Z)$ of manifold points $Z \in M(f)$,

- a recovery mapping $g : U_h \rightarrow \mathbb{R}^p$ which recovers manifold points $Z \in M(f)$ from their low-dimensional coordinates $u = h(Z)$,

which ensure small recovery error (a measure of a quality of solution $(h, g)$ at point $Z$)

$$\delta_{h,g}(Z) = |r_{h,g}(Z) - Z|,$$

here the recovered value

$$r_{h,g}(Z) = g(h(Z)) \approx Z$$

is a result of successively applying the embedding and recovery mappings to vector $Z$.

Mappings $(h, g)$ determine $q$-dimensional recovered Regression manifold (RRM)

$$M_{h,g} = r_{h,g}(M(f)) = \{r_{h,g}(Z) \in \mathbb{R}^p : Z \in M(f)\}$$

$$= \{Z = g(u) \in \mathbb{R}^p : u \in U_h = M(f) \subset \mathbb{R}^q\},$$

which is embedded in ambient input space $\mathbb{R}^p$, covered by a single chart $g$, and consists of all recovered values $r_{h,g}(Z)$ of manifold points $Z$. Proximities (12) imply manifold proximity $M_{h,g} \approx M(f)$ meaning small Hausdorff distance $d_H(M_{h,g}, M(f))$ between the RM $M(f)$ and RRM $M_{h,g}$ (13) due to inequality $d_H(M_{h,g}, M(f)) \leq \sup_{Z \in M(f)} \delta_{h,g}(Z)$.

The proximity $r_{h,g}(Z) \approx Z$ can be directly checked at sample point $Z \in Z(n)$; for OoS point $Z \in M(f) \setminus Z(n)$ it describes the generalization ability of solution $(h, g)$ at a specific point $Z$. To provide a good generalization ability, certain additional requirements to the pair $(h, g)$ have to be satisfied Bernstein and Kuleshov (2013): the pair $(h, g)$ should preserve a differential structure of the RM providing proximity between tangent spaces to the RM $M(f)$ (3) and RRM $M_{h,g}$ (13).

In manifold theory Jost (2002); Lee (2009), the set composed of manifold points equipped by tangent spaces at these points is called the Tangent bundle of the manifold. Thus, a problem of manifold recovery, which includes a recovery of its tangent spaces as a subproblem, is referred to as the Tangent bundle manifold learning problem and can be formulated
as follows Bernstein and Kuleshov (2012): to construct the solution \((h, g)\) of the manifold estimation problem which, additionally to manifold proximities (11), provides tangent proximity

\[
L_{h,g}(Z) \approx L(Z),
\]

where \(L(Z)\) is a tangent space to the RM \(M(f)\) at the point \(Z\) and \(q\)-dimensional linear space

\[
L_{h,g}(Z) = \text{Span}(J_g(h(Z))),
\]

spanned by columns of the Jacobian matrix \(J_g(u), u = h(Z)\) of the recovery mapping \(g(u)\), is a tangent space to the RRM \(M_{h,g}\) (13) at recovered point \(r_{h,g}(Z) \in M_{h,g}\); the proximity in (14) is defined in terms of chosen distance between these tangent spaces, considered as elements of the Grassmann manifold Grass\((p,q)\), consisting of all \(q\)-dimensional linear subspaces in \(\mathbb{R}^p\).

2.2. Grassmann & Stiefel Eigenmaps algorithm

Grassmann & Stiefel Eigenmaps (GSE) algorithm Kuleshov and Bernstein (2014b); Bernstein and Kuleshov (2012) provides the solution to the Tangent bundle manifold learning problem and consists of three successively performed steps: tangent manifold learning, manifold embedding, and tangent bundle recovery.

In the first step, a sample-based family \(H\) consisting of \(p \times q\) matrices \(H(Z)\) with columns \(\{H^{(k)}(Z) \in \mathbb{R}^p, k = 1, 2, \ldots, q\}\), smoothly depending on \(Z\), is constructed to meet the relations \(L_H(Z) \equiv \text{Span}(H(Z)) \approx L(Z)\) and

\[
\nabla H^{(i)}(Z) H^{(j)}(Z) = \nabla H^{(i)}(Z) H^{(j)}(Z), \quad i, j = 1, 2, \ldots, q,
\]

for all \(Z \in M(f)\); covariant differentiation is used in these relations. The mappings \(h\) and \(g\) will be built on the next steps in such a way that

\[
J_g(h(Z)) = H(Z),
\]

and, therefore, the columns \(\{H^{(k)}(Z)\}\) are coordinate tangent fields on the RM \(M(f)\).

In the next step, given the family \(H\) already constructed, an embedding mapping \(h(Z)\) is constructed to meet the relations \(Z' - Z \approx H(Z) \times (h(Z') - h(Z))\) for nearby points \(Z', Z \in M(f)\); the FS \(U_h = h(M(f))\) is also determined on this step.

In the final step, given the family \(H\) and already constructed mapping \(h\), a recovery mapping \(g(u), u \in U_h\) is constructed to meet the relations (12) and (16).

The estimator \(M_{h,g}\), constructed in this way, meets required manifold and tangent proximities.

2.3. Manifold Learning Regression algorithm

The GSE applied to the sample \(Z_{(n)}\) (1) from the RM \(Z(f)\) results in Embedding mapping \(u = h(Z) \in \mathbb{R}^q, Z \in \mathbb{R}^p\), recovery mapping \(Z = g(u) \in \mathbb{R}^p\), and \(p \times q\) matrix \(G(u)\), which approximates Jacobian matrix \(J_g(u)\) of the recovery mapping \(g(u)\); these quantities fulfill proximity relations (17) and (19).
Thus, we have two parameterizations of manifold points \( Z = F(x) \in M(f) \): natural parameterization by input \( x \in X \) and GSE-parameterization \( u = h(Z) \), which are linked by an unknown one to one reparameterization mapping

\[
u = \varphi(x) : x \in X \rightarrow \varphi(x) = h(F(x)) \in U_h.
\] (17)

A splitting of the \( p \)-dimensional vector \( Z = \begin{pmatrix} Z_{in} \\ Z_{out} \end{pmatrix} \), \( p = q + m \), on the \( q \)-dimensional vector \( Z_{in} \) and \( m \)-dimensional vector \( Z_{out} \) implies the corresponding partitions

\[
g(y) = \begin{pmatrix} g_{in}(u) \\ g_{out}(u) \end{pmatrix} \quad \text{and} \quad G(y) = \begin{pmatrix} G_{in}(u) \\ G_{out}(u) \end{pmatrix}
\] (18)

of the vector \( g(y) \in \mathbb{R}^p \) and \( p \times q \) matrix \( G(y) \); the \( q \times q \) and \( m \times q \) matrices \( G_{in}(u) \) and \( G_{out}(u) \) are the Jacobian matrices of the mappings \( g_{in}(u) \) and \( g_{out}(u) \). It follows from proximities (12), (14) with the use of representation \( Z = F(X) = \begin{pmatrix} x \\ f(x) \end{pmatrix} \), that

\[
g_{in}(h(F(x))) \approx x,
\]

\[
g_{out}(h(F(X))) \approx f(x).
\]

Therefore,

\[
g_{in}(\varphi(x)) \approx x, \quad \text{(19)}
\]

\[
g_{out}(\varphi(x)) \approx f(x), \quad \text{(20)}
\]

and, if the mapping \( u = \varphi(x) \) (17) would be known, the function \( f^*(x) = g_{out}(\varphi(x)) \) would be sought-for learned function for unknown function \( f(x) \) with small error \( \delta(x) \) (2).

Unknown function \( u = \varphi(x) \) (17) is known at sample input points \( \{x_i\} \):

\[
\varphi(x_i) = h(Z_i) \equiv u_i, \quad i = 1, 2, \ldots, n.
\] (21)

The GSE-solution gives also known values of Jacobian matrix \( J_{\varphi}(x) \) of the mapping \( \varphi(x) \) at sample input points \( \{x_i\} \): differentiating approximate identity \( g_{in}(\varphi(x)) \approx x \) (19) and using GSE-estimator \( G_{in}(u) \) for the Jacobian matrix of the mapping \( g_{in}(u) \), we obtain

\[
G_{in}(\varphi(x)) \times J_{\varphi}(x) \approx I_q,
\]

whence follows

\[
J_{\varphi}(x) \approx G_{\varphi}(x) \equiv G_{in}^{-1}(\varphi(x)), \quad \text{(22)}
\]

therefore, under known values \( G_{in}(\varphi(x_i)) = G_{in}(h(Z_i)) = G_{in}(u_i) \),

\[
J_{\varphi}(x_i) \approx G_{\varphi}(x_i) \equiv G_{in}^{-1}(u_i), \quad i = 1, \ldots, n. \quad \text{(23)}
\]

Therefore, we obtain a problem called Regression problems with known Jacobians Kuleshov and Bernstein (2016), consisting in estimating an unknown mapping \( \varphi(x) : \mathbb{R}^q \rightarrow \mathbb{R}^q \) from its known values \( \{\varphi(x_i) = u_i\} \) (21) under known values \( \{J_{\varphi}(x_i) \approx G_{\varphi}(x_i)\} \) (23) of its \( q \times q \) Jacobian matrix \( J_{\varphi}(x) \) at sample input points \( \{x_i \in X_{[n]}\} \). The solution to this
problem \(U(x)\) called Known Jacobian Regression (KJR), given in Kuleshov and Bernstein (2016), is

\[
U(x) = \frac{1}{K(x)} \sum_{i=1}^{n} K(x_i, x) \times \{u_i + G_{\varphi}(x_i) \times (x - x_i)\}.
\]  

(24)

Here \(K(x) = \sum_{i=1}^{n} K(x_i, x)\).

Thus, the MLR-solution to the initial estimation problem is given by formula

\[
f_{MLR}(x) = g_{out}(U(x)).
\]

Differentiating approximate identity \(g_{out}(\varphi(x)) \approx f(x)\) (20) and using GSE-estimator \(G_{out}(u)\) for the Jacobian matrix of the mapping \(g\), we obtain

\[
G_{out}(\varphi(x)) \times J_{\varphi}(x) \approx J_f(x),
\]

whence follows, using estimators \(U(x)\) (24) and \(G_{\varphi}(x)\) (22) for \(\varphi(x)\) and \(J_{\varphi}(x)\), that

\[
G_{MLR}(x) \equiv G_{out}(U(x)) \times G_{in}^{-1}(U(x)).
\]

(25)

is MLR-estimator for the unknown Jacobian matrix \(J_f(x)\) of the mapping \(f\).

In performed numerical experiments Bernstein et al. (2015); Kuleshov and Bernstein (2016), the proposed MLR method compared favorably with the kernel nonparametric regression estimator with stationary kernel.

3. Approximation of proposed nonconformity measure for Manifold Learning Regression

In accordance with common Conformal prediction technique (see Section 1.3), the computed functions \(b(x, y) = b(x, y|Z_{(u)})\) (9) and \(b_i(x, y) = b_i(x, y|Z_{(u)}; \cup (x, y)^T)\) (10) allows constructing a sought-for prediction region \(\Gamma(x) = \Gamma_{\alpha,MLR}(x|Z_{(u)})\) as follows: the point \(y\) is included in the region if and only if \(\frac{1}{n} \sum_{i=1}^{n} I\{b_i(x, y) \geq b(x, y)\} > \alpha\).

Taking into account proximity \(f_{MLR}(x) - f(x) = O(n^{-2/(q+2)})\) (4), we will consider values \(y\) which is located “not very far” asymptotically from the MLR-estimator \(\hat{y}(x) = f_{MLR}(x)\) and belong to the ball

\[
W_{C,\gamma}(\hat{y}(x)) = \{y : |y - \hat{y}(x)| < C \times n^{-(1+\gamma)/(q+2)}\}
\]

centered at \(\hat{y}(x)\) with radius \(C \times n^{-(1+\gamma)/(q+2)}\), where \(C\) and \(\gamma\), \(0 < \gamma \leq 1\), are chosen parameters.

The quantities (9) and (10) depend on MLR-estimators \(G_{MLR}(x'|Z_{(u)}; \cup (x, y)^T)\), constructed from dataset at the points \(x' = x_j, j = 1, 2, \ldots, n, j \neq i, \) and \(x' = x\).

As was said above (Section 2.2), MLR-estimator \(G_{MLR}(x)\) (25) for the unknown Jacobian matrix \(J_f(x)\) of the mapping \(f\) at chosen point \(x\) is based on approximation \(G(u)\) of \(p \times q\) Jacobian matrix \(J_f(u)\) of recovery mapping \(g(u)\) which is a result of applying the GSE algorithm to the sample \(Z_{(u)}\) (1). Matrix \(G(u)\), in turn, is based on constructing of \(p \times q\) the matrices \(H(Z)\) with required properties in the GSE tangent manifold learning step; the mappings \(h(Z)\) and \(g(u)\) are constructed in the next steps in such a way as that
\( J_g(h(Z)) = H(Z) \). Note that the values \( Z \) are known for sample points; at OoS point, when output \( y = f(x) \) is unknown, certain interpolation procedure is used in the GSE.

The MLR-estimators \( G_{MLR}(x) \) should be computed at various points \( x' \in X \) from the sample \( Z_{(n)} \), as well as from modified sample \( Z_{(n)}/\cup(x,y)^T \). To avoid using a “brute force” in computing these estimators, asymptotic approximations for these estimators, in which a dependency on \( y \) is written in explicit form, is constructed in next subsections for big sample size \( n \). This allows constructing the prediction region “almost” in explicit form.

We start with constructing the approximation of the estimator \( G_{MLR}(x'|Z_{(n)}) \) from the initial sample \( Z_{(n)} \).

### 3.1. Approximation for local covariance matrix based on initial sample

The matrices \( H(Z) \) are constructed in the GSE as follows. Let \( Z' = F(x) \in Z_{(n)} \), see (3), be chosen reference point and dataset \( S_\varepsilon(x) = S_\varepsilon(x'|Z_{(n)}) = \{Z_j \in Z_{(n)} : |x_j - x'| < \varepsilon\} \) (27) consists of sample points whose inputs belong to \( \varepsilon \)-ball centered at \( x' \) for chosen small parameter \( \varepsilon \).

The tangent space \( L(Z) \) at the point \( Z' \in M(f) \) is estimated by the \( q \)-dimensional linear space \( L_{PCA}(Z') \) spanned by the eigenvectors of local sample covariance matrix

\[
\Sigma_n(Z'|Z_{(n)}) = \frac{1}{n(x') \sum_{j=1}^n K(x', x_j) \times [(Z_j - Z') \times (Z_j - Z')^T] \quad (28)
\]

corresponding to the \( q \) largest eigenvalues which are a result of the Principal Component Analysis (PCA), applied to the points from the dataset \( S_\varepsilon(Z) \), where

\[
n(x') = \sum_{j=1}^n K(x', x_j) \quad (29)
\]

is a random number of sample point \( x_j \in X_{(n)} \) fallen in \( \varepsilon \)-ball of considered point \( x \).

In this section we study an asymptotic approximation of the local sample covariance matrix \( \Sigma_n(Z'|Z_{(n)}) \) (28).

The PCA principal vectors form \( p \times q \) matrix \( Q_{PCA}(Z') = Q_{PCA}(Z'|Z_{(n)}) \), whose columns are these principal eigenvectors which, in turn, form orthogonal basis in the linear spaces \( L_{PCA}(Z') \). Therefore,

\[
\Sigma_n(Z'|Z_{(n)}) = Q_{PCA}(Z') \times \Lambda_n(Z') \times Q_{PCA}^T(Z') \quad (30)
\]

where

\[
\Lambda_n(Z') = \begin{pmatrix}
\Lambda_{n,q}(Z') & 0_{qm} \\
0_{mq} & \Lambda_{n,m}(Z')
\end{pmatrix}
\]

is \((q + m) \times (q + m)\) diagonal matrix in which diagonal elements of \( q \times q \) submatrix \( \Lambda_{n,q}(Z') \) consists of \( q \) largest eigenvalues and diagonal elements of \( m \times m \) submatrix \( \Lambda_{n,m}(Z) \) consists of remaining eigenvalues; hereinafter \( 0_{st} \) denotes null \( s \times t \) matrix.
Assume that the input points (6) are randomly and independently of each other sampled from the Input space $\mathbf{X}$ according to an unknown measure in $\mathbb{R}^q$ with unknown density $\mu(\mathbf{x})$ whose support coincides with the $\mathbf{X}$.

If the RM $\mathbf{M}(\mathbf{f})$ is “well sampled” (sample size $n$ is large enough) and $\varepsilon$ is small enough (in subsequent considerations, $\varepsilon$ depend on $n$ such as $\varepsilon = O(n^{-1/(q+2)})$) then Levina and Bickel (2005)

$$n(\mathbf{x'}) = n \times \mu(\mathbf{x'}) \times V_q \times \varepsilon^q \times (1 + O(\varepsilon)) = O(n^{2/(q+2)}), \quad (31)$$

where $V_q = \frac{\pi^{q/2}}{\Gamma(q/2+1)}$ is the volume of $q$-dimensional unit ball in $\mathbb{R}^q$. Hereinafter, symbol $O(\cdot)$, depending on its use in formulas, refers to a number, vector or matrix, respectively, and $O(\varepsilon^k)$ denotes $O(n^{-k/(q+2)})$. Note that $L_{PCA}(Z) \approx L(Z)$ with an error $O(\varepsilon)$ Singer and Wu; Tyagi et al. (2012); Kaslovsky and Meyer (2011); Yanovich (2016).

Under condition $|\mathbf{x'} - \mathbf{x}_j| < \varepsilon$ and choice $\varepsilon = O(n^{-1/(q+2)})$, Taylor series expansion yields

$$\mathbf{F}(\mathbf{x}_j) - \mathbf{F}(\mathbf{x'}) = \mathbf{J}_\mathbf{F}(\mathbf{x'}) \times (\mathbf{x}_j - \mathbf{x'}) + O(\varepsilon^2) = \mathbf{J}_\mathbf{F}(\mathbf{x'}) \times (\mathbf{x}_j - \mathbf{x'}) + O(n^{-2/(q+2)}),$$

where $p \times q$ matrix $\mathbf{J}_\mathbf{F}(\mathbf{x})$ is

$$\mathbf{J}_\mathbf{F}(\mathbf{x'}) = \left(\begin{array}{c} \mathbf{1}_q \\ \mathbf{J}_\mathbf{f}(\mathbf{x'}) \end{array}\right),$$

therefore,

$$\Sigma_n(Z'\mid Z_{(n)}) = \frac{1}{n(\mathbf{x'})} \sum_{j=1}^{n} K(\mathbf{x'}, \mathbf{x}_j) \times (\mathbf{F}(\mathbf{x}_j) - \mathbf{F}(\mathbf{x'})) \times (\mathbf{F}(\mathbf{x}_j) - \mathbf{F}(\mathbf{x'}))^T
= \Sigma_{\mathbf{x},n}(\mathbf{x'}\mid \mathbf{Z}_{(n)}) + O(\varepsilon^3),$$

where

$$\Sigma_{\mathbf{x},n}(\mathbf{x'}\mid \mathbf{X}_{(n)}) = \frac{1}{n(\mathbf{x'})} \sum_{j=1}^{n} K(\mathbf{x'}, \mathbf{x}_j) \times [\mathbf{J}_\mathbf{f}(\mathbf{x'}) \times (\mathbf{x}_j - \mathbf{x'})] \times [\mathbf{J}_\mathbf{f}(\mathbf{x'}) \times (\mathbf{x}_j - \mathbf{x'})]^T
= \mathbf{J}_\mathbf{F}(\mathbf{x'}) \times \Sigma_{\mathbf{x},n}(\mathbf{x'}\mid \mathbf{X}_{(n)}) \times \mathbf{J}_\mathbf{F}(\mathbf{x'}) \quad (32)$$

and

$$\Sigma_{\mathbf{x},n} = \frac{1}{n(\mathbf{x})} \sum_{i=1}^{n} K(\mathbf{x}, \mathbf{x}_i) \times [(\mathbf{x}_i - \mathbf{x}) \times (\mathbf{x}_i - \mathbf{x})]^T . \quad (33)$$

Matrix $\Sigma_{\mathbf{x},n}(\mathbf{x'}\mid \mathbf{X}_{(n)})$ (32) has rank $q$, hence it has no more than $q$ nonzero eigenvalues, and relation (30) can be written as

$$\Sigma_n(Z'\mid Z_{(n)}) = Q_{PCA}(Z') \times \Lambda_{n,q}(Z') \times Q^T_{PCA}(Z') + O(\varepsilon^3). \quad (34)$$

As was shown in (40), under an assumption about a random nature of the sample, random sample point $\mathbf{x}_j \in \mathbf{X}_n$ which is fallen into the set $S_\varepsilon(\mathbf{x})$ (27) has conditional asymptotically ($n \to \infty$ and $\varepsilon \to 0$) uniform distribution in the $\varepsilon$-ball centered at $\mathbf{x'}$. 
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Therefore, $q \times q$ random matrix $\varepsilon^{-2} \times \Sigma_{xx,n}(\mathbf{x}', \mathbf{X}_{(n)})$ (33) having random number $n(\mathbf{x}')$ (29) summands, by the law of large numbers converge to the $q \times q$ covariance matrix $\mathbb{E}(\xi \times \xi^T)$ of $q$-dimensional random vector $\xi$ uniformly distributed in the unit ball in $\mathbb{R}^q$ with convergence rate $O(n^{-1/2}(\mathbf{x})) = O(n^{-1/2(q+2)}) = O(\varepsilon)$. Diagonal matrix $\mathbb{E}(\xi \times \xi^T)$ has identical diagonal elements $q \times q$ which is a mean value of squared length of $q$-dimensional random vector uniformly distributed in the unit ball in $\mathbb{R}^q$. Therefore, 

$$
\Sigma_{xx,n}(\mathbf{x}'|\mathbf{X}_{(n)}) = \varepsilon^2 \times \sigma_q^2 \times \mathbf{I}_q \times O(\varepsilon^3),
$$

here $\sigma_q^2 = \mu \times \frac{q}{q+2}$, whence, due to relations (32), 

$$
\Sigma_n(Z'|\mathbf{Z}_{(n)}) = [J_T(\mathbf{x}') \times \Sigma_{xx,n}(\mathbf{x}'|\mathbf{X}_{(n)}) \times J_F(\mathbf{x}')] + O(\varepsilon^3)
$$

$$
= \varepsilon^2 \times \sigma_q^2 \times [J_T(\mathbf{x}') \times J_F(\mathbf{x}')] + O(\varepsilon^3). \quad (35)
$$

Taking into account the relations (4) and (35), we obtained other asymptotic representations for sample covariance matrix $\Sigma_{xx,n}(\mathbf{x}, \mathbf{X}_{(n)})$ (28):

$$
\Sigma_n(Z'|\mathbf{Z}_{(n)}) = \varepsilon^2 \times \sigma_q^2 \times \mathbf{G}_F(\mathbf{x}') + O(\varepsilon^3),
$$

where

$$
\mathbf{G}_F(\mathbf{x}') = \begin{pmatrix}
\mathbf{I}_q \\
\mathbf{G}_{MLR}(\mathbf{x}) \\
\mathbf{G}_{MLR}(\mathbf{x}) \times \mathbf{G}_{MLR}(\mathbf{x})^T
\end{pmatrix}
= \begin{pmatrix}
\mathbf{I}_q \\
\mathbf{G}_{MLR}(\mathbf{x})^T
\end{pmatrix} \times \begin{pmatrix}
\mathbf{I}_q \\
\mathbf{G}_{MLR}(\mathbf{x})
\end{pmatrix}^T. \quad (36)
$$

3.2. Details of constructing the MLR-estimators for Jacobian matrices

The PCA principal vectors as orthogonal bases in the linear spaces $L_{PCA}(Z')$ are not agreed by with each other and can be very different, even in close points. GSE constructs other bases in these spaces, which form $p \times q$ matrices 

$$
\mathbf{H}(Z') = Q_{PCA}(Z') \times v(Z'), \quad (37)
$$

where $q \times q$ nonsingular matrices $v(Z')$ should provide the smooth dependency $\mathbf{H}(Z')$ at point $Z'$ and equalities (15). As was said above, $p \times q$ matrix $\mathbf{H}(Z')$ equals to Jacobian matrix $\mathbf{G}(\mathbf{u}')$ of the recovery mapping $g(\mathbf{u})$ at the point $\mathbf{u}' = h(Z')$.

In accordance with the partition (18), we split $p \times q$ matrix $Q_{PCA}(Z)$ on $q \times q$ matrix $Q_{PCA,\text{in}}(Z')$ and $m \times q$ matrix $Q_{PCA,\text{out}}(Z')$:

$$
Q_{PCA}(Z') = \begin{pmatrix}
Q_{PCA,\text{in}}(Z') \\
Q_{PCA,\text{out}}(Z')
\end{pmatrix},
$$

and denote $m \times q$ matrix

$$
\mathbf{G}_{PCA}(\mathbf{x}') = Q_{PCA,\text{out}}(\mathbf{F}(\mathbf{x}')) \times Q_{PCA,\text{in}}^{-1}(\mathbf{F}(\mathbf{x}')). \quad (38)
$$

It follows from (16) and (37) that

$$
\mathbf{G}_{\text{in}}(h(Z')) = Q_{PCA,\text{in}}(Z') \times v(Z'),
$$

$$
\mathbf{G}_{\text{out}}(h(Z')) = Q_{PCA,\text{out}}(Z') \times v(Z').
$$
The MLR-estimator \( G_{MLR}(x') \) (25), taking into account the relations (16), (37) and that \( U(x') = h(F(x')) \) for point \( Z' = F(x') \), is as follows

\[
G_{MLR}(x') = G_{out}(U(x)) \times G_{in}^{-1}(U(x')) \\
= [Q_{PCA, out}(Z') \times v(Z')] \times [Q_{PCA, in}(Z') \times v(Z')]^{-1} \\
= [Q_{PCA, out}(Z') \times v(Z')] \times [v^{-1}(Z') \times Q_{PCA, in}^{-1}(Z')] \\
= Q_{PCA, out}(Z') \times Q_{PCA, in}^{-1}(Z').
\]

Therefore, the estimator (25) doesn’t depend on matrix \( v(Z') \), and:

\[
G_{MLR}(x') = G_{MLR}(x'|Z_{(n)}) = Q_{PCA, out}(F(x')) \times Q_{PCA, in}^{-1}(F(x')) = G_{PCA}(x').
\]

Estimator \( G_{MLR}(x|Z_{(n)} \cup (x, y)^T) \) of the Jacobian matrix \( J_f(x') \) computed at point \( x' \), constructed from the data \( \{Z_{(n)} | \cup (x, y)^T\} \), is equal to

\[
G_{MLR}(x'|Z_{(n)} \cup (x, y)^T) = Q_{PCA, out}(Z'|Z_{(n)} \cup (x, y)^T) \times Q_{PCA, in}^{-1}(Z'|Z_{(n)} \cup (x, y)^T),
\]

here \((q + m) \times q\) matrix

\[
Q_{PCA,i}(x, y) = Q_{PCA} \left( \begin{pmatrix} x \\ y \end{pmatrix} | Z_{(n)}; \cup \begin{pmatrix} x \\ y \end{pmatrix} \right)
\]

consists of \( q \) \((q + m)\)-dimensional columns which are the eigenvectors of matrix

\[
\Sigma_n(Z'|Z_{(n)} \cup (x, y)^T) = \frac{1}{n(x', x_i, x)} \sum_{j=1, j \neq i}^n K(x', x_j) \times [K(x_j - Z') \times (Z_j - Z')^T] \\
+ \frac{1}{n(x', x_i, x)} K(x', x) \times \begin{pmatrix} x - x' \\ y - y' \end{pmatrix} \times \begin{pmatrix} x - x' \\ y - y' \end{pmatrix}^T,
\]

(42)

corresponding to the \( q \) largest eigenvalues, and

\[
n(x, x_i, x) = n(x') - K(x_i, x') + I[|x - x'| < \varepsilon];
\]

we will call the matrix (42) modified local sample covariance matrix.

It follows from (31) that

\[
n(x', x_i, x) = n(x') \times (1 + O(\varepsilon^2)) = O(\varepsilon^3).
\]

Therefore, we need to compute the estimators \( G_{MLR}(x|Z_{(n)} \cup (x, y)^T) \) (40) at all points \( x = x_k, k \neq i \), and \( x' = x \) for \( i = 1, 2, \ldots, n \). For this, using an identity

\[
\begin{pmatrix} x - x' \\ y - y' \end{pmatrix} = \begin{pmatrix} x - x' \\ f(x) - y' \end{pmatrix} + \begin{pmatrix} 0_{1q} \\ f_{MLR}(x) - f(x) \end{pmatrix} + \begin{pmatrix} 0_{1q} \\ y - f_{MLR}(x) \end{pmatrix}
\]

(44)

and taking into account property (4), the relation

\[
\begin{pmatrix} x - x' \\ y - y' \end{pmatrix} = \begin{pmatrix} x - x' \\ f(x) - y' \end{pmatrix} + \begin{pmatrix} 0_{1q} \\ y - f_{MLR}(x) \end{pmatrix} + O(\varepsilon^2)
\]

(45)

will be used for these purposes.
3.3. Approximation for modified local covariance matrix at sample points

In this section we study an asymptotic approximation of modified local sample covariance matrix \( \Sigma_n(Z'_i | Z_{(n)/i} \cup (x, y)^T) \) (42) at sample points \( Z'_i = Z_k, k = 1, 2, \ldots, n, k \neq i \).

Taking into account approximate relation (45), we obtain

\[
\Sigma_n(Z_k | Z_{(n)/i} \cup (x, y)^T) = \frac{1}{n(x_k, x_i, x)} \left\{ \sum_{j=1, j \neq i}^{n} K(x_k, x_j) \times [(Z_j - Z_k) \times (Z_j - Z_k)^T] + K(x_k, x) \times [(F(x) - Z_k)(F(x) - Z_k)^T] \right\} + \frac{1}{n(x_k, x_i, x)} K(x_k, x) \times \left( \begin{array}{cc} 0_{qq} & \Delta_{MLR,x}(x, x_k) \\ \Delta_{MLR,y}(x, x_k) \end{array} \right) + O(\varepsilon^2),
\]

where

\[
\Delta_{MLR,x}(x, x_k) = (x - x_k) \times (y - f_{MLR}(x))^T,
\]

\[
\Delta_{MLR,y}(x, x_k) = (y - f_{MLR}(x)) \times (f(x) - f(x_k))^T + (f(x) - f(x_k)) \times (y - f_{MLR}(x))^T
\]

+ \left( y - f_{MLR}(x) \right) \times \left( y - f_{MLR}(x) \right)^T.
\]

The point \( F(x) \) can be considered as an additional sample point, therefore, a quantity in brackets in the first term in (46) coincides with the sum in the local covariance matrix \( \Sigma_n(Z_k | Z_{(n)}) \) (28), in which \( i \)-th sample point \( Z_i \) is replaced by the point \( F(x) \). Thus, taking into account relation (43), the first term in (46) coincides asymptotically with the \( \Sigma_n(Z_k | Z_{(n)}) \) (28) up to term \( O(\varepsilon^3) \).

Matrices (47), (48) have the order \( O(\varepsilon^{2+\gamma}) \), hence, second term in (46) has the order \( O(\varepsilon^{4+\gamma}) \), whence

\[
\Sigma_n(Z_k | Z_{(n)/i} \cup (x, y)^T) = \Sigma_n(Z_k | Z_{(n)}) + O(\varepsilon^3).
\]

Therefore, using notation (38) and relation (39),

\[
G_{MLR}(x_k | Z_{(n)/i} \cup (x, y)^T) = G_{PCA}(x_k) + O(\varepsilon^3).
\]

3.4. Approximation for modified local covariance matrix at reference points

A case \( Z'_i = \begin{pmatrix} x \\ y \end{pmatrix} \) is considered in this section. Write the relations (44), (45) as

\[
Z_j - \begin{pmatrix} x \\ y \end{pmatrix} = \begin{pmatrix} x_j - x \\ Z_j - f(x) \end{pmatrix} - \begin{pmatrix} 0_{1q} \\ f_{MLR}(x) - f(x) \end{pmatrix} - \begin{pmatrix} 0_{1q} \\ y - f_{MLR}(x) \end{pmatrix}
\]

\[
= \begin{pmatrix} x_j - x \\ Z_j - f(x) \end{pmatrix} - \begin{pmatrix} 0_{1q} \\ y - f_{MLR}(x) \end{pmatrix} + O(\varepsilon^2),
\]

thus, matrix \( \Sigma_n \left( \begin{pmatrix} x \\ y \end{pmatrix} | Z_{(n)/i} \cup \begin{pmatrix} x \\ y \end{pmatrix} \right) \) (41) is equal to

\[
\Sigma_n \left( \begin{pmatrix} x \\ y \end{pmatrix} | Z_{(n)/i} \cup \begin{pmatrix} x \\ y \end{pmatrix} \right) = \frac{1}{n(x, x_i)} \sum_{j=1, j \neq i}^{n} K(x, x_j) \times [(Z_j - F(x)) \times (Z_j - F(x))^T]
\]

\[
+ \begin{pmatrix} 0_{qq} & \Delta_{MLR,x,n,i} \\ \Delta_{MLR,y,n,i} \end{pmatrix} + O(\varepsilon^3),
\]
where
\[ n(x, x_i) = n(x) - K(x_i, x) = O(\varepsilon^2) \] (52)
and
\[
\begin{align*}
\Delta_{MLR,x,n,i} &= - (\overline{x}_i - x) \times (y - f_{MLR}(x))^T, \\
\Delta_{MLR,y,n,i} &= - \left( \overline{f(x)}_i - f(x) \right) \times (y - f_{MLR}(x))^T - \left( \overline{f(x)}_i - f(x) \right) \times (y - f_{MLR}(x)) \\
&+ (y - f_{MLR}(x)) \times (y - f_{MLR}(x))^T,
\end{align*}
\] (53)

here
\[
\begin{align*}
\overline{x}_i - x &= \frac{1}{n(x, x_i)} \sum_{j=1, j\neq i}^n K(x, x_j) \times (x_j - x), \\
\overline{f(x)}_i - f(x) &= \frac{1}{n(x, x_i)} \sum_{j=1, j\neq i}^n K(x, x_j) \times (f(x_j) - f(x)).
\end{align*}
\] (54)

The first term in (51) coincides with the local covariance matrix \( \Sigma_{n-1}(F(x)|Z_{(n)}|/i) \) at the point \( Z = F(x) \), constructed from the sample \( Z_{(n)} \) without sample point \( Z_i \). Thus, taking into account relation (52), the first term in (46) coincides asymptotically with the \( \Sigma_{n}(Z|Z_{(n)}) \) (28) up to term \( O(\varepsilon^3) \).

Random vectors (54) and (55), which have random number \( n(x, x_i) \) (52) of summands, by the law of large numbers converge to zero vectors \( \theta_q \) with convergence error \( O(\varepsilon) \). Therefore, second term in (51) has the order \( O(\varepsilon^{2(1+\gamma)}) \).

Taking into account the relations (4), (25) and
\[
\begin{align*}
\overline{x}_i - x &= \overline{x} - x + O(\varepsilon^3), \\
\overline{f(x)}_i - f(x) &= J_f(x) \times (\overline{x} - x) + O(\varepsilon^3),
\end{align*}
\]

where \( \overline{x} \) is sample mean constructed from “whole” sample \( X_{(n)} \) (1), we obtain
\[
\begin{align*}
\Sigma_{n} \left( \left( \begin{array}{c} x \\ y \end{array} \right) | Z_{(n)}/i \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) &= \Sigma_{n}(F(x)|Z_{(n)}) \\
&- \left( \begin{array}{c} \theta_q \\
\delta_{MLR}(x) \end{array} \right) \begin{pmatrix} \delta_{MLR}(x) \\
G_{MLR}(x) \times \delta_{MLR}(x) \\
\delta_{MLR}(x) \times G_{MLR}^T(x) - \Delta_{MLR} \end{pmatrix} + O(\varepsilon^{2+2\gamma}),
\end{align*}
\]

here
\[
\delta_{MLR}(x) = (y - f_{MLR}(x)) \times (\overline{x} - x)^T,
\Delta_{MLR} = (y - f_{MLR}(x)) \times (y - f_{MLR}(x))^T
\]

are \( m \times q \) and \( m \times q \) matrices, which have the orders \( O(\varepsilon^{2+\gamma}) \) and \( O(\varepsilon^{2+2\gamma}) \) respectively.

Taking into account representation (36) and relation
\[
\delta_{MLR}(x) \times \delta_{MLR}(x)^T = O(\varepsilon^{4+2\gamma}),
\]
we obtain

\[
\Sigma_n \left( \left( \begin{array}{c} x \\ y \end{array} \right) \middle| \mathbf{Z}_{(n)/i} \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) = \varepsilon^2 \times \sigma_q^2(x) \times \left( \begin{array}{c} I_q \\ G_{MLR}(x) \\ G_{MLR}(x) \times G_{MLR}^T(x) \end{array} \right) \\
- \left( \begin{array}{c} 0_q \\ \delta_{MLR}(x) \\ -G_{MLR}(x) \times \delta_{MLR}^T(x) - \delta_{MLR}(x) \times G_{MLR}^T(x) + \delta_{MLR}(x) \times \delta_{MLR}^T(x) \end{array} \right)
\]

\[
= \varepsilon^2 \times \sigma_q^2(x) \times \left( \begin{array}{c} I_q \\ G_{MLR}(x) - \tau(x, y) \end{array} \right) \times \left( \begin{array}{c} I_q \\ G_{MLR}(x) - \tau(x, y) \end{array} \right)^T + O(\varepsilon^{2(1+\gamma)}),
\]

(56)

where \( m \times q \) matrix

\[
\tau(x, y) = \varepsilon^{-2} \times \sigma_q^{-2}(x) \times (y - f_{MLR}(x))(\bar{x} - x)^T
\]

(57)

has the order \( O(\varepsilon^{2\gamma}) \).

Representation (34) applied to the matrix \( \Sigma_n \left( \left( \begin{array}{c} x \\ y \end{array} \right) \middle| \mathbf{Z}_{(n)/i} \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) \) (42), gives relation

\[
\Sigma_n \left( \left( \begin{array}{c} x \\ y \end{array} \right) \middle| \mathbf{Z}_{(n)/i} \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) = Q_{PCA,i}(x, y) \times \Lambda_q(x, y) \times Q_{PCA}(x, y) + O(\varepsilon^3),
\]

(58)

in which \( (q + m) \times q \) matrix \( Q_{PCA,i}(x, y) \) is defined in (41) and \( \Lambda_q \) is diagonal \( q \times q \) matrix consisting of \( q \) largest eigenvalues of the matrix (42).

Comparing the representations (26) and (52), we obtain that \( (q + m) \times q \) matrix \( Q_{PCA,i}(x, y) \) (39) satisfy to relation

\[
Q_{PCA,i}(x, y) = \left( G_{MLR}(x) - \tau(x, y) \right) \times S + O(\varepsilon^{2(1+\gamma)}),
\]

(59)

where

\[
S = \varepsilon^2 \times \sigma_q^2(x) \times \left( \begin{array}{c} I_q \\ G_{MLR}(x) - \tau(x, y) \end{array} \right)^T \times Q_{PCA,i}(x, y) \times \Lambda_q^{-1}(x, y) + O(\varepsilon^{2(1+\gamma)}),
\]

(60)

is \( q \times q \) matrix.

The relation (40) and (59), (60) give

\[
G_{MLR} \left( x \middle| \mathbf{Z}_{(n)/i} \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) = Q_{PCA,i, out}(x, y) \times Q_{PCA,i, in}^{-1}(x, y),
\]

where

\[
Q_{PCA,i, in}(x, y) = S + O(\varepsilon^{2(1+\gamma)}),
\]

\[
Q_{PCA,i, out}(x, y) = (G_{MLR}(x) - \tau(x, y)) \times S + O(\varepsilon^{2(1+\gamma)}),
\]

whence, with using notation (57),

\[
G_{MLR} \left( x \middle| \mathbf{Z}_{(n)/i} \cup \left( \begin{array}{c} x \\ y \end{array} \right) \right) = G_{MLR}(x) - \tau(x, y) + O(\varepsilon^{1+2\gamma}).
\]

(61)
PCA matrix $Q_{PCA}(Z') = Q_{PCA}(Z'|Z_{(n)})$, and, therefore, the quantity $G_{PCA}(x')$ (38) are defined and can be computed in sample points $Z' = F(x') \in Z_{(n)}$.

Define $Q_{PCA}(Z')$ and $G_{PCA}(x')$ at OoS point $Z' = F(x') \notin Z_{(n)}$ as follows. Let $y(x)$ be arbitrary estimator for the value $f(x)$ with convergence rate $O(n^{-1+\eta}((q+2)/2))$, $0 < \eta$, for example $\hat{y}(x) = f_{MLR}(x)$ for which $\eta = 1$, see (4); note than $\eta \leq 1$ in any case Genovese et al. (2012). In the future, the parameter $\gamma$ will be chosen as satisfying the condition $0 < \gamma \leq \eta$.

Consider covariance matrix $\Sigma_n(Z'(x)|Z_{(n)})$, which is calculated by formula (28) at the point $Z' = \tilde{Z}(x') = (x', \tilde{y}(x'))$ and gives the PCA matrix $Q_{PCA}(\tilde{Z}(x'))$. Using formula (38), introduce the quantity $G_{PCA}(x') = G_{PCA}(x'|\tilde{y}(x'))$, which approximates the $G_{MLR}(x)$ with convergence rate $O(\epsilon^{1+\eta})$. Therefore, the relation (61) yields

$$G_{MLR}(x|Z_{(n)}/i) \cup \left(\begin{array}{c} x' \\ \tilde{y}(x') \end{array}\right) = G_{PCA}(x|\tilde{y}(x)) - \tau(x, y) + O(\epsilon^{2(1+\eta)}).$$

4. Conformal prediction algorithm

Based on approximations (50) and (62), we consider the approximations

$$b_i(x, y|Z_{(n)}/i) \cup (x, y)^T = \sum_{j=1, j\neq i}^n K(x_j, x_i) \times |y_j - y_i + G_{PCA}(x_j \times (x_j - x_i))|

+ K(x, x_i) \times |y - y_i + (G_{PCA}(x|\tilde{y}(x)) - \tau(x, y)) \times (x - x_i)| + O(\epsilon^{2+\eta})

= b(x, y) + K(x, x_i) \times |y - y_i + G_{PCA}(x|\tilde{y}(x)) \times (x - x_i)| + O(\epsilon^{2+\eta})

+ (\epsilon \times \sigma^2)^{-2} \times (y - \tilde{y}(x)) \times [(x - x)^T \times (x_i - x)] + O(\epsilon^{2(1+\eta)})

= b(x, y) + K(x, x_i) \times |y - y_i + G_{PCA}(x|\tilde{y}(x)) \times (x - x_i)| + O(\epsilon^{2+\eta})$$

for the quantities $b_i(x, y)$, $i = 1, 2, \ldots, n$ (10), here we use the fact that

$$K(x, x_i) \times (y - \tilde{y}(x)) \times [(x - x)^T \times (x_i - x)] = o(\epsilon^{2+\eta}).$$

The PCA-matrices $\{G_{PCA}(x_j)\}$ at sample points $\{x_j\}$ and $G_{PCA}(x|\tilde{y}(x))$ at OoS point $x$ don’t depend on MLR estimator and are defined by arbitrary chosen estimator $\tilde{y}(x)$ with convergence rate $O(n^{-1+\eta}((q+2)/2))$, $0 < \eta \leq 1$.

Finally, we propose following nonconformity measures

$$\beta(x, y) = \sum_{j=1}^n K(x_j, x) \times |y_j - y + G_{PCA}(x_j - x)|,$$

$$\beta_i(x, y) = \beta(x_i, y) + K(x, x_i) \times |y - y_i + G_{PCA}(x|\tilde{y}(x)) \times (x - x_i)|.$$

Following Vovk et al. (2005); Shafer and Vovk (2008); Papadopoulos et al. (2014), prediction region $\Gamma_\alpha(x)$ for unknown output $y = f(x)$ at OoS input point $x$ with given confidence level $\alpha$ based on the MLR-estimators $G_\tau(x)$ is

$$\Gamma_\alpha(x) = \left\{ y \in W_{C,\gamma}(x, \tilde{y}(x)) : \frac{1}{n+1} + \frac{1}{n+1} \sum_{i=1}^n I[\beta_i(x, y) \geq \beta(x, y)] > \alpha \right\}$$

in which the set $W_{C,\gamma}(\tilde{y}(x))$ is defined in (26) with chosen values $C$ and $\gamma$, $0 < \gamma \leq \eta$. 
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5. Conclusion

Standard multi-output regression task with multivariate inputs is considered. A new nonconformity measure for this regression task and using an analog of Bregman distance is proposed. This allowed to construct prediction region for unknown output $y = f(x)$ at OoS input point $x$ with given confidence level $\alpha$.
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