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#### Abstract

Following work tries to utilize an ensemble approach to solve a problem of highly imbalanced data classification. Paper contains a proposition of UMCE - a multiple classifier system, based on $k$-fold division of the majority class to create a pool of classifiers breaking one imbalanced problem into many balanced ones while ensuring the presence of all available samples in the training procedure. Algorithm, with five proposed fusers and a pruning method based on the statistical dependencies of the classifiers response on the testing set, was evaluated on the basis of the computer experiments carried out on the benchmark datasets and two different base classifiers.
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## 1. Introduction

Most of existing classification models benefit from the assumption that there are no significant disparities between the classes of the considered problem. Nevertheless, in the real world, there are many situations in which the number of objects from one of the classes (called the majority class) significantly exceeds the number of objects of the remaining classes (minority classes), which often leads to decisions biased towards the majority class. However, when considering cases such as spam filtering, medical tests or fraud detection, we may come to the conclusion that the cost of making an incorrect decision against a minority class is much greater than in other cases. The above-mentioned problem is called in the literature the imbalanced data classification (Wang et al., 2017; Sun et al., 2009).

Following work focuses on the binary classification of the highly imbalanced problems, with an IR (imbalanced ratio) greater than 9 , which is an important issue not only in the context of the construction of appropriate models, but even in a proper quality measurement (Elazmeh et al., 2006). One of the important problems is also the fact that the number of patterns in the minority class may be so small that it will not allow to achieve the appropriate discriminatory power of the model, which may lead to its overfitting (Chen and Wasikowski, 2008). Most of these problems are the subject of extensive research (Bunkhumpornpat et al., 2009; Chawla et al., 2002).

One of the possible approaches to solve such problems are inbuild mechanisms, trying to adapt existing classification models to balance the accuracy between classes. Popular solution of this kind is the learning approach without counter-examples, using one-class
classification (Japkowicz et al., 1995; Krawczyk et al., 2014), where the aim is to get to know the decision boundaries within minority classes. The solution may also be the cost sensitive solutions, assuming the asymmetric loss function (Lopez et al., 2012; He and Garcia, 2009).

Another approach, more connected with the scope of following paper, is the group of data preprocessing methods, which focuses on reducing the number of majority class objects (undersampling) or generating patterns of minority class (oversampling) to balance a dataset. Graphical overview of methods from this group is presented in Figure 1.


Figure 1: Examples of data preprocessing methods.

These algorithms are addressing the task of balancing the number of objects within the problem classes. In the case of basic oversampling, new objects are created as random copies of those already existing in the training set ${ }^{1}$. Currently, the most common kind of oversampling is Smote (Chawla et al., 2011), shown in Figure 1(b), creating new, synthetic objects based on $k$ averaged examples nearest to a random points from the space occupied by a minority class. An active version of SMOTE is the ADASYN algorithm (He et al., 2008), shown in Figure 1(c), which takes into account the difficulty of synthetic samples. This approach allows to solve the problem of repeating samples in the training set, but can also lead to overfitting, which is presented in Figure 2.

[^0]

Figure 2: Example of wrong SMOTE oversampling.

In the case of undersampling, shown in Figure 1(d), in which we draw as many objects from the majority class as are present in the minority class, there is no risk of erroneous mixing of the classes distribution.

The last group of methods to be mentioned here are hybrid approaches, combining overand undersampling algorithms with ensemble classifiers (Galar et al., 2012). The Bagging and Boosting variants, such as AdaBoost.NC (Wang et al., 2010) or SMOTEBoost (Chawla et al., 2003), have become particularly popular in this area.

The main contributions of this work are:

- a method of establishing a homogenous ensemble using a $k$-fold undersampling of majority class,
- proposition of five fusers to generate ensemble decision,
- a pruning method adjusting the decision rule to the testing set,
- implementation and experimental evaluation of proposed method.


## 2. Undersampled Majority Class Ensemble

### 2.1. Establishing ensemble

Complex oversampling methods, such as SMOTE or ADASYN, despite the large possibilities in most of the problems in imbalanced domain, are not applicable to extreme situations where the minority class is represented by only a few samples, which makes it impossible to designate the nearest neighbors to create a new synthetic object. This could lead to the use of undersampling in such problems, but it is characterized, due to high randomness, by a strong instability in a situation of high IR (imbalance ratio), which does not allow for the development of a reliable solution.

A popular answer to the above-mentioned problem are the ensemble methods of Bagging or Boosting, characterized by random sampling with replacement of the training set, breaking a large problem, into a set of smaller ones. This work proposes a basic method, which also breaks the imbalanced task, but with ensuring the use of all the patterns available in the data set, but without a risk of overlapping. Its description may be found in Algorithm 1.

Algorithm 1: Training classifier ensemble from multiple balanced training datasets separated from one imbalanced dataset of binary problem Given a dataset $D S$ :

1. Divide $D S$ into subsets of minority- $\operatorname{MinC}$ and majority-class $M a j C$
2. Calculate imbalanced ratio $I R$ as the proportion of the number of patterns in MinC and MajC
3. Establish $k$ by rounding $I R$ to nearest integer
4. Perform a shuffled $k$-fold division of $M a j C$ to produce a set of subsets $M a j C_{1}, M a j C_{2}, \ldots, M a j C_{k}$
5. For every $i$ in range to $k$
6. Join $M a j C_{i}$ with $M i n C$ to prepare a training set $T S_{i}$,
7. Train classifier $\Psi_{i}$ on $T S_{i}$ and add it into ensemble

After dividing the dataset with imbalanced binary problem into separated minority $(\operatorname{Min} C)$ and majority class $(M a j C)$, we are calculating the IR (imbalanced ratio) between given classes. Rounding IR to the nearest integer value $k$ allows us to find the optimal division coefficient of the majority class samples in the context of maximizing the balance between the $\operatorname{MinC}$ and any $M a j C_{i}$ subsets while ensuring that all $M a j C$ patterns are used in learning process with no overlapping between the individual $M a j C_{i}$ 's. Each of $k$ classifiers $\Psi_{i}$ is trained on union of $M i n C$ and $M a j C_{i}$ sets.

Extending pool with oversampling As an extension of the method of classifier ensemble construction, it is also proposed to expand its pool by a model learned on an additional data set, which is a full set of data subjected to oversampling. It is worth testing if the knowledge gained from this method may be a valuable contribution to the ensemble decision. Due to impossibility of using SMOTE or ADASYN for oversampling the minority class with only few instances, only its basic variant will be employed.

### 2.2. Fuser design

In addition to ensuring the diversity of the classifiers pool, which we achieve by a homogenous committee built on disjoint subsets of the majority class supplemented by minority patterns, the key aspect of the hybrid classification system is the appropriate design of its fuser - the element responsible for making decisions based on the answers of the base classifiers.

There are two groups of solutions here. The first are based on component decisions of the committee, most often employing the majority voting to produce a final decision. The decision rules proposed in this work are, however, part of the second group, where the fuser is carried out by averaging (or accumulating) the support vectors received from the members of a pool. It should be remembered that in such methods, it is necessary to use a probabilistic classification model, which also requires quantitative and not qualitative
data, so we need to reject classification algorithms such as Support Vector Machines, whose probabilistic interpretation becomes reliable only in cases of large training sets.

Five accumulative fusers were proposed to analyze:

1. REG - regular accumulation of support.

A basic method without weighing the members of a committee.
2. WEI - accumulation weighted after members of a committee.

The weight of the classifier in the pool is its quality achieved for the training set. We can not use here the measure of accuracy, which does not fit with the task of the imbalanced classification, so a balanced accuracy was chosen (Brodersen et al., 2010).
3. NOR - same as WEI, but with normalization of weights,

To reward classifiers with a higher discriminative power, weights are subjected to normalization by a MinMaxScaler.
4. CON - accumulation weighted by tested patterns.

In order to reward classifiers with greater "certainty" for given object, the decision for each pattern is weighted by the absolute difference between class support, for the needs of research called the contrast. Individual classifiers in the pool do not have to be better or worse for each of the tested patterns. This is illustrated in Figure 3, where we can see two cases of ensembles. There are tested patterns on the $X$ axis and classifiers in the pool on the $Y$ axis. A white square means the contrast of 1 , and therefore a sure decision, and the black square the contrast of 0 , which describes the pattern that is exactly on the decision boundary.


Figure 3: Illustration of the contrast in committees built on two different datasets.
5. NCI - accumulation weighted by a product of normalized weights and a contrast.

The proposed method of constructing the committee makes its size directly dependent on the IR, which, given the highly unbalanced data (for example with IR greater than 40), leads to the construction of an extensive hybrid model. Therefore, the method of prunning it to a smaller size was also considered.

### 2.3. Ensemble pruning

Typical methods of ensemble pruning follow the phase of training the committee, for example, by eliminating the classifiers that achieve the lowest quality on the training or separated validation set. This paper proposes a method of response pruning based on the assumption that during the testing phase we analyze not just a single test pattern, but the entire testing set.


Figure 4: Diagram of Undersampled Majority Class Ensemble structure

Ensemble, receiving a testing set, generates support vectors $\left(s_{i}\right)$ for each classified object, so, with a binary problem, we can treat received support for one of the problem classes as values from the random variables to analyze their mutual statistical dependence.

In the proposed method, using the signed-rank test, we are clustering the pool of $k$ (or $k+1$ on the oversampling variation of a method) classifiers to $n$ groups (where $n \leq k$ ), to average the support and weight classes within groups to create a new set of supports from $s_{1}^{\prime}$ to $s_{n}^{\prime}$, passed later on to fuser. It is important to denote, that in the considered case of pruning, we ignore the possible situation in which the answer $\Psi_{1}$ is dependent on $\Psi_{2}$, the answer $\Psi_{2}$ is dependent on $\Psi_{3}$, but $\Psi_{1}$ is not dependent on $\Psi_{3}$. This is an interesting issue that will be addressed in future research, but to clarify the proposal, a simplified approach has been used.

The scheme of the full decision model of the proposed method is shown in Figure 4.

## 3. Experiment design

For the experimental evaluation of the proposed method, a collection of datasets made available with Keel (Alcalá-Fdez et al., 2011) was used, focusing on a section containing highly unbalanced data, with IR greater than 9 (Fernández et al., 2009). From among the available datasets, 40 were selected, presenting only binary problems with quantitative attributes. A review of selected datasets, including information on their number of features, the number of patterns in each class and the imbalance ratio is presented in Table 1.


Table 1: Summary of imbalanced datasets chosen for evaluation

As may be observed in the summary, the experiments are based on datasets with relatively small spatiality (up to 13 dimensions), with imbalance ratio from 9 to even 40 . The
datasets provided by KEEL, to ensure easy comparison between results presented in various research, are already pre-divided into five parts, which forces the use of $k$-fold cross-validation with 5 folds in experiments (Alpaydin, 2009).

In the task of imbalanced data classification, due to its strong bias towards majority class, the accuracy measure is not a proper tool. For a reliable result, a measure of balanced accuracy is given as test results.

Both the implementation of the proposed method and the experimental environment have been constructed using the scikit-learn library (Pedregosa et al., 2011) in version 0.20.dev0 ${ }^{2}$. Among the available classification models, the MLP (Multilayer Perceptron) and SVC (Support Vector Machine) were rejected. First one was not able to build a correct model due to the lack of convergence on the small datasets (minority class of data chosen for experiments is often represented by only two patterns in cross-validated folds) and second one, whose probabilistic interpretation is measurable only with sufficiently large data sets, did not allow credible construction of a fuser. As base classifiers, the following algorithms were used:

- Gaussian Naive Bayes (GNB) (Chan et al., 1982),
- Decision Tree Classifier (DTC) - with Gini criterion (Loh, 2011).

To provide a comparative result for the method presented in the following paper, each base classifier was also tested for ( $i$ ) the raw, imbalanced dataset and its (ii) under- and (iii) oversampled versions. Undersampling, due to high instability of results, was repeated five times on each fold. Used statistical analysis tool was a paired dependency between the classifier, which achieved the highest result and each of the others, calculated using the signed-rank Wilcoxon test (Wilcoxon, 1945).

The full implementation of the proposed method, content of the following paper and the script allowing to reconstruct the presented research may be found in the git repository ${ }^{3}$.

## 4. Experimental evaluation

The results of the conducted research, for individual base classifiers, are presented in Tables 2 and 3. They were divided to present in individual sections a balanced accuracy achieved by particular variations of the method proposed in the following paper. In the first division stage, we show the impact of inclusion of the classifier built on the oversampled dataset, in the second, the use of the proposed pruning method, and in the third - employed fuser. It gave the number of 20 algorithm variations.

The presented results were supplemented by a balanced accuracy achieved by the classifier built on a full, imbalanced dataset (Full), a set after undersampling (US) and an oversampling (OS). The table cells marked in green indicate the best result for a dataset or the result statistically dependent on it, calculated in accordance with previously described assumptions of the experiments.

As we can see in Table 2, which presents the quality of classification using the GNB algorithm, there were only two datasets, where the lone best solution was to train the
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model on a full, imbalanced dataset, and one where the best solution were simple over- or undersampling. In the Table 3, showing the results for the DTC classifier, we are dealing with a similar situation in which, however, undersampling never turns out to be the best in the tested pool of solutions.

A clearer interpretation of the results may take place after the analysis of the Table 4, showing a summary of the results achieved by individual variations of the proposed method, presenting the number of datasets for which a given variation took part in the construction of the best solution.

| Classifier | Full US OS |  | OSE |  | Pru. |  |  |  | Fuser |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | NO | YES | NO | YES | REG | WEI | CON | NOR | NCI |
| GNB | 3 | 1 | 1 | 10 | $\mathbf{1 2}$ | 6 | $\mathbf{1 2}$ | 6 | 5 | 6 | 11 | $\mathbf{1 2}$ |
| DTC | 3 | 0 | 2 | 7 | $\mathbf{8}$ | 7 | $\mathbf{8}$ | 7 | 6 | 6 | $\mathbf{8}$ | $\mathbf{8}$ |

Table 4: Final summary of proposed method variations. (OSE - extending pool by oversampled dataset, Pru. - usage of pruning)

As we may observe, both the extension of the classifier pool by the model built on the oversampled dataset as well as the proposed pruning method has a positive impact on the quality of the final solution. Among the fusers, the best performers are NOR - normalizing the calculated weights for the members of the committee and NCI - complementing NOR by the accumulated support with a stronger impact of the certainty of the decision. Even just the basic ensemble construction, in its simplest form without improvements and using the decision rule without weighting, allows to achieve better results than learning on a full dataset or basic under- or oversampling.

## 5. Conclusions

This paper presents umce (Undersampled Majority Class Ensemble) - a hybrid method for solving the problem of binary classification of datasets with a high imbalance ratio, based on $k$-fold division of the majority class samples to create an ensemble of classifiers breaking one imbalanced problem into many balanced problems. The basic division method has been supplemented with a variant extending the pool with the oversampled dataset and the post-pruning method based on the analysis of the statistical dependencies of the classifiers response on the testing set. For the ensemble it were also proposed five different fusers.

Computer experiments have shown, that this approach led to create a method solving targeted problem and able to outperform other possible basic solutions, proving that it may be employed for real-life appliance.
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