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1. Proof of Corollary 1 for probit and cloglog
models

In this section we prove Corollary 1 in Section 4.3 of the
main paper for the cases of probit and cloglog regression.

Proof. Following the proof for logistic regression, a probit
regression model violates the condition in Theorem 1 if
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Similarly, a cloglog regression model violates the condition
in Theorem 1 if

log(− log(1− α+ α exp(− exp(φx)))) = φ′x

In both of these cases, the function on the left hand side
is non-linear for α < 1, so these equalities can only be
true if φx and φ′x are constants which is true only when
A ⊥ X .
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