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Abstract

Entropy regularization is commonly used to improve policy optimization in reinforcement learning. It is believed to help with exploration by encouraging the selection of more stochastic policies. In this work, we analyze this claim using new visualizations of the optimization landscape based on randomly perturbing the loss function. We first show that even with access to the exact gradient, policy optimization is difficult due to the geometry of the objective function. We then qualitatively show that in some environments, a policy with higher entropy can make the optimization landscape smoother, thereby connecting local optima and enabling the use of larger learning rates.

This paper presents new tools for understanding the optimization landscape, shows that policy entropy serves as a regularizer, and highlights the challenge of designing general-purpose policy optimization algorithms.

1. Introduction

Policy optimization is a family of reinforcement learning (RL) algorithms aiming to directly optimize the parameters of a policy by maximizing discounted cumulative rewards. This often involves a difficult non-concave maximization problem, even when using a simple policy with a linear state-action mapping.

Contemporary policy optimization algorithms build upon the REINFORCE algorithm (Williams, 1992). These algorithms involve estimating a noisy gradient of the optimization objective using Monte-Carlo sampling to enable stochastic gradient ascent. This estimate can suffer from high variance and several solutions have been proposed to address what is often seen as a major issue (Konda & Tsitsiklis, 2000; Greensmith et al., 2004; Schulman et al., 2015b; Tucker et al., 2018).

However, in this work we show that noisy estimates of the gradient are not necessarily the main issue: The optimization problem is difficult because of the geometry of the landscape. Given that “high variance” is often the reason given for the poor performance of policy optimization, it raises an important question: How do we study the effects of different policy learning techniques on the underlying optimization problem?

An answer to this question would guide future research directions and drive the design of new policy optimization techniques. Our work makes progress toward this goal by taking a look at one such technique: entropy regularization.

In RL, exploration is critical to finding good policies during optimization: If the optimization procedure does not sample a large number of diverse state-action pairs, it may converge to a poor policy. To prevent policies from becoming deterministic too quickly, researchers use entropy regularization (Williams & Peng, 1991; Mnih et al., 2016). Its success has sometimes been attributed to the fact that it “encourages exploration” (Mnih et al., 2016; Schulman et al., 2017a;b). Contrary to Q-learning (Watkins & Dayan, 1992) or Deterministic Policy Gradient (Silver et al., 2014) where the exploration is handled separately from the policy itself, direct policy optimization relies on the stochasticity of the policy being optimized for the exploration. However, policy optimization is a pure maximization problem and any change in the policy is reflected in the objective. Hence, any strategy, such as entropy regularization, can only affect learning in one of two ways: either it reduces the noise in the gradient estimates or it changes the optimization landscape.

In this work we investigate some of these questions by controlling the entropy of policies and observing its effect on the geometry of the optimization landscape. This work contains the following contributions:

- We show experimentally that the difficulty of policy optimization is strongly linked to the geometry of the objective function.
- We propose a novel visualization of the objective function that captures local information about gradient and curvature.
We show experimentally that policies with higher entropy induce a smoother objective that connects solutions and enable the use of larger learning rates.

2. Approach

We take here the view that improvements due to entropy regularization might be attributed to having a better objective landscape. In Section 2.1 we introduce tools to investigate landscapes in the context of general optimization problems. In Section 2.1.2 we propose a new visualization technique to understand high dimensional optimization landscapes. We will then explain the RL policy optimization problem and entropy regularization in Section 2.2.

2.1. Understanding the Landscape of Objective Functions

We explain our experimental techniques by considering the general optimization problem and motivating the relevance of studying objective landscapes. We are interested in finding parameters $\theta \in \mathbb{R}^n$ that maximize an objective function, $O : \mathbb{R}^n \rightarrow \mathbb{R}$, denoted $\theta^* = \arg \max_{\theta} O(\theta)$. The optimization algorithm takes the form of gradient ascent: $\theta_{i+1} = \theta_i + \eta_i \nabla_\theta O$, where $\eta_i$ is the learning rate, $\nabla_\theta O$ is the gradient of $O$ and $i$ is the iteration number.

Why should we study objective landscapes? The “difficulty” of this optimization problem is given by the properties of $O$. For example, $O$ might have kinks and valleys making it difficult to find good solutions from different initial parameters (Li et al., 2018b). Similarly, if $O$ contains very flat regions, optimizers like gradient ascent can take a very long time to escape them (Dauphin et al., 2014). Alternatively, if the curvature of $O$ changes rapidly with every $\theta_i$, then it will be difficult to choose a stepsize.

In the subsequent subsections, we describe two effective techniques for visualization of the optimization landscapes.

2.1.1. Linear Interpolations

One approach to visualize an objective function is to interpolate $\theta$ in the 1D subspace between two points $\theta_0$ and $\theta_1$ (Chapelle & Wu, 2010; Goodfellow et al., 2015) by evaluating the objective at $O((1 - \alpha)\theta_0 + \alpha\theta_1)$ for $0 \leq \alpha \leq 1$. Such visualizations can tell us about the existence of valleys or monotonically increasing paths of improvement between the parameters. Typically $\theta_0$ and $\theta_1$ are initial parameters or solutions obtained through the optimization.

Though this technique provides interesting visualizations, conclusions are limited to the 1D slice: Draxler et al. (2018) show that even though the local optima are isolated in the 1D slice, these local optima can be connected by a manifold of equal value. Hence, we must be careful to conclude general properties about the landscape using this visualization. In the next section, we describe a new visualization technique that, together with linear interpolations, can serve as a powerful tool for landscape analysis.

2.1.2. Objective Function Geometry using Random Perturbations

To overcome some of the limitations described in Section 2.1.1, we develop a new method to locally characterize the properties of $O$. In particular, we use this technique to (1) classify points in the parameter space as local optimum, saddle point, or flat regions; and (2) measure curvature of the objective during optimization.

To understand the local geometry of $O$ around a point $\theta_0$ we sample directions $d$ uniformly at random on the unit ball. We then probe how $O$ is changing along the sampled direction by evaluating at a pair of new points: $\theta^+_d = \theta_0 + \alpha d$ and $\theta^-_d = \theta_0 - \alpha d$ for some value $\alpha$. After collecting multiple such samples and calculating the change for each pair with respect to the initial point, $\Delta^+_d = O(\theta^+_d) - O(\theta_0)$ and $\Delta^-_d = O(\theta^-_d) - O(\theta_0)$, we can then classify a point $\theta_0$ according to:

1. If $\Delta^+_d < 0$ and $\Delta^-_d < 0$ for all $d$, $\theta_0$ is a local maximum.
2. If $\Delta^+_d > 0$ and $\Delta^-_d > 0$ for all $d$, $\theta_0$ is a local minimum.
3. If $\Delta^+_d \approx -\Delta^-_d$, $\theta_0$ is in an almost linear region.
4. If $\Delta^+_d \approx \Delta^-_d \approx 0$, $\theta_0$ is in an almost flat region.

In practice, since we only sample a finite number of directions, we can only reason about the probability of being in such a state. Further, we can also observe a combination of these pairs, in instance in the case of saddle points.\footnote{This list is not exhaustive and one can imagine detecting many more scenarios}

As an example, consider $O(\theta) = -(1 - \theta_0\theta_1)^2$ that has a saddle point and a manifold of local optima (Goodfellow et al., 2015). The proposed technique can distinguish between the local optimum at $\theta = (-0.5, -2)$ and saddle point at $\theta = (0, 0)$ (Figure 1). Other examples on simple quadratics are shown in Figure S1 and S2.

Our method captures a lot of information about the local geometry. To summarize it, we can go one step further and disentangle information about gradient and curvature. If we assume $O$ is locally quadratic, i.e., $O(\theta) \approx a^T \theta + \frac{1}{2} \theta^T H \theta$, where $a$ is the linear component and $H$ is a symmetric
While this work analyzes models with hundreds of parameters, a technique based on random perturbations is likely to miss some direction in higher dimensions. This is particularly problematic if these dimensions are the ones an optimizer would follow. We consider this limitation in the context of stochastic gradient methods, where $\nabla_\theta O$ is a noisy estimate of the true gradient. At points where the objective does not change much, the true gradient is small compared to the noise introduced by the stochasticity. Therefore, the direction followed by the stochastic gradient method is dominated by noise: to escape quickly, there must be many directions to follow that increase the objective.

We give an example of the behavior of our technique in various toy settings in Section S.1 and the methods are summarized in Figure S4.

Equipped with these tools, we now describe specific details about the RL optimization problem in the next section.

### 2.2. The Policy Optimization Problem

In policy optimization, we aim to learn parameters, $\theta$, of a policy, $\pi_\theta(a|s)$, such that when acting in an environment the sampled actions, $a$, maximize the discounted cumulative rewards, i.e., $O_{ER}(\theta) = \mathbb{E}_{\pi_\theta} \left[ \sum_{t=1}^{\infty} \gamma^t r_t \right]$, where $\gamma$ is a discount factor and $r_t$ is the reward at time $t$. The gradient is given by the policy gradient theorem (Sutton et al., 2000) as: $\nabla_\theta O_{ER}(\theta) = \int_s d^\pi(a|s) \int_a \nabla_\theta \pi_\theta(a|s) Q^\pi(s, a) d\alpha d\gamma d\delta$, where $d^\pi$ is the stationary distribution of states and $Q^\pi(a_t, s_t)$ is the expected discounted sum of rewards starting state $s$, taking action $a$, and then sampling actions according to the policy, $a \sim \pi(\cdot|s)$.

One approach to prevent premature convergence to a deterministic policy is to use entropy regularization (Schulman et al., 2017a). This is often done by augmenting the rewards with an entropy term, $\mathbb{E}_{a \sim \pi(\cdot|s_t)} [-\log \pi(a|s_t)]$, weighted by $\tau$, i.e., $r^* = r_t + \tau \mathbb{E}_{a \sim \pi(\cdot|s_t)} [-\log \pi(a|s_t)]$, and results in a slightly different gradient:

$$\nabla_\theta O_{ENT}(\theta) = \int_s d^\pi(a|s) \int_a \left[ \nabla_\theta \pi_\theta(a|s) \left( \tau \nabla_\theta \mathbb{E}(\pi(\cdot|s_t)) - \nabla_\theta \pi(\cdot|s_t) \right) \right] d\alpha d\gamma d\delta$$

where $Q^{\pi(\cdot|s)}(a, s)$ is the expected discounted sum of entropy-augmented rewards. $Q^{\pi(\cdot|s)}$ can be calculated exactly if the dynamics of the environment are known (Sutton et al., 2000), Appendix S.2) or estimated by executing $\pi_\theta$ in the environment (Williams (1992), Appendix S.2). It is noteworthy that both $O_{ER}$ and $\nabla O_{ENT}$ depend on $\pi_\theta$. Therefore, any change in the policy will change the experience distribution, $d^\pi$ and be reflected in both the objective and gradient.

### 3. Results

Now that we have the tools to investigate objective landscapes from Section 2.1, we return to questions related to entropy and policy optimization. Firstly, in Section 3.1, we use environments with no gradient estimation error to
provide evidence for policy optimization being difficult due to the geometry of the objective function. Our main contribution is in Section 3.2, where we observe the smoothing effect of stochastic policies on the optimization landscape in high dimensional environments. Put together, these results should highlight the difficulty and environment-dependency of designing optimization techniques that are orthogonal to variance reduction of the gradient estimate.

### 3.1. Entropy Helps Even with the Exact Gradient

The high variance in gradient estimates due to using samples from a stochastic policy in a stochastic environment is often the reason given for poor optimization. To emphasize that policy optimization is difficult even if we solved the high variance issue, we conduct experiments in a setting where the optimization procedure has access to the exact gradient. We then link the poor optimization performance to visualizations of the objective function. Finally, we show how having an entropy augmented reward and, in general, a more stochastic policy changes this objective resulting in overall improvement in the solutions found.

#### 3.1.1. Experimental Setup: Environments with No Variance in the Gradient Estimate

To investigate if mitigating the high variance problem is the key to better optimization, we set our experiment in an environment where the gradient can be calculated exactly. In particular, we replace the integrals with summations and use environment dynamics to calculate Equation 3 resulting in no sampling error. We chose a $5 \times 5$ Gridworld with one suboptimal and one optimal reward at the corners (Figure 3). Our agent starts in the top left corner and has four actions parameterized by a categorical distribution $\pi(a|s_t) \propto \exp(\theta^T s_t)$ and states are given by their one-hot representation. As such there are two locally optimal policies: go down, $\pi_{\text{opt}}$ and go right, $\pi_{\text{sub}}$. We refer to the case where the entropy weight $\tau = 0$ as the true objective.

#### 3.1.2. Are Poor Gradient Estimates the Main Issue with Policy Optimization?

After running exact gradient ascent in the Gridworld starting from different random initializations of $\theta_0$, we find that about 25% of these initializations led to a sub-optimal final policy: there is some inherent difficulty in the geometry of the optimization landscape independent of sampling noise. To get a better understanding of this landscape, we analyze two solutions that parameterize policies that are nearly deterministic for their respective rewards $\theta_{\text{sub}}$ and $\theta_{\text{opt}}$. The objective function around $\theta_{\text{sub}}$ has a negligible gradient and small strictly negative curvature values indicating that the solution is in a very flat region (Figure 4a, black circles). On a more global scale, $\theta_{\text{sub}}$ and $\theta_{\text{opt}}$ are located in flat regions separated by a sharp valley of poor solutions (Figure 4b, black circles).

These results suggest that at least some of the difficulty in policy optimization comes from the flatness and valleys in the objective function independent of poor gradient estimates. In the next sections, we investigate effect of entropy regularization on the objective function.

#### 3.1.3. Why Does Using Entropy Regularization Find Better Solutions?

Our problem setting is such that an RL practitioner would intuitively think of using entropy regularization to encourage the policy to “keep exploring” even after finding $R_{\text{sub}}$. Indeed, including entropy ($\tau > 0$) and decaying it during optimization, reduces the proportion of sub-optimal solutions found by the optimization procedure to 0 (Figure S5).² We explore reasons for the improved performance in this section.

We see in Figure 4a (orange stars) that augmenting the

---

²We classify a policy as optimal if it achieves a return greater than that of the deterministic policy reaching $R_{\text{sub}}$. 

---

Figure 3. Gridworld used in the experiments in Section 3.1. There are two locally optimal policies: always going right and always going bottom.

Figure 4. Objective function geometry around solutions in the Gridworld. (a) Scatter plot for the change in objective for different random directions. Without entropy, no sampled directions show improvement in the objective (black circles). However, with either entropy or a more stochastic policy (blue triangle and orange star) many directions give positive improvement. (b) Linear interpolation between two solution policies for sub-optimal and optimal rewards are separated by a valley of poor solutions in the true objective (black). Using a stochastic policy and entropy regularized objective connects these local optima (orange stars) in this 1D slice. See Section 3.1 for a detailed explanation.
We show qualitatively that high entropy policies can speed up learning and improve the final solutions found. We empirically investigate some reasons for these improvements related to smoothing. We also show that these effects are environment-specific highlighting the challenges of policy optimization.

3.2.2. What is the Effect of Entropy on Learning Dynamics? We first show that optimizing a more stochastic policy can result in faster learning in more complicated environments and better final policies in some.

In Hopper and Walker high entropy policies (\(\sigma > 0.1\)) quickly achieve higher rewards than low entropy policies (\(\sigma = 0.1\)) (Figure 5ab). In HalfCheetah, even though high entropy policies learn quicker (Figure 5c), the differences are less apparent and are more strongly influenced by the initialization seed (Figure S9). In both Hopper and Walker2d, the mean reward of final policies found by optimizing high entropy policies is 2 to 8 times larger than a policy with \(\sigma = 0.1\) whereas, in HalfCheetah, all policies converge to a similar final reward commonly observed in the literature (Schulman et al., 2017b).

Though statistical power to make fine-scale conclusions is limited, the qualitative trend holds: More stochastic policies perform better in terms of speed of learning and, in some environments, final policy learned. In the next two sections we investigate some reasons for these performance improvements as well as the discrepancy with HalfCheetah.
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Figure 5. Learning curves for policies with different entropy in continuous control tasks. In all environments using a high entropy policy results in faster learning. These effects are less apparent in HalfCheetah. In Hopper and Walker high entropy policies also find better final solutions. Learning rates are shown in the legends and entropy is controlled using the standard deviation. Solid curve represents the average of 5 random seeds. Shaded region represents half a standard deviation for readability. Individual learning curves are shown in Figure S7 for Hopper, Figure S8 for Walker and Figure S9 for HalfCheetah. See Section 3.2.3 and 3.2.4 for discussion.

Figure 6. Curvature (a) in the Objective. The curvature of the loss. If the curvature changes, the best constant learning rate is the smallest one which works across all curvatures. The change in optimal learning rate cannot be solely explained by the implicit rescaling of the parameters induced by the change in \( \sigma \) since the loss also increases faster with higher entropy, which would not happen with a mere scalar reparametrization. Thus, that difference in optimal learning rate suggests that adding entropy instead damps the variations of curvature along the trajectory, facilitating optimization with a constant learning rate \( \eta \).

To investigate, we calculate the curvature of the objective during the first few thousand iterations of the optimization procedure. In particular, we record the curvature in a direction of improvement\(^5\). As expected, curvature values fluctuate with a large amplitude for low values of \( \sigma \) (Figure 6a, S10, S11). In this setting, selecting a large and constant \( \eta \) might be more difficult compared to an objective induced by a policy with a larger \( \sigma \). In contrast, the magnitude of fluctuations are only marginally affected by increasing \( \sigma \) in HalfCheetah (Figure 6b and S12) which might explain why using a more stochastic policy in this environment does not facilitate the use of larger learning rates.

In this section, we showed that fluctuations in the curvature of objectives decrease for more stochastic policies in some environments. The implications for these are two-fold: (1) It provides evidence for why high entropy policies facilitate the use of a larger learning rate; and (2) The impact of entropy can be highly environment specific. In the next section, we shift our focus to investigate the reasons for improved quality of final policies found when optimizing high entropy policies.

3.2.4. Can High Entropy Policies Reduce the Number of Local Optima in the Objective?

In this section, we improve our understanding of which values of \( \theta \) are reachable at the end of optimization. We are trying to understand Why do high entropy policies learn better final solutions? Specifically, we attempt to classify the local geometry of parameters and investigate the effect of making the policy more stochastic. We will then argue that high entropy policies induce a more connected landscape.

Final solutions in Hopper for \( \sigma = 0.1 \) have roughly 3 times more directions with negative curvature than \( \sigma = 1.0 \). This suggests that final solutions found when optimizing a high entropy policy lie in regions that are flatter and some directions might lead to improvement. To understand if a more stochastic policy can facilitate an improvement from a poor solution, we visualize the local objective for increasing values of \( \sigma \). Figure 7 shows this analysis for one such solution (Figure S7d) where the objective oscillates: The stochastic gradient direction is dominated by noise. For deterministic policies 84% of directions have a detectable\(^6\) negative curvature (Figure 7a) with the rest having near-zero curvature: The solution is likely near a local optimum. When the policy is made more stochastic, the number of directions with negative curvature reduces dramatically suggesting that the solution might be in a linear region. However, just because there are fewer directions with negative curvature, it does not imply that any of them reach good final policies.

To verify that there exists at least one path of improvement to a good solution, we linearly interpolate between this so-

\(^5\)We selected the direction of improvement closest to the 90th percentile which would be robust to outliers.

\(^6\)Taking into account noise in the sampling process.
Figure 6. Curvature during training (a) The curvature for the direction of most improvement in Hopper fluctuates rapidly for optimization objectives with low entropy \((\sigma \in \{0.0, 0.1\})\) compared to those of high entropy \((\sigma \in \{0.5, 1.0\})\). (b) Entropy does not seem to have any effect on HalfCheetah.

Figure 7. Analyzing solutions in objectives given by different amounts of entropy (a) For \(\sigma = 0.0\), 85% of curvature values are negative. When \(\sigma\) is increased to 1, nearly all curvature values are within sampling noise (indicated by dashed horizontal lines). (b) A linear interpolation shows that a monotonically increasing path to a better solution exists from the poor parameter vector. See Figures S14 and S15 for a different seed and in Walker respectively. See Figure S17 for negative examples.

4. Related Work

There have been many visualization techniques for objective functions proposed in the last few years (Goodfellow et al., 2015; Li et al., 2018b; Draxler et al., 2018). In contrast to our work, many of these project the high dimensional objective into one or two useful dimensions. Our technique is closely related to those of Li et al. (2018b), who used random directions for 2D interpolations, and of Li et al. (2018a); Fort & Scherlis (2018) who studied optimization in random hyperplanes and hyperspheres. Our work differs in that we interpolate in many more directions to summarize how the objective function changes locally. Keskar et al. (2017) used a summary metric from random perturbations to measure sharpness of an objective similar to our measure of curvature in Figure 6.

Understanding the impact of entropy on the policy optimization problem was first studied by Williams & Peng (1991). A different kind of entropy regularization has been explored in the context of deep learning: Chaudhari et al. (2017) show that such a penalty induces objectives with higher \(\beta\)-smoothness and complement our smoothness results. Recent work by Neu et al. (2017) has shown the equivalence between the type of entropy used and a dual optimization algorithm.

The motivation of our work is closely related to Rajeswaran et al. (2017); Henderson et al. (2018); Ilyas et al. (2018) in appealing to the community to study the policy optimization problem more closely. In particular, Ilyas et al. (2018) show
that in deep RL, gradient estimates can be uncorrelated with 
the true gradient despite having good optimization perfor-
mance. This observation complements our work in saying 
that high variance might not be the main issue for policy op-
timization. The authors use 2D interpolations to show that 
an ascent in surrogate objectives used in PPO did not neces-
arily correspond to an ascent in the true objective. Our 
results provide a potential explanation to this phenomenon: 
surrogate objectives can connect regions of parameter space 
where the true objective might decrease.

5. Discussion and Future Directions

The difficulty of policy optimization. Our work aims to 
redirect some research focus from the high variance issue 
to the study of better optimization techniques. In particular, 
even if we were able to perfectly estimate the gradient, pol-
icy optimization would still be difficult due to the geometry 
of the objective function used in RL.

Specifically, our experiments bring to light two issues 
unique to policy optimization. Firstly, given that we are 
optimizing probability distributions, many reparameteriza-
tions can result in the same distribution. This results in 
objective functions that are especially susceptible to hav-
ing flat regions and difficult geometries (Figure 4b, S15c).

There are a few solutions to this issue: As pointed out by 
Kakade (2001), methods based on the natural gradient are 
well equipped to deal with plateaus induced by probability 
distributions. Alternatively, given the empirical success of 
natural policy gradient inspired methods like TRPO and 
surrogate objective methods like PPO suggests that these 
techniques are well motivated in RL (Schulman et al., 2015a; 
2017b; Rajeswaran et al., 2017). Such improvements are 
orthogonal to the noisy gradient problem and suggest that 
making policy optimization easier is a fruitful line of re-
search.

Secondly, the landscape we are optimizing is problem 
dependent and is particularly surprising in our work. Given 
that the mechanics of many MuJoCo tasks are very simi-
lar, our observations on Hopper and HalfCheetah are vastly 
different. If our analysis was restricted to just Hopper and 
Walker, our conclusions with respect to entropy would have 
different. This presents a challenge for both studying 
and designing optimization techniques.

The MuJoCo environments considered here are determin-
istic given the random seed: An interesting and important 
extension would be to investigate other sources of noise 
and in general answering What aspects of the environment 
induce difficult objectives? Our proposed method will likely 
be useful in answering at least a few such questions.

Sampling strategies. Our learning curves are not surpris-
ing under the mainstream interpretation of entropy regular-
ization: A small value of $\sigma$ will not induce a policy that 
adequately “explores” the whole range of available states 
and actions. However, our results on HalfCheetah tell a 
different story: All values of $\sigma$ converged to policy with 
similar final reward (Figure 5c).

Our combined results from curvature analysis and linear 
interpolations (Figure 6 and 7) have shown that the geometry 
of the objective function is linked to the entropy of the policy 
being optimized. Thus using a more stochastic policy, in this 
case, induced by entropy regularization, facilitates the use 
of a larger learning rate and might provide more directions 
of improvement.

Our results should hold for any technique that works by 
increasing policy entropy or collects data in a more uni-
form way. Investigating how other directed or structured 
sampling schemes impact the landscape will be useful to 
inform the design of new techniques. We conjecture that 
the ultimate effect of these techniques in RL is to make the 
objective function smoother and thus easier to optimize.

Smoothing. Finally, our experimental results make one 
suggestion: Smoothing can help learning. Therefore, How 
can we leverage these observations to make new algorithms?
The smoothing effect of entropy regularization, if decayed 
over the optimization procedure, is akin to techniques that 
start optimizing, easier, highly smoothed objectives and then 
progressively making them more complex (Chapelle & Wu, 
2010; Gulcehre et al., 2017). Perhaps some work should be 
directed on alternate smoothing techniques: Santurkar et al. 
(2018) suggests that techniques like batch normalization 
also smooth the objective function and might be able to 
replicate some of the performance benefits. In the context of 
RL, Q-value smoothing has been explored by Nachum et al. 
(2018); Fujimoto et al. (2018) that resulted in performance 
gains for an off-policy policy optimization algorithm.

In summary, our work has provided a new tool for and high-
lighted the importance of studying the underlying optimiza-
tion landscape in direct policy optimization. We have shown 
that these optimization landscapes are highly environment-
dependent making it challenging to come up with general 
purpose optimization algorithms. We show that optimizing 
policies with more entropy results in a smoother objective 
function that can be optimized with a larger learning rate. 
Finally, we identify a myriad of future work that might be 
of interest to the community with significant impact.
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