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Abstract
He et al. (2018) have called into question the
utility of pre-training by showing that train-
ing from scratch can often yield similar per-
formance to pre-training. We show that al-
though pre-training may not improve perfor-
mance on traditional classification metrics, it im-
proves model robustness and uncertainty esti-
mates. Through extensive experiments on la-
bel corruption, class imbalance, adversarial ex-
amples, out-of-distribution detection, and con-
fidence calibration, we demonstrate large gains
from pre-training and complementary effects
with task-specific methods. We show approx-
imately a 10% absolute improvement over the
previous state-of-the-art in adversarial robust-
ness. In some cases, using pre-training without
task-specific methods also surpasses the state-
of-the-art, highlighting the need for pre-training
when evaluating future methods on robustness
and uncertainty tasks.

1. Introduction
Pre-training is a central technique in the research and appli-
cations of deep convolutional neural networks (Krizhevsky
et al., 2012). In research settings, pre-training is ubiqui-
tously applied in state-of-the-art object detection and seg-
mentation (He et al., 2017). Moreover, some researchers
aim to use pre-training to create “universal representations”
that transfer to multiple domains (Rebuffi et al., 2017). In
applications, the “pre-train then tune” paradigm is com-
monplace, especially when data for a target task is acutely
scarce (Zeiler & Fergus, 2014). This broadly applicable
technique enables state-of-the-art model convergence.

However, He et al. (2018) argue that model convergence
is merely faster with pre-training, so that the benefit on
modern research datasets is only improved wall-clock time.
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Surprisingly, pre-training provides no performance bene-
fit on various tasks and architectures over training from
scratch, provided the model trains for long enough. Even
models trained from scratch on only 10% of the COCO
dataset (Lin et al., 2014) attain the same performance as
pre-trained models. This casts doubt on our understanding
of pre-training and raises the important question of whether
there are any uses for pre-training beyond tuning for ex-
tremely small datasets. They conclude that, with modern
research datasets, ImageNet pre-training is not necessary.

In this work, we demonstrate that pre-training is not
needless. While He et al. (2018) are correct that models
for traditional tasks such as classification perform well
without pre-training, pre-training substantially improves
the quality of various complementary model components.
For example, we show that while accuracy may not no-
ticeably change with pre-training, what does tremendously
improve with pre-training is the model’s adversarial
robustness. Furthermore, even though training for longer
on clean datasets allows models without pre-training to
catch up, training for longer on a corrupted dataset leads
to model deterioration. And the claim that “pre-training
does not necessarily help reduce overfitting” (He et al.,
2018) is valid when measuring only model accuracy,
but it becomes apparent that pre-training does reduce
overfitting when also measuring model calibration. We
bring clarity to the doubts raised about pre-training by
showing that pre-training can improve model robustness to
label corruption (Sukhbaatar et al., 2014), class imbalance
(Japkowicz, 2000), and adversarial attacks (Szegedy et al.,
2014); it additionally improves uncertainty estimates
for out-of-distribution detection (Hendrycks & Gimpel,
2017b) and calibration (Nguyen & O’Connor, 2015),
though not necessarily traditional accuracy metrics.

Pre-training yields improvements so significant that on
many robustness and uncertainty tasks we surpass state-
of-the-art performance. We even find that pre-training
alone improves over techniques devised for a specific task.
Note that experiments on these tasks typically overlook
pre-training, even though pre-training is ubiquitous else-
where. This is problematic since we find there are tech-
niques which do not comport well with pre-training; thus
some evaluations of robustness are less representative of
real-world performance than previously thought. Thus re-
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Figure 1. Training for longer is not a suitable strategy for label
corruption. By training for longer, the network eventually be-
gins to model and memorize label noise, which harms its overall
performance. Labels are corrupted uniformly to incorrect classes
with 60% probability, and the Wide Residual Network classifier
has learning rate drops at epochs 80, 120, and 160.

searchers would do well to adopt the “pre-train then tune”
paradigm for increased performance and greater realism.

2. Related Work
Pre-Training. It is well-known that pre-training im-
proves generalization when the dataset for the target task
is extremely small. Prior work on transfer learning has
analyzed the properties of this effect, such as when fine-
tuning should stop (Agrawal et al., 2014) and which layers
should be fine-tuned (Yosinski et al., 2014). In a series of
ablation studies, Huh et al. (2016) show that the benefits of
pre-training are robust to significant variation in the dataset
used for pre-training, including the removal of classes re-
lated to the target task. In our work, we observe similar
robustness to change in the dataset used for pre-training.

Pre-training has also been used when the dataset for the tar-
get task is large, such as Microsoft COCO (Lin et al., 2014)
for object detection and segmentation. However, in a recent
work He et al. (2018) show that pre-training merely speeds
convergence on these tasks, and real gains in performance
vanish if one trains from scratch for long enough, even with
only 10% of the data for the target task. They conclude
that pre-training is not necessary for these tasks. Moreover,
Sun et al. (2017) show that the accuracy gains from more
data are exponentially diminishing, severely limiting the
utility of pre-training for improving performance metrics
for traditional tasks. In contrast, we show that pre-training
does markedly improve model robustness and uncertainty.

Robustness. Learning in the presence of corrupted labels
has been well-studied. In the context of deep learning,

Sukhbaatar et al. (2014) investigate using a stochastic ma-
trix encoding the label noise, though they note that this ma-
trix is difficult to estimate. Patrini et al. (2017) propose a
two-step training procedure to estimate this stochastic ma-
trix and train a corrected classifier. These approaches are
extended by Hendrycks et al. (2018), who consider hav-
ing access to a small dataset of cleanly labeled examples,
leverage these trusted data to improve performance.

Zhang & Sabuncu (2018) show that networks overfit to
the incorrect labels when trained for too long (Figure 1).
This observation suggests pre-training as a potential fix,
since one need only fine-tune for a short period to attain
good performance. We show that pre-training not only im-
proves performance with no label noise correction, but also
complements methods proposed in prior work. Also note
that most prior works (Goldberger & Ben-Reuven, 2017;
Ma et al., 2018; Han et al., 2018) only experiment with
small-scale images since label corruption demonstrations
can require training hundreds of models (Hendrycks et al.,
2018). Since pre-training is typically reserved for large-
scale datasets, such works do not explore the impact of pre-
training.

Networks tend not to effectively model underrepresented
classes, which can affect a classifier’s fairness of underrep-
resented groups. To handle class imbalance, many training
strategies have been investigated in the literature. One
direction is rebalancing an imbalanced training dataset. To
this end, He & Garcia (2008) propose to remove samples
from the majority classes, while Huang et al. (2016)
replicate samples from the minority classes. Generating
synthetic samples through linear interpolation between
data samples belonging in the same minority class has
been studied in Chawla et al. (2002). An alternative
approach is to modify the supervised loss function. Cost
sensitive learning (Japkowicz, 2000) balances the loss
function by re-weighting each sample by the inverse
frequency of its class. Huang et al. (2016) and Dong et al.
(2018) demonstrate that enlarging the margin of a classifier
helps mitigate the class imbalance problem. However,
adopting such training methods often incurs various time
and memory costs.

The susceptibility of neural networks to small, adversari-
ally chosen input perturbations has received much atten-
tion. Over the years, many methods have been proposed as
defenses against adversarial examples (Metzen et al., 2017;
Hendrycks & Gimpel, 2017a), but these are often circum-
vented in short order (Carlini & Wagner, 2017). In fact,
the only defense widely regarded as having stood the test
of time is the adversarial training procedure of Madry et al.
(2018). In this algorithm, white-box adversarial examples
are created at each step of training and substituted in place
of normal examples. This does provide some amount of
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Figure 2.Error curves for label noise correction methods using training from scratch and pre-training across a full range of label cor-
ruption strengths. For the No Correction baseline, using pre-training results in a visibly improved slope of degradation with a more
pronounced elbow at higher corruption strengths. This also occurs in the complementary combinations of pre-training with previously
proposed correction methods.

adversarial robustness, but it requires substantially longer
training times. In a later work, Schmidt et al. (2018) argue
further progress on this problem may require signi�cantly
more task-speci�c data. However, given that data from a
different distribution can be bene�cial for a given task (Huh
et al., 2016), it is conceivable that the need for task-speci�c
data could be obviated with pre-training.

Uncertainty. Even though deep networks have achieved
high accuracy on many classi�cation tasks, measuring
the uncertainty in their predictions remains a challenging
problem. Obtaining well-calibrated predictive uncertainty
could be useful in many machine learning applications such
as medicine or autonomous vehicles. Uncertainty estimates
need to be useful for detecting out-of-distribution samples.
Hendrycks & Gimpel (2017b) propose out-of-distribution
detection tasks and use the maximum value of a classi�er's
softmax distribution as a baseline method. Lee et al.
(2018b) propose Mahalanobis distance-based scores which
characterize out-of-distribution samples using hidden fea-
tures. Lee et al. (2018a) propose using a GAN (Goodfellow
et al., 2014) to generate out-of-distribution samples; the
network is taught to assign low con�dence to these GAN-
generated samples. Hendrycks et al. (2019) demonstrate
that using non-speci�c, real, and diverse outlier images
or text in place of GAN-generated samples can allow
classi�ers and density estimators to improve their out-of-

distribution detection performance and calibration. Guo
et al. (2017) show that contemporary networks can easily
become miscalibrated without additional regularization,
and we show pre-training can provide useful regularization.

3. Robustness

Datasets. For the following robustness experiments, we
evaluate on CIFAR-10 and CIFAR-100 (Krizhevsky &
Hinton, 2009). These datasets contain32 � 32 color
images, both with 60,000 images split into 50,000 for
training and 10,000 for testing. CIFAR-10 and CIFAR-
100 have 10 and 100 classes, respectively. For pre-
training, we use Downsampled ImageNet (Chrabaszcz
et al., 2017), which is the 1,000-class ImageNet dataset
(Deng et al., 2009) resized to32 � 32 resolution. For
ablation experiments, we remove 153 CIFAR-10-related
classes from the Downsampled ImageNet dataset. In this
paper we tune the entire network. Code is available at
github.com/hendrycks/pre-training .

3.1. Robustness to Label Corruption

Setup. In the task of classi�cation under label corrup-
tion, the goal is to learn as good a classi�er as possible
on a dataset with corrupted labels. In accordance with prior
work (Sukhbaatar et al., 2014) we focus on multi-class clas-


