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Abstract
Multivariate Hawkes processes (MHP) are widely used in a variety of fields to model the occurrence of discrete events. Prior work on learning MHPs has only focused on inference in the presence of perfect traces without noise. We address the problem of learning the causal structure of MHPs when observations are subject to an unknown delay. In particular, we introduce the so-called synchronization noise, where the stream of events generated by each dimension is subject to a random and unknown time shift. We characterize the robustness of the classic maximum likelihood estimator to synchronization noise, and we introduce a new approach for learning the causal structure in the presence of noise. Our experimental results show that our approach accurately recovers the causal structure of MHPs for a wide range of noise levels, and significantly outperforms classic estimation methods.

1. Introduction
Multivariate Hawkes processes (MHPs) are a type of temporal point process where an arrival in one dimension can affect future arrivals in other dimensions. The origin of MHPs dates back to Hawkes (1971), who used them to statistically model earthquakes. Because of their ability to capture mutual excitation between different dimensions of a multivariate counting process, MHPs have become a popular model in a plethora of applications such as finance (Bacry et al., 2012; Hardiman et al., 2013; Linderman & Adams, 2014; Bacry et al., 2015; Etesami et al., 2016), computational biology (Reynaud-Bouret et al., 2010), social network studies (as an alternative for the contagion model) (Yang & Zha, 2013; Farajtabar et al., 2015), and criminology (Mohler et al., 2011; Porter & White, 2012; Linderman & Adams, 2014; Shelton et al., 2018).

Learning the excitation matrix of a MHP, which encodes the causal structure between the processes from a set of observations, has been the focus of recent work (Xu et al., 2016; Etesami et al., 2016). The main approaches for learning MHPs are of two flavors. Maximum likelihood-based approaches estimate the parameters from observations (Ozaki, 1979; Zhou et al., 2013b; Yang et al., 2017); and approaches based on second-order statistics learn the parameters of interest by solving a set of equations obtained from first and second-order statistics of the MHP (Hawkes, 1971; Bacry et al., 2012; Etesami et al., 2016). All the aforementioned work assumes that the observations are noiseless, that is, the arrival times of the events are recorded accurately without any delay. To the best of our knowledge, no work to date has considered learning the causal structure of a noisy MHP. Recent studies tackled the inference of Hawkes processes with missing data (Xu et al., 2017; Shelton et al., 2018), but did not consider noisy (delayed) observations. The inference of temporal point processes in the presence of noisy observations has been studied for non-parametric estimators of spatial Poisson processes (Cucala, 2008; Bar-Hen et al., 2013). However, these studies mostly focus on the special case of independent and known noise and cannot be applied to MHPs.

We study the problem of learning MHPs in the presence of observation noise. More precisely, we consider synchronization noise, where the stream of events generated by each source – or dimension – is subject to a random and unknown time shift. This model captures situations where no perfect clock time synchronization is available at different sources, or when the observation process itself introduces source-dependent delays. As an example of the former, consider a network of sensors that record events such as neural spikes or earthquake shocks. It is often the case that the sensors are not perfectly synchronized, because they each rely on a local clock to time-stamp events. As an example of the latter, consider processes where an event can only be observed indirectly after a delay, such as through the symptoms of an infectious disease that manifest themselves some time after the actual infection. We will show that synchronization noise can severely harm the estimation performance of
where \( H \) with a particular form of the conditional intensity function will be introduced along the way.

We validate it on a dataset of neuronal spike trains in Section 4 and show how it behaves under synchronization noise. Finally, we demonstrate the performance of our approach on synthetic simulations, and we validate it on a dataset of neuronal spike trains in Section 5.

2. Preliminaries

Prior to discussing our results, we introduce the basic notions and definitions used in the paper. Detailed notations will be introduced along the way.

Multivariate Hawkes process (MHP). Formally, a \( d \)-dimensional MHP is a collection of \( d \) univariate temporal point processes \( N_i(t), i = 1, \ldots, d \), also called dimension, with a particular form of the conditional intensity function

\[
\lambda_i(t|\mathcal{H}_t) = \mu_i + \sum_{j=1}^{d} \sum_{\tau \in \mathcal{H}_j^t} \kappa_{ij}(t-\tau),
\]

where \( \mathcal{H}_j^t \) is the history of the \( j \)-th process up to time \( t \) and \( \mathcal{H}_t = \bigcup_{j=1}^{d} \mathcal{H}_j^t \). The constant \( \mu_i \) is the exogenous part of the intensity of the \( i \)-th process. The excitation function \( \kappa_{ij}(t) \geq 0 \) captures the endogenous dynamics of influence of the arrivals in the \( j \)-th dimension on the intensity of the \( i \)-th dimension.

The matrix \( K(t) := [\kappa_{ij}(t)] \) is called the excitation matrix.

It has been shown that the support of the excitation matrix encodes the causal structure of the MHP, i.e., process \( j \) does not cause process \( i \) if and only if \( \kappa_{ij}(t) = 0 \) (Etesami et al., 2016; Eichler et al., 2017). The causal graph of a \( d \)-dimensional MHP is therefore a directed graph on \( d \) nodes (each dimension is denoted by a node) and there is a directed edge from node \( j \) to node \( i \) if and only if \( \kappa_{ij}(t) \neq 0 \). For more details on MHPs, we refer the interested reader to (Liniger, 2009).

A common choice for the excitation function is the exponential kernel

\[
\kappa_{ij}(t) = \alpha_{ij} e^{-\beta t} 1 \{ t > 0 \},
\]

where \( \alpha_{ij} \) captures the strength of influence and \( \beta \) captures the time constant (Rasmussen, 2013; Zhou et al., 2013a; Farajtabar et al., 2014; Farajtabar et al., 2014; Yan et al., 2015; Shelton et al., 2018).

We present our learning approach for exponential kernels, but it is applicable to more general forms of kernels.

Likelihood function of a MHP. Suppose that we observed a sequence of discrete events

\[
t := \{(t_k^{i})_{k=0}^{n_i} \}_{i=1}^{d}
\]

during a time period \([t_0, T]\), where \( t_k^{i} \) denotes the \( k \)-th arrival in the \( i \)-th dimension. Let \( \theta \) denote the parameters of the MHP, which consist of the excitation matrix \( \{\alpha_{ij}\} \) and the background intensities \( \{\mu_i\} \). Maximum likelihood estimation can be used to learn \( \theta \) from the observations \( t \) (Zhou et al., 2013a; Farajtabar et al., 2014). The log-likelihood of \( t \) given \( \theta \) for a MHP is given by

\[
\log \mathbb{P}(t|\theta) = \sum_{i=1}^{d} \left[ \sum_{\tau \in \mathcal{H}_j^t} \log \lambda_i(\tau|\mathcal{H}_\tau) - \int_{t_0}^{T} \lambda_i(t|\mathcal{H}_t)dt \right].
\]

It can be shown that the log-likelihood function of Hawkes processes with exponential kernels is convex if the exponential decay \( \beta \) is known (Bacry et al., 2015). It is therefore common practice to define \( \beta \) as a hyper-parameter and to apply maximum likelihood estimation only to

\[
\theta := \{\mu_i\}_{i=1}^{d}, \{\alpha_{ij}\}_{i,j=1}^{d} \in \mathbb{R}_+^{d(d+1)}.
\]

As noted before, in the remainder of this paper, we assume that the excitation functions are exponential, as defined in (2).
3. Noisy Observation Framework

In this section, we introduce a particular form of noise, called synchronization noise. We demonstrate its destructive effect on the classic maximum likelihood (ML) estimation methodology, which assumes noiseless observations.

3.1. Synchronization Noise

With synchronization noise, all the arrivals within a dimension are shifted equally by an unknown offset. In other words, for every dimension $i$, there exists $z_i$, such that the observed data is

$$\tilde{t} := \{\{\tilde{t}_i^k\}_{k=0}^d \}_{i=1},$$

where the observed arrival times are not equal to the true arrival times $t$ but instead are related as

$$\tilde{t}_k^i - t_k^i = z_i \in \mathbb{R}, \forall i, k.$$

We denote the collection of noise variables by $z = \{z_i\}_{i=1}^d$. Because of boundary effects due to the finite observation window, the number of noisy observations $\tilde{n}_i$ may differ from $n_i$, as some events can enter or escape the observation window.

To make this more concrete, Figure 1a shows a simple example of the synchronization noise for a 2-dimensional MHP $\{N_A, N_B\}$. The synchronization noise variables $\{z_A, z_B\}$ do not change the relative orders of the arrivals within a dimension but affect the relative orders of the arrivals between different dimensions. For instance, in Figure 1a, $t^2_A < t^1_B$ but $t^2_A + z_A = t^2_B > t^1_B + z_B$. Some events can also enter (or escape) the observation window, such as $t^3_A$ (or $t^2_B$).

3.2. Effect of Noise on Classic Inference Methods

The synchronization noise may swap the relative order of arrivals between different dimensions, which results in estimation errors for classic inference methods, such as ML estimation. Consider once again the simple network of two processes shown in Figure 1a. In this example, the causal graph contains a single edge $N_A \rightarrow N_B$, implying that events in process $N_A$ cause future events in process $N_B$ (but not the other way around). Figure 1b displays the result of ML estimation with synchronization noise for these two processes. When $z_A < z_B$, events in $N_B$ tend to occur after their cause (parent) events in $N_A$, which leads ML estimation to correctly identify the causal direction $N_A \rightarrow N_B$. However, as $z_A > z_B$, the causes and effects begin to blur. This forces ML estimation to learn edges in both directions. Finally, as the difference between $z_A$ and $z_B$ gets large, the inferred dependency between $N_A$ and $N_B$ decreases. This is the reason explaining the convergence of the kernel coefficients to zero.

4. Inference under Synchronization Noise

In this section, we introduce a new robust inference approach for learning MHPs in the presence of synchronization noise.

4.1. Model: Desynchronized Multivariate Hawkes Processes (DESYNC-MHP)

We first note that, if the value of the noise $z$ is known, we can simply subtract the value of the noise from each arrival time, and the problem reduces to the inference of a standard (noiseless) MHP. Conditioning on the noise $z$, the log-likelihood (3) can hence be written as the conditional log-likelihood

$$\log P(\tilde{t}|z, \theta) = \log P\left(\{\{\tilde{t}_i^k - z_i\}_{k=0}^d \}_{i=1}\mid \theta\right)$$

$$= \sum_{i=1}^d \left[ \sum_{\tau \in \mathcal{H}_t} \log \lambda_i(\tau - z_i|\mathcal{H}_\tau - z_i) - \int_{t_0 - z_i}^{\tau - z_i} \lambda_i(t|\mathcal{H}_t) dt \right],$$

(4)

where $\mathcal{H}_t^i = \{\tilde{t}_k^i \mid \tilde{t}_k^i = t_k^i + z_i < t\}$ is the history of the $i$-th observed (noisy) process up to time $t$, and $\mathcal{H}_t = \bigcup_{i=1}^d \mathcal{H}_t^i$. 

Figure 1: Illustration of the synchronization noise model on a simple two-dimensional Hawkes process, with process $N_A$ influencing process $N_B$. 

(a) Noisy sample for the processes $N_A$ and $N_B$. Noisy events are displayed in solid black ticks while the original events are shown in dashed gray. The red arrows illustrate the time shift introduced by the noise.

(b) Maximum likelihood estimate on the toy example of Fig. 1a as a function of noise values. When $z_B - z_A < 0$, ML detects edges in both directions, i.e., $\tilde{\alpha}_{AB}$ and $\tilde{\alpha}_{BA}$ are both positive.
We define a new multivariate point process called desynchronized multivariate Hawkes process (DESYNC-MHP) that is a MHP with synchronization noise. The parameters of this model are \((z, \theta)\). In other words, a DESYNC-MHP with parameters \((z, \theta)\) is a MHP with parameter \(\theta\) where each dimension \(i\) is affected by the synchronization noise offset \(z_i\). Therefore, the log-likelihood function of this model, given a set of observed arrivals \(t\), can be written as \((4)\). Hence, ML estimation for the DESYNC-MHP amounts to solving the optimization problem
\[
\hat{z}, \hat{\theta} = \underset{z \in \mathbb{R}^m, \theta \geq 0}{\text{argmax}} \log P(\hat{t}|z, \theta).
\] (5)

An alternative approach to directly maximizing the log-likelihood is to consider the noise as a latent variable and to use the EM algorithm. However, such an approach requires to evaluate the posterior distribution, which is intractable because of its coupling with the ordering of the events. It is therefore easier to solve \((5)\) directly. This approach still introduces new challenges that we will address next.

4.2. Challenges

For a given noise variable \(z\), maximizing \((4)\) with respect to the Hawkes parameters \(\theta\) results in the ML estimation of the noiseless MHP, which can be often solved efficiently. For instance, in the exponential kernel setting, when \(\theta = \{\{\mu_i\}_{i=1}^d, \{\kappa_{ij}\}_{i,j=1}^d\}\), the problem is smooth and convex, and therefore the parameters can be easily estimated using first-order methods.

In contrast, the objective function in \((4)\) is neither smooth nor continuous with respect to the noise \(z\). Recall that the intensity function \((1)\) depends on the history \(H_t\) of the process. However, synchronization noise can invert the order of arrivals in different dimensions, and consequently it can change the past events of some arrivals, which creates discontinuities in the likelihood.

To observe this concretely, consider a 2-dimensional MHP with only two arrival times \(t_1\) and \(t_2\) \((t_1 < t_2)\), in dimensions 1 and 2, respectively. Suppose that the observed arrival times \(\tilde{t}_1\) and \(\tilde{t}_2\) are such that \(\tilde{t}_1 < \tilde{t}_2\). The effect of dimension 1 on dimension 2 is captured by
\[
\kappa_{21}(\tilde{t}_2 - z_2 - \tilde{t}_1 + z_1) = \alpha_{21} e^{-\beta(\tilde{t}_2 - z_2 - \tilde{t}_1 + z_1)} \mathbb{1}\{\tilde{t}_2 - z_2 - \tilde{t}_1 + z_1 > 0\}.
\]

Hence, for a given \(z_1\), as \(z_2\) increases, the excitation function increases until \(z_2 = \tilde{t}_2 - \tilde{t}_1 + z_1\). At this point, the arrival orders are switched and the effect of the arrival at \(t_1\) on the arrival at \(t_2\) disappears. Formally, at \(\tau = \tilde{t}_2 - z_2 - \tilde{t}_1 + z_1\), we have
\[
\lim_{\tau \to 0^+} \kappa_{21}(\tau) = \alpha_{21} \neq 0 = \lim_{\tau \to 0^-} \kappa_{21}(\tau).
\]

This results in a discontinuity in the objective function.

Figure 2 illustrates the objective function as a function of \(z_2\), when \(z_1\) is fixed to its true value, for a two-dimensional process. These discontinuities in the conditional log-likelihood function will prevent gradient-based algorithms from converging. Even worse, the objective function is particularly ill-conditioned: it decreases at the points of discontinuity, but increases everywhere in between. The presence of synchronization noise therefore transforms the computationally efficient estimation of MHP parameters into a particularly ill-conditioned optimization problem.

Below, we discuss our approach to tackle this issue in two steps. We first introduce a novel approach for smoothing the objective function, which allows us to subsequently find an optimum solution by using stochastic gradient descent.

Smoothing the objective function. Recall that the source of the discontinuities (jumps) in the objective function are the swapped arrivals and the discontinuities of the excitation kernels at \(t = 0\). If the excitation kernels \(\{\kappa_{ij}(t)\}\) were differentiable for all \(t \in \mathbb{R}\), such sudden jumps in the intensity function would be avoided and consequently the likelihood function would be smooth. This observation leads us to approximate the excitation kernels with functions that are

![Figure 2: Illustration of the discontinuities of the objective function (4) for a two-dimensional MHP as a function of \(z_2\), when \(z_1\) is fixed to its true value and \(\beta = 1\). The inset shows a fine zoom on the objective function in 0.5 ± 0.005.](image)
differentiable everywhere. For instance, one candidate for approximating the exponential kernel is
\[
\hat{k}_{ij}(t) = \alpha_{ij} \left( \sigma(\gamma t) e^{-\beta t} + (1 - \sigma(\gamma t)) e^{\beta t} \right),
\] (6)
where \(\sigma(t) = 1/(1 + e^{-t})\) is the sigmoid function. Since \(\lim_{\beta, \gamma \to +\infty} \hat{k}_{ij}(t) = k_{ij}(t)\), the approximated kernel can be made arbitrarily close to \(k_{ij}(t)\). Selecting \(\beta'\) and \(\gamma\) large enough will therefore preserve the causal structure of the MHP. Figure 3 illustrates how \(\hat{k}_{ij}(t)\) affects the objective function for various values of \(\beta'\) and \(\gamma\).

Stochastic gradient descent. The kernel approximation (6) addresses the non-smoothness of the objective function with respect to the noise \(z\). But the issue of convexity remains, as illustrated in the inset of Figure 3 for large values of \(\beta'\). This means that choosing the right \(\beta'\) is crucial. On the one hand, a small \(\beta'\) makes the objective function smoother and removes some local minima. On the other hand, a small \(\beta'\) degrades the quality of the approximation and hence introduces a larger bias in the optimization problem.

Stochastic gradient descent (SGD) is often used to escape local minima in non-convex optimization. In our case, SGD randomizes the discontinuities, and hence enables us to evade the local minima. We apply a mini-batch version of SGD with a set of \(C\) independent observations \(\{\tilde{t}_1, \ldots, \tilde{t}_C\}\). Due to the ergodicity of stationary MHPs, a set of short independent observations of an MHP is statistically equivalent to a single long observation of that MHP.

Algorithm 1 DESYNC-MHP ML estimation

**Input:** Data \(\{\tilde{t}_1, \ldots, \tilde{t}_C\}\), hyper-parameters \((\beta, \beta', \gamma)\).

Initialize \(z_0\) and \(\theta_0\) to random values

\[k \leftarrow 0\]

repeat

\[
\begin{align*}
\tilde{t}_k & \sim \text{Uniform}\{\tilde{t}_1, \ldots, \tilde{t}_C\} \\
z_{k+1} & \leftarrow z_k + \delta_k \nabla_z \log P(\tilde{t}_k | z_k, \theta_k) \\
\theta_{k+1} & \leftarrow \max(\theta_k + \delta_k \nabla_\theta \log P(\tilde{t}_k | z_k, \theta_k), 0) \\
k & \leftarrow k + 1
\end{align*}
\]

until convergence

Algorithm 1 summarizes the steps of our approach\(^2\). Since smoothing is only necessary for optimizing \(\log P(\tilde{t} | z, \theta)\) with respect to \(z\), we use the gradient\(^3\) of the smooth approximation of the log-likelihood, denoted by \(\nabla_z \log P(\tilde{t} | z, \theta)\), to update \(z\), and we keep the gradient of the exact log-likelihood to update the MHP parameters \(\theta\), denoted by \(\nabla_\theta \log P(\tilde{t}_k | z_k, \theta_k)\).

5. Experimental Results

We performed two sets of experiments. First, we used synthetic data to show that, despite the non-smoothness and non-convexity of (5), our approach can accurately recover the excitation matrix of the MHP and significantly outperform the classic ML estimator. We further investigated the effects of dimensionality \(d\) and the scale of the noise on the performance of our estimator. Second, we validated our approach using a dataset of neuronal spike trains obtained from measurements of the motor cortex of a monkey.

5.1. Experiments on Synthetic Data

We set the exponential decay to \(\beta = 1\). For smoothing, we used \(\beta' = 50\) and \(\gamma = 500\), which were found to work well in practice. For each experiment, we chose small positive background intensities \(\{|\mu_i|\}\) and generated a random\(^4\) excitation matrices with entries \(\{\alpha_{ij}\} \in \{0, 1\}\) by sampling edges randomly with probability \(2/d\). The average in-degree and out-degree of each node was hence close to two. We then rescaled the entries to obtain a spectral radius of 0.95 to ensure that the simulated processes are stable\(^5\). We generated \(C = 5\) realizations of 50,000 samples from the MHP using Ogata’s thinning algorithm\(^6\) (Ogata, 2006).

---

\(^1\)Note that this choice of kernel is non-causal, in the sense that the kernels are non-zero for \(t < 0\).

\(^2\)Source code of the algorithm is available publicly.

\(^3\)The derivation of the gradient with respect to the noise parameters and the parameters of MHP is provided in the Appendix.

\(^4\)Experiments were performed on other random graph models with qualitatively similar results.

\(^5\)Experiments were not found to be sensitive to this choice of value.

\(^6\)We used the Python library tick to generate synthetic samples of the processes (Bacry et al., 2017).
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We repeated each experiment 10 times over 10 different matrices for each set of parameters. We solved the optimization problem (5) using stochastic gradient descent with Lasso regularization on the parameters $\{\alpha_{ij}\}$. We compared our approach against the state-of-the-art maximum likelihood estimation method (Zhou et al., 2013a), which solves the classic maximum likelihood estimation problem with the same regularization (denoted by the label “classic MLE” in the figures below).

The accuracy reported on the $y$-axes of our figures is the percentage of correctly identified edges (i.e., non-zero kernels in the support of the excitation matrix) which is

$$1 - \frac{\sum_{ij} |\mathbb{1}\{\alpha_{ij}^\ast > 0\} - \mathbb{1}\{\hat{\alpha}_{ij} > \eta\}|}{d^2},$$

where $\{\alpha_{ij}^\ast\}$ and $\{\hat{\alpha}_{ij}\}$ denote the ground truth and the estimated coefficients, respectively. A threshold $\eta = 0.05$ was used to zero out the small coefficients.

Sensitivity to the noise level $\sigma^2$. We studied the sensitivity of our approach, DESYNC-MHP MLE, to the level of noise and compared it to the classic ML estimator. Figure 4 shows the mean and standard deviation accuracy for different noise variance $\sigma^2$. We observe four different noise regimes:

1. In the low-noise regime, virtually no event order is swapped, meaning that the cause (parent) events always occur before their effect. Both the classic ML estimator and our approach therefore recover the causal structure accurately.

2. When the noise level is increased to $\sigma^2 = 1/\beta = 1$ (indicated by the red vertical line in Figure 4), our approach still recovers the true causal structure with an accuracy close to 100%, contrary to the classic ML estimator which misidentifies more than 25% of edges on average.

3. In the third regime, for noise levels between $\sigma^2 = 1/\beta$ up to one order of magnitude larger than $1/\beta$, our approach gets trapped in local optima more frequently, and hence it loses its accuracy. Yet, it still clearly outperforms the classic ML estimation.

4. In the high-noise regime, the MHP signal gets completely lost in the noise. The log-likelihood function therefore rapidly decreases around the true noise $z^\ast$ and becomes more and more flat for all $z$ far from $z^\ast$. Thus, iterative gradient-based algorithms such as Algorithm 1 and the classic ML estimator stay trapped around their initial points $z_0$. Note that our algorithm with fixed $z = 0$ becomes the classic ML algorithm. As the noise variance increases, neither of the two estimators is able to correctly learn the causal structure in the observations, and both algorithms converge toward sparser excitation matrices. More details are given in the Appendix.

However, between the 3rd and 4th regimes, the noise is not strong enough to completely hide the MHP signal. Consequently, the outputs of the classic ML estimator and DESYNC-MHP MLE estimator are driven mostly by the noise and their accuracies are worse than random guesses.

Sensitivity to the number of dimensions $d$. The number of parameters to estimate grows quadratically with the dimensionality of the process (i.e., $z \in \mathbb{R}^d$, $\theta \in \mathbb{R}^{d^2 + d}$). Consequently, the optimization problem becomes harder for larger-sized problems. However, we analyzed the sensitivity of our approach to the number of dimensions $d$ of the MHP in Figure 5. We see that the accuracy of our approach remains fairly constant as we increase the number of dimensions $d$. 
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Figure 6: Analysis of the sensitivity to the number of realizations. \((d=10, \sigma^2 = 1 \text{ are fixed.})\)

**Sensitivity to the number of realizations** \(C\). Recall that we used SGD in order to evade local minima in the conditional log-likelihood function. Figure 6 shows that with only \(C = 3\) independent mini-batches each consisting of 50,000 samples suffice to obtain an accuracy close to 100%.

5.2. Application to Real Data

In addition to simulations on synthetic data, we also evaluated our approach on an experimental dataset of neuronal spike trains from Wu & Hatsopoulos (2006); Quinn et al. (2011). The dataset consists in measurements of an electrode array located on the motor cortex of a macaque monkey performing a series of tasks involving a specific arm movement. The local field potentials in the motor cortex were recorded and processed to obtain the neuronal spike train data (discrete event times). More details can be found in (Wu & Hatsopoulos, 2006). The dataset contains the spike train data from 115 identified neurons for a duration of an hour, quantized at the resolution of 1 millisecond. Since each spike train was recorded by an independent sensor, some synchronization noise between the dimensions could be expected. For ease of visualization, we kept only a subset of data containing the top \(d = 10\) neurons with highest number of spikes, leading to a total of 354,285 spikes. We used the first 70% of the dataset for training and kept the last 30% for testing. We set the hyper-parameters \((\beta, \beta', \gamma)\) to \((0.0047, 0.16, 1.6)\) using grid-search.

We compared the predictive log-likelihood on the test set for the models learnt by the baseline classic ML estimator and the DESYNC-MHP ML estimator in Table 1. Since problem (5) is non-convex, the optimization was started from multiple starting points and we report both the average and standard deviation of both estimators.

We see that the DESYNC-MHP ML estimate consistently improves the predictive log-likelihood over the classic ML estimate. Our algorithm identifies a small synchronization noise with an average value of 12.5ms, which is less than the average inter-event time of 88.9ms. The causal graphs learned by the two methods is shown in Figure 7. The two graphs agree on 91% of the edges. In a previous analysis of causality of the dataset, Quinn et al. (2011) identified a dominant direction of influence on both graphs from the lower left to the upper right corner of the array, which might correspond to the direction of propagating local field potential waves discussed in Wu & Hatsopoulos (2006). The causal graphs in Figure 7 are consistent with these findings. A dominant direction is indeed noticeable on both graphs and is particularly striking on the graph learnt by DESYNC-MHP MLE in Figure 7b.

To evaluate the robustness of our approach to larger synchronization noise, we added additional shifts the arrivals in different dimensions randomly with various noise variances \(\sigma^2\) and computed the predictive log-likelihood both for our algorithm and for the classic ML estimator. The results are reported in Figure 8. We identify different noise regimes. For low noise, with a variance smaller than \(\sigma^2 = 10\text{ms}^2\), DESYNC-MHP MLE consistently leads to more likely estimate than the classic MLE. This is consistent with the log-likelihood values computed in Table 1. For higher noise variance, the likelihood of both approaches decreases, but the DESYNC-MHP MLE estimate always outperforms the classic one. It is interesting to note that, on this dataset, the shift in noise regime occurs before \(1/\beta\). This might come from the noise initially present in the data.

Although our approach shows better results compared to the classic MLE, the gains are not as large as in the case of the synthetic experiments. Since our approach is not limited to the exponential kernel, results could certainly be improved by using a more flexible form of excitation function. For instance, using non-parametric learning approaches for Hawkes processes inspired by Zhou et al. (2013b); Yang et al. (2017) might better fit the true excitation dynamics of the neurons.

6. Conclusion

We addressed the problem of learning the causal structure of multivariate Hawkes processes (MHP) under synchronization noise, which can arise both for technical reasons or as a feature of the observation process. We showed that the classic maximum likelihood (ML) estimator fails when observations are noisy, because delays perturb the order of events across dimensions. In particular, we showed that,

<table>
<thead>
<tr>
<th></th>
<th>Classic MLE</th>
<th>DESYNC-MHP MLE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.4282 \pm 3.5e-5)</td>
<td>(0.4311 \pm 3.0e-4)</td>
</tr>
</tbody>
</table>
even with small noise with variance $\sigma^2 \approx 1/\beta$, the classic ML estimator misidentifies on average more than 25% of the edges in the causal structure of a random network.

To address the learning problem in the presence of noisy observations, we introduced a novel multivariate point process, called DESYNC-MHP, which is a MHP with synchronization noise. A DESYNC-MHP with parameters $(z, \theta)$ is a MHP with parameters $\theta$, where each dimension $i$ is affected by the synchronization noise offset $z_i$. The likelihood function of DESYNC-MHP is non-smooth and non-continuous with respect to the noise, making off-the-shelf gradient-based approaches infeasible. We introduced a novel smoothing approach based on a smooth approximation of the excitation kernels, in conjunction with SGD, to tackle the problem. The experimental results show that, despite the non-convexity of the objective, our approach significantly outperforms the classic ML estimator and accurately recovers the causal structure of MHPs for a wide range of noise.
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Figure 7: Causal graphs of the neuronal spike train dataset. Each node indicates a different neuron. The relative position of the nodes corresponds to the relative position of the electrode on the array. The differences between the two graphs is highlighted with dashed edges. Edges appearing only in the classic ML estimate are highlighted in red in Figure 7a, and edges appearing only in the DESYNC-MHP ML estimate are highlighted in green in Figure 7b. The labels of the nodes correspond to the ordering of the neurons sorted by number of observed events.

Figure 8: Analysis of the sensitivity to the noise scale on the neuronal spike train dataset.


