Supplementary Material for Hybrid Rule Set

Tong Wang

1. Proofs

Proof 1 (of Theorem 1) To prove an optimal model does not contain any rules with support smaller than a threshold, we prove that if there’s a model that contains such a rule \( z \), removing it will always decrease the objective value, thus violating the optimality assumption.

We start with positive rules. For a rule \( r \in \mathcal{R}^*_+ \), we define

\[
\mathcal{R}^*_r = \{ z \in \mathcal{R}^*_+, z \neq r \}.
\]

We want to find conditions on the support such that the following inequality always holds.

\[
\Lambda(\mathcal{R}^*_r) \leq \Lambda(\mathcal{R}^*_r),
\]

where

\[
\Lambda(\mathcal{R}^*_r) = \ell(\langle \mathcal{R}^*_r, f_b \rangle, \mathcal{D}) + \theta_1 \cdot \text{size}(\mathcal{R}^*_r)
- \theta_2 \cdot \frac{\text{support}(\mathcal{R}^*_r)}{N}.
\]

Since we want inequality (2) to hold for any \( r \in \mathcal{R}^*_r \), we upper bound \( \Lambda(\mathcal{R}^*_r) \) by upper bounding \( \ell(\langle \mathcal{R}^*_r, f_b \rangle, \mathcal{D}) \) and support(\( \mathcal{R}^*_r \)).

\[
\ell(\langle \mathcal{R}^*_r, f_b \rangle, \mathcal{D}) \leq \ell(\langle \mathcal{R}^*_r, f_b \rangle, \mathcal{D}) + \frac{\text{support}(\mathcal{R}^*_r)}{N},
\]

with the minimum achieved when instances originally covered by \( r \) are all incorrectly classified after removing \( r \).

Plugging formula (5) and (12) into equation (4) and combine it with (3) and (2) yields

\[
\text{support} \leq N\theta_1.
\]

Thus, if support(\( r \)) \( \leq N\theta_1 \), removing it from a \( \mathcal{R}^*_r \) will produce a better model. Therefore, such rules do not exist in an optimal model \( \mathcal{R}^*_r \).

Then we follow the similar steps to prove for negative rules. We define \( \mathcal{R}^*_r \), as a set of rules where \( r \) is removed from \( \mathcal{R}^*_r \). The proofs here use the same steps from inequality (1) to (5). The effective coverage, however, equals to support(\( \mathcal{R}^*_r \)) – support(\( \mathcal{R}^*_r \)). Thus

\[
\text{support} \leq \frac{N\theta_1}{1 - \theta_2}.
\]

To summarize, \( \mathcal{R}^*_+ \) does not contain any rules with support \( \leq N\theta_1 \) and \( \mathcal{R}^*_r \) does not contain any rules with support \( \leq \frac{N\theta_1}{1 - \theta_2} \).

Proof 2 (of Theorem 2) We choose the optimal model found till time \( t \) to be the benchmark to compare with \( \mathcal{R}^*_r \). Since \( \mathcal{R}^*_r \in \min \Lambda(\mathcal{R}) \),

\[
\lambda[t] \geq \Lambda(\mathcal{R}^*_r),
\]

Now we lower bound \( \Lambda(\mathcal{R}^*_r) \), following equation (2)

\[
\Lambda(\mathcal{R}^*_r) \geq 0 + \theta_1 \Omega(\mathcal{R}^*_r) - \theta_2
\]

Combining inequality (12) and (10) yields

\[
\Omega(\mathcal{R}^*_r) \leq \frac{\lambda[t] + \theta_2}{\theta_1}.
\]

Proof 3 (of Theorem 3) We again compare \( \mathcal{R}^*_r \) with the best model we found till time \( t \) and

\[
\lambda[t] \geq \Lambda(\mathcal{R}^*_r),
\]

Then we lower bound \( \Lambda(\mathcal{R}^*_r) \),

\[
\Lambda(\mathcal{R}^*_r) \geq 0 + \theta_1 \Omega(\mathcal{R}^*_r) - \theta_2 \cdot \text{support}(\mathcal{R}^*_r)
\]

If \( \mathcal{R}^*_r \neq \emptyset \), then \( \Omega(\mathcal{R}^*_r) \geq 1 \), then

\[
\lambda[t] \geq \theta_1 - \theta_2 \cdot \frac{\text{support}(\mathcal{R}^*_r)}{N},
\]

Thus

\[
\text{support}(\mathcal{R}^*_r) \geq \frac{N(\theta_1 - \lambda[t])}{\theta_2}.
\]
2. Tuning Interpretable Baselines

We use R and python packages (Hornik et al., 2007; Quinlan, 2004; Pedregosa et al., 2011) for baseline methods except for BRS which has the code publicly available. For C4.5 and C5.0, we tune the minimum number of samples in at least two of the splits. For BRS and SBRL, we set the maximum length of rules to 3. For BRS, there are parameters $\alpha_+, \beta_+, \alpha_-, \beta_-$ that govern the likelihood of the data. We set $\beta_+, \beta_-$ to 1 and vary $\alpha_+, \alpha_-$ from $\{100, 1000, 10000\}$. For SBRL, there are hyperparameters $\lambda$ for the expected length of the rule list and $\eta$ for the expected cardinality of the rules in the optimal rule list. We vary $\lambda$ from $\{5, 10, 15, 20\}$ and $\eta$ from $\{1, 2, 3, 4, 5\}$.
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