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A. Proofs
Proof of Theorem 1. I) Recall that T (✓) = ✓ + ✏�(✓) and ⇢T is the density of T (✓) when ✓ ⇠ ⇢. . When ✏ is
sufficiently large, T is a one-to-one map and | det(rT (✓))| 6= 0. By the change of variables formula, we have
⇢(✓) = ⇢T (T (✓))| det(rT (✓))|. Therefore,
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Following the definition of DF ,
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II) Let ✓i and �i(✓) are the i-th elements of ✓ = [✓i]di=1 and �(✓) = [�i(✓)]di=1, respectively. By reproducing properties of
RKHS with differentiable positive definite kernels (See Steinwart & Christmann (2008); Zhou (2008)), we have:
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By the Cauchy-Schwarz inequality, we can take the optimal solution �⇤ of (6) proportional to

�⇤(·) / E✓⇠⇢ [DF [⇢](✓)k(✓, ·) + ↵r✓k(✓, ·)] .

Proof of Theorem 3. Recall that ⇢T is the density of T (✓) = ✓+ "�(✓) when ✓ ⇠ ⇢. Following the Fokker-Plank equation
(see Appendix A.3 in Liu (2017)), we have
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By integration by parts, we get:
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Assume � is a continuous differentiable function with a compact support in R
d. Using integration by parts, we have
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Comparing this with the definition of T-derivative, we have E✓⇠⇢[(DF [⇢](✓) �r✓(LF [⇢](✓)))>�(✓)] = 0. Because ⇢ is
positive on R

d and this holds for any �, we have DF [⇢](✓) = r✓(LF [⇢](✓)).

B. Deep Embedding Clustering
We present more details on the deep embedding clustering task. Let C = [c`i]`i 2 R

n⇥m stands for the clustering
prediction, which can be written as
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DEPICT (Dizaji et al., 2017) is an iterative procedure which updates the parameters by minimizing a proximal point like
KL divergence loss function:
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Here, the first term refines the cluster by learning from their high confidence assignments with the help of the auxiliary
distribution Q and the second KL term balances the frequency of clusters. We refer readers to Dizaji et al. (2017) for more
details.
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C. Variational Inference with Nonlinear SVGD
To demonstrate the broad applicability of our method, here we present an experiment on learning diversified mixture
models in variational inference settings (Blei et al., 2017). In this case, we are given the density of the target distribution
p(x) (instead of the data drawn from p), and we are interested in finding a mixture model q⇢(x) =

R
q(x|✓)⇢(✓)d✓ to

approximate p, by minimizing an entropy regularized KL divergence objective:
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where H[⇢] enforces the diversity of the components of q⇢, and KL(q⇢ || p) enforces q⇢ to form a close approximation
to p. For our experiment, we set the target distribution p to be a GMM p(x) =

P10
i=1

1
10N (x; vi, I), with x 2 R

10, and
the elements of each mean vector vi drawn from uniform[�4, 4]. We set q⇢ to be Gaussian mixture model, q(x|✓) =
N (x; µ, �2), and ✓ = [µ,�], and run the algorithm with 20 components, with initialization from µi ⇠ uniform[2, 3] and
�i = 3. As shown in Figure 4, applying our method (see Algorithm 1) to VI yields good mass-covering property and finds
all modes in p accurately, while standard VI baseline lacks effective exploration and suffers from mode-collapsing.

(a) Initlizations (b) VI (c) VI + Ours

Figure 4. Results on VI with Gaussian mixture models. Green contours represent the KDE of the first two dimension of the true target
distribution p; Blue “+” stands for the means {µi} of each Gaussian component of the proposal distribution q⇥; Orange dots represent
samples drawn from q.


