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Abstract

A novel Gromov-Wasserstein learning framework is proposed to jointly match (align) graphs and learn embedding vectors for the associated graph nodes. Using Gromov-Wasserstein discrepancy, we measure the dissimilarity between two graphs and find their correspondence, according to the learned optimal transport. The node embeddings associated with the two graphs are learned under the guidance of the optimal transport, the distance of which not only reflects the topological structure of each graph but also yields the correspondence across the graphs. These two learning steps are mutually-beneficial, and are unified here by minimizing the Gromov-Wasserstein discrepancy with structural regularizers. This framework leads to an optimization problem that is solved by a proximal point method. We apply the proposed method to matching problems in real-world networks, and demonstrate its superior performance compared to alternative approaches.

1. Introduction

Real-world entities and their interactions are often represented as graphs. Given two or more graphs created in different domains, graph matching aims to find a correspondence across different graphs. This task is important for many applications, e.g., matching the protein networks from different species (Sharan & Ideker, 2006; Singh et al., 2008), linking accounts in different social networks (Zhang & Philip, 2015), and feature matching in computer vision (Cordella et al., 2004). However, because it is NP-hard, graph matching is challenging and often solved heuristically. Further complicating matters, the observed graphs may be noisy (e.g., containing unreliable edges), which leads to unsatisfying matching results using traditional methods.

A problem related to graph matching is the learning of node embeddings, which aims to learn a latent vector for each graph node; the collection of embeddings approximates the topology of the graph, with similar/related nodes nearby in embedding space. Learning suitable node embeddings is beneficial for graph matching, as one may seek to align two or more graphs according to the metric structure associated with their node embeddings. Although graph matching and node embedding are highly related tasks, in practice they are often treated and solved independently. Existing node embedding methods (Perozzi et al., 2014; Tang et al., 2015; Grover & Leskovec, 2016) are designed for a single graph, and applying such methods separately to multiple graphs doesn’t share information across the graphs, and, hence, is less helpful for graph matching. Most graph matching methods rely purely on topological information (i.e., adjacency matrices of graphs) and ignore the potential functionality of node embeddings (Kuchaiev et al., 2010; Neysabur et al., 2013; Nassar et al., 2018). Although some methods consider first deriving embeddings for each graph and then learning a transformation between the embeddings, their results are often unsatisfying because their embeddings are predefined and the transformations are limited to orthogonal projections (Grave et al., 2018) or rigid/non-rigid deformations (Myronenko & Song, 2010).

This paper considers the joint goal of graph matching and learning node embeddings, seeking to achieve improvements in both tasks. As illustrated in Figure 1, to achieve this goal we propose a novel Gromov-Wasserstein learning framework. The dissimilarity between two graphs is measured by the Gromov-Wasserstein discrepancy (GW discrepancy) (Peyré et al., 2016), which compares the distance ma-
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Gromov-Wasserstein discrepancy was proposed in (Peyré et al., 2016), which is a natural extension of Gromov-Wasserstein distance (Mémoli, 2011). Specifically, the definition of Gromov-Wasserstein distance is as follows:

**Definition 2.1.** Let \((X, d_X, \mu_X)\) and \((Y, d_Y, \mu_Y)\) be two metric measure spaces, where \((X, d_X)\) is a compact metric space and \(\mu_X\) is a Borel probability measure on \(X\) (with \((Y, d_Y, \mu_Y)\) defined in the same way). The Gromov-Wasserstein distance \(d_{GW}(\mu_X, \mu_Y)\) is defined as

\[
\inf_{\pi \in \Pi(\mu_X, \mu_Y)} \iint_{X \times Y \times X \times Y} L(x, y, x', y') \, d\pi(x, y) \, d\pi(x', y'),
\]

where \(L(x, y, x', y') = |d_X(x, x') - d_Y(y, y')|\) is the loss function and \(\Pi(\mu_X, \mu_Y)\) is the set of all probability measures on \(X \times Y\) with \(\mu_X\) and \(\mu_Y\) as marginals.

This defines an optimal transport-like distance (Villani, 2008) for metric spaces: it calculates distances between pairs of samples within each domain and measures how these distances compare to those in the other domain. It does not require one to directly compare the samples across different spaces and the target spaces can have different dimensions. When \(d_X\) and \(d_Y\) are replaced with dissimilarity measurements rather than strict distance metrics, and the loss function \(L\) is defined more flexibly, e.g., mean-square-error (MSE) or KL-divergence, we relax the Gromov-Wasserstein distance to the proposed Gromov-Wasserstein discrepancy. These relaxations make the proposed Gromov-Wasserstein learning framework suitable for a wide range of machine learning tasks, including graph matching.

In graph matching, a metric-measure space corresponds to the pair \((C, \mu) \in \mathbb{R}^{|V| \times |V|} \times \Sigma^{|V|}\) of a graph \(G(V, E)\), where \(C = [c_{ij}] \in \mathbb{R}^{|V| \times |V|}\) represents a distance/dissimilarity matrix derived according to the interaction set \(E\), i.e., each \(c_{ij}\) is a function of \(w_{ij}\). The empirical distribution of nodes, i.e., \(\mu = [\mu_i] \in \Sigma^{|V|}\), is calculated based on the normalized degree of graph. It reflects the probability of each node appearing in observed interactions. Given two graphs \(G(V_s, E_s)\) and \(G(V_t, E_t)\), the Gromov-Wasserstein discrepancy between \((C_s, \mu_s)\) and \((C_t, \mu_t)\) is defined as

\[
d_{GW}(\mu_s, \mu_t) := \min_{T \in \Pi(\mu_s, \mu_t)} \sum_{i,j,i',j'} L(c'_{ij}, c'_{i'j'}) T_{ii'} T_{jj'}
\]

\[
= \min_{T \in \Pi(\mu_s, \mu_t)} \langle L(C_s, C_t, T), T \rangle
\]

(1)

Here, \(\Pi(\mu_s, \mu_t) = \{ T \in \mathbb{R}^{|V_s| \times |V_t|} \mid T 1_{|V_s|} = \mu_s, T^T 1_{|V_t|} = \mu_t \}\). \(L(\cdot, \cdot)\) is an element-wise loss function, with typical choices the square loss \(L(a, b) = (a - b)^2\) and the KL-divergence \(L(a, b) = a \log \frac{a}{b} - a + b\). Accordingly, \(L(C_s, C_t, T) = [L_{jj'}]\) in \(\mathbb{R}^{|V_s| \times |V_t|}\) and each...
We propose to not only learn the optimal transport indicating with node embeddings. By adding this term, the optimal transport and the embeddings. In particular, the optimal transport minimizes both the Gromov-Wasserstein discrepancy based directly on observed data and the Wasserstein discrepancy based on the embeddings (which are indirectly also a function of the data). Furthermore, the embeddings of different graphs can be learned jointly under the guidance of the optimal transport — the distance between the embeddings of different graphs should be consistent with the relationship indicated by the optimal transport.

Because the target optimal transport is often sparse, purely considering its guidance leads to overfitting or trivial solutions when learning embeddings. To mitigate this problem, the third term in (2) represents a regularization of the embeddings, based on the prior information provided by $C_s$ and $C_t$. We require the embedding-based distance matrices to be close to the observed ones, and $R(X_s, X_t)$ is

$$\sum_{k=s,t} L(K(X_k, X_k), C_k) + L(K(X_s, X_t), C_{st}),$$

where the definition of loss function $L(\cdot, \cdot)$ is the same as that used in (1). Note that if we observe partial correspondences between different graphs, i.e., $\mathcal{E}_{st} = \{(v_i, v_j, w_{ij}|v_i \in V_s, v_j \in V_t\}$, we can calculate a distance matrix for the nodes of different graphs, denoted as $C_{st} \in \mathbb{R}^{|V_s| \times |V_t|}$, and require the distance between the embeddings to match with $C_{st}$, as shown in the optional term of (4). This term is available only when $\mathcal{E}_{st}$ is given.

The proposed method unifies (optimal transport-based) graph matching and node embedding in the same framework, and makes them beneficial to each other. For the original GW discrepancy term, introducing the embedding-based distance matrices can suppress the noise in the data-driven distance matrices, improving robustness. Additionally, based on node embeddings, we can calculate the Wasserstein discrepancy between graphs, which further regularizes the target optimal transport directly. When learning node embeddings, the Wasserstein discrepancy term works as the regularizer of node embeddings — the values of the learned optimal transport indicate which pairs of nodes should be close to each other.

### 3. Learning Algorithm

#### 3.1. Learning optimal transport

Although (2) is a complicated nonconvex optimization problem, we can solve it effectively by alternatively learning the optimal transport and the embeddings. In particular, the proposed method applies nested iterative optimization. In the $m$-th outer iteration, given current embeddings $X_s^{(m)}$ and $X_t^{(m)}$, we solve the following sub-problem:

$$\min_{T \in \Pi(\mu_s, \mu_t)} \langle L(C_s(X_s^{(m)}), C_t(X_t^{(m)}), T), T \rangle + \alpha \langle K(X_s^{(m)}, X_t^{(m)}), T \rangle,$$

where $L(\cdot, \cdot)$ is a complicated nonconvex optimization problem.
This sub-problem is still nonconvex because of the quadratic term $L(C_s(X_s^{(m)}), C_t(X_t^{(m)}), T)$. We solve it iteratively with the help of a proximal point method. Inspired by the method in (Xie et al., 2018), in the $n$-th inner iteration we update the target optimal transport via

$$\min_{T \in \Pi(\mu_s, \mu_t)} (L(C_s(X_s^{(m)}), C_t(X_t^{(m)}), T) + \alpha(K(X_s^{(m)}, X_t^{(m)}), T) + \gamma KL(T||T^{(n)})).$$

Here, a proximal term based on Kullback-Leibler (KL) divergence, $KL(T||T^{(n)}) = \sum_{i,j} T_{ij} \log \frac{T_{ij}}{T_{ij}^{(n)}}$, is added as a regularizer.

We use projected gradient descent to solve (6), in which both the gradient and the projection are based on the KL metric. When the learning rate is set as $\frac{1}{n}$, the projected gradient descent is equivalent to solving the following optimal transport problem with an entropy regularizer (Benamou et al., 2015; Peyré et al., 2016):

$$\min_{T \in \Pi(\mu_s, \mu_t)} (C^{(m,n)} - \gamma \log T, T) + \gamma H(T),$$

where $C^{(m,n)} = L(C_s, C_t, T^{(n)}) + \alpha K(X_s^{(m)}, X_t^{(m)}) + \gamma$, and $H(T) = \sum_{i,j} T_{ij} \log T_{ij}$. This problem can be solved via the Sinkhorn-Knopp algorithm (Sinkhorn & Knopp, 1967; Cuturi, 2013) with linear convergence.

In summary, we decompose (5) into a series of updating steps. Each updating step (6) can be solved via projected gradient descent, which is a solution to a regularized optimal transport problem (7). Essentially, the proposed method can be viewed as a special case of successive upper-bound minimization (SUM) (Razaviyayn et al., 2013), whose global convergence is guaranteed:

**Proposition 3.1.** Every limit point generated by our proximal point method, i.e., $\lim_{n \to \infty} T^{(n)}$, is a stationary point of the problem (5).

Note that besides our proximal point method, another method for solving (5) involves replacing the KL-divergence $KL(T||T^{(n)})$ in (6) with an entropy regularizer $H(T)$ and minimizing an entropic GW discrepancy via iterative Sinkhorn projection (Peyré et al., 2016). However, its performance (i.e., its convergence and numerical stability) is more sensitive to the choice of the hyperparameter $\gamma$. The details of our proximal point method, the proof of Proposition 3.1, and its comparison with the Sinkhorn method (Peyré et al., 2016) are shown in the Supplementary Material.

Parameter $\alpha$ controls the influence of node embeddings on the GW discrepancy and the Wasserstein discrepancy. When training the proposed model from scratch, the embeddings $X_s$ and $X_t$ are initialized randomly and thus are unreliable in the beginning. Therefore, we initialize $\alpha$ with a small value and increase it with respect to the number of outer iterations. We apply a simple linear strategy to adjust $\alpha$: with the maximum number of outer iterations set as $M$, in the $m$-th iteration, we set $\alpha_m = \frac{m}{M}$.

### 3.2. Updating embeddings

Given the optimal transport, $\hat{T}^{(m)}$, we update the embeddings by solving the following optimization problem:

$$\min_{X_s, X_t} \alpha_m(K(X_s, X_t), \hat{T}^{(m)}) + \beta R(X_s, X_t).$$

This problem can be solved effectively by (stochastic) gradient descent. In summary, the proposed learning algorithm is shown in Algorithm 1.

### 3.3. Implementation details and analysis

**Distance matrix** The distance matrix plays an important role in our Gromov-Wasserstein learning framework. For a graph, the data-driven distance matrix should reflect its structure. Based on the fact that the counts of interactions in many real-world graphs is characterized by Zipf’s law (Powers, 1998), we treat the counts as the weights of edges and define the element of the data-driven distance matrix as

$$c_{ij}^k = \begin{cases} \frac{1}{w_{ij}+1}, & (v_i, v_j) \in E_k, \\ 1, & (v_i, v_j) \notin E_k, \end{cases}$$

for $k = s, t$. This definition assigns a short distance to pairs of nodes with many interactions. Additionally, we hope that the embedding-based distance matrix can fit the data-driven distance matrix easily. In the following experiments, we test two kinds of embedding-based distance: 1) Cosine-based distance: $\kappa(x_i, x_j) = 1 - \exp(-\sigma(1 - \frac{w_{ij}}{\|x_i - x_j\|})).$ 2) Radial basis function (RBF)-based distance: $\kappa(x_i, x_j) = 1 - \exp(-\frac{\|x_i - x_j\|^2}{\sigma^2}).$ When applying the cosine-based distance, we choose $\sigma = 10$ such that the maximum $\kappa(x_i, x_j)$
approaches to 1. When applying the RBF-based distance, we choose \( \sigma = D \). The following experiments show that these two distances work well in various matching tasks.

**Complexity and Scalability** When learning optimal transport, one of the most time-consuming steps is computing the loss matrix \( L(C_s, C_t, T) \), which involves a tensor-matrix multiplication. Fortunately, as shown in (Peyré et al., 2016) when the loss function \( L(a, b) \) can be written as \( L(a, b) = f_1(a) + f_2(b) - h_1(a)h_2(b) \) for functions \( f_1, f_2, h_1, h_2 \), which is satisfied by our MSE/KL loss, the loss matrix can be calculated as \( L(C_s, C_t, T) = f_1(C_s)\mu_s 1_{|V_s|} + 1_{|V_t|} \mu^T h(C_t) - h_1(C_s)Th_2(C_t)^T \). Because \( T \) tends to be sparse quickly during the learning process, the computational complexity of the embedding-based distance matrix \( K(X_s, X_t) = \mathcal{O}(V^2D) \). Additionally, when \( T \) converges, we can apply stochastic gradient descent to solve (8). In our experiments, we select the size of the node batch as \( B \ll V \) and the objective function of (8) converges quickly after a few epochs. Therefore, the computational complexity of the embedding-based distance sub-matrix is just \( \mathcal{O}(B^2D) \), which may be ignored compared to that of learning optimal transport. In summary, the overall complexity of our method is \( \mathcal{O}(M(V^2D + NV^3)) \), and both the learning of optimal transport and that of node embeddings can be done in parallel on GPUs.

Note that the proposed method has lower complexity than many existing graph matching methods. For example, the GRAAL and its variants (Malod-Dognin & Pržulj, 2015) have \( \mathcal{O}(V^3) \) complexity, which is much slower than the proposed method. Additionally, the complexity of our method is independent of the number of edges (denoted as \( E = \max\{|E_s|, |E_t|\} \)). Compared to other well-known alternatives, e.g., NETAL (Neyshabur et al., 2013) with \( \mathcal{O}(V \log V + E^2 + EV \log V) \), our method has at least comparable complexity for dense graphs (\( E \gg V \)).

4. Related Work

**Gromov-Wasserstein learning** Gromov-Wasserstein discrepancy extends optimal transport (Villani, 2008) to the case when the target domains are not registered well. It can also be viewed as a relaxation of Gromov-Hausdorff distance (Mémoli, 2008; Bronstein et al., 2010) when pairwise distance between entities is defined. The GW discrepancy is suitable for solving matching problems like shape and object matching (Mémoli, 2009; 2011). Besides graphics and computer vision, recently its potential for other applications has been investigated, e.g., matching vocabulary sets between different languages (Alvarez-Melis & Jaakkola, 2018) and matching weighted directed networks (Chowdhury & Mémoli, 2018). The work in (Peyré et al., 2016) considers the Gromov-Wasserstein barycenter and proposes a fast Sinkhorn projection-based algorithm to compute GW discrepancy (Cuturi, 2013). Similar to our method, the work in (Vayer et al., 2018) proposes a fused Gromov-Wasserstein distance, combining GW discrepancy with Wasserstein discrepancy. However, it does not consider the learning of embeddings and requires the distance between the entities in different domains to be known, which is inapplicable to matching problems. In (Bunne et al., 2018), an adversarial learning method is proposed to learn a pair of generative models for incomparable spaces, which uses GW discrepancy as the objective function. This method imposes an orthogonal assumption on the transformation between the sample and its embedding; it is designed for fuzzy matching between distributions, rather than the graph matching task that requires point-to-point correspondence.

**Graph matching** Graph matching has been studied extensively, with a wide range of applications. Focusing on protein-protein interaction (PPI) networks, many methods have been proposed, including methods based on local neighborhood information like GRAAL (Kuchaiev et al., 2010), and its variants MI-GRAAL (Kuchaiev & Pržulj, 2011) and L-GRAAL (Malod-Dognin & Pržulj, 2015); as well as methods based on global structural information, like IsoRank (Singh et al., 2008), MAGNA++ (Vijayan et al., 2015), NETAL (Neyshabur et al., 2013), HubAlign (Hashemifar & Xu, 2014) and WAVE (Sun et al., 2015). Among these methods, MAGNA++ and WAVE consider both edge and node information. Besides bioinformatics, network alignment techniques are also applicable to computer vision (Jun et al., 2017; Yu et al., 2018), document analysis (Bayati et al., 2009) and social network analysis (Zhang & Philip, 2015). For small graphs, e.g., the graph of feature points in computer vision, graph matching is often solved as a quadratic assignment problem (Yan et al., 2015). For large graphs, e.g., social networks and PPI networks, existing methods either depend on a heuristic searching strategy or leverage domain knowledge for specific cases. None of these methods consider graph matching and node embedding jointly from the viewpoint of Gromov-Wasserstein discrepancy.

**Node embedding** Node embedding techniques have been widely used to represent and analyze graph/network structures. The representative methods include LINE (Tang et al., 2015), Deepwalk (Perozzi et al., 2014), and node2vec (Grover & Leskovec, 2016). Most of these embedding methods first generate sequential observations of nodes through a random-walk procedure, and then learn the embeddings by maximizing the coherence between each
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5. Experiments

We apply the Gromov-Wasserstein learning (GWL) method to both synthetic and real-world matching tasks, and compare it with state-of-the-art methods. In our experiments, we set hyperparameters as follows: the number of outer iterations is $M = 30$, the number of inner iteration is $N = 200$, $\gamma = 0.01$ and $L(\cdot, \cdot)$ is the MSE loss. We tried $\beta$s in $\{0, 1, 10, 100, 1000\}$ and the $\beta$ in $[1, 100]$ achieves stable performance. Therefore, we empirically set $\beta = 10$. When solving (8), we use Adam (Kingma & Ba, 2014) with learning rate 0.001 and set the number of epochs to 5, and the size of batches as 100. The proposed method based on cosine and RBF distances are denoted GWL-C and GWL-R, respectively. Additionally, to highlight the benefit from joint graph matching and node-embedding learning, we consider a baseline that purely minimizes GW discrepancy based on data-driven distance matrices (denoted as GWD). The code is available on https://github.com/HongtengXu/gwl.

5.1. Synthetic data

We verify the feasibility of our GWL method by first considering two kinds of synthetic graphs. The graphs in the first dataset imitate K-NN graphs with certain randomness, which is common in practical data science. The graphs in the second dataset yield to the Barabási-Albert (BA) model (Barabási et al., 2016), which matches the statistics of real-world networks well. For the K-NN graph dataset, we simulate the source graph $G(V_s, E_s)$ as follows: for each $v_i \in V_s$, we select $K \sim \text{Poisson}(0.1 \times |V_s|)$ nodes randomly from $V_s \setminus v_i$, denoted as $\{v^k_i\}_{k=1}^K$. For each selected edge $(v_i, v^k_i)$, there are $w \sim \text{Poisson}(10)$ interactions between these two nodes. Accordingly, $E_s$ is the union of all simulated $\{(v_i, v^k_i, w)\}_{i,k}$. The target graph $G(V_t, E_t)$ is constructed by first adding $q\%$ noisy nodes to the source graph, i.e., $|V_t| = (1 + q\%)|V_s|$, and then generating $q\%$ noisy edges between the nodes in $V_t$ via the simulation method mentioned above, i.e., $|E_t| = (1 + q\%)|E_s|$. Similarly, for the BA graph dataset, we first simulate the source graph with $|V_s|$ nodes, and then simulate the target graph via adding $q\%|V_s|$ more nodes and corresponding edges.

We set $|V_s| \in \{50, 100\}$ and $q \in \{0, 10, 20, 30, 40, 50\}$. For each configuration, we simulate the source graph and the target one in 100 trials. For each trial, we apply our method (and its baseline GWD) to match the graphs and calculate node correctness as our measurement: Given the learned correspondence set $P$ and the ground truth set of correspondences $P_{\text{real}}$, we calculate percent node correctness as $NC = \frac{|P \cap P_{\text{real}}|}{|P_{\text{real}}|} \times 100\%$. To analyze the rationality of the learned node embeddings, we construct $P$ in two ways: for each $v^q_i \in V_s$, we find its matched node $v^q_j \in V_t$ via (i) arg max$_{j}T_{ij}$ (as shown in line 13 of Algorithm 1) or (ii) arg min$_{j}\kappa(x^q_i, x^j)$. Additionally, the corresponding GW discrepancy is calculated as well. Assuming that the results in different trials are Gaussian distributed, we calculate the 95% confidence interval for each measurement.

Figure 2 visualizes the performance of our GWL-C method and its baseline GWD when $|V_s| = 50$. More results are in the Supplementary Material. When the target graph is identical to the source one (i.e., $q = 0$), the proposed Gromov-Wasserstein learning framework can achieve almost 100% node correctness, and the GW discrepancy approaches zero. With the increase of $q$, the noise in the target graph becomes serious, and the GW discrepancy increases accordingly. It means that the GW discrepancy reflects the dissimilarity between the graphs indeed. Although the GWD is comparable to our GWL-C in the case with low noise level, it becomes much worse when $q > 20$. This phenomenon supports our claim that learning node embeddings can improve the robustness of graph matching. Moreover, we find that the node correctness based on the optimal transport (blue curves) and that based on the embeddings (orange curves) are almost the same. This demonstrates that the embeddings of different graphs are on the same manifold, and their distances indicate the correspondences between graphs.

5.2. MC3: Matching communication networks

MC3 is a dataset used in the Mini-Challenge 3 of VAST Challenge 2018, which records the communication behavior among a company’s employees on different networks. The communications are categorized into two types: phone calls...
and emails between employees. According to the types of the communications, we obtain two networks, denoted as CallNet and EmailNet. Because an employee has two independent accounts in these two networks, we aim to link the accounts belonging to the same employee. We test our method on a subset of the MC3 dataset, which contains 622 employees and their communications through phone calls and emails. In this subset, for each selected employee there is at least one employee in a network (either CallNet or EmailNet) having over 10 times communications with him/her, which ensures that each node has at least one reliable edge. Additionally, for each network, we can control the density of its edge by thresholding the count of interactions. When we only keep the edges corresponding to the communications happening more than 8 times, we obtain two sparse graphs: the CallNet contains 1,228 edges and the EmailNet contains 1,295 edges. When we keep all the communications and the corresponding edges, we obtain two dense graphs, the CallNet contains 141,846 edges and the EmailNet contains 115,782 edges. Generally, experience indicates that matching dense graphs is much more difficult than matching sparse ones.

We compare our methods (GWL-R and GWL-C) with well-known graph matching methods: the graduated assignment algorithm (GAA) (Gold & Rangarajan, 1996), the low-rank spectral alignment (LRSA) (Nassar et al., 2018), TAME (Mohammadi et al., 2017), GRAAL (Gold & Rangarajan, 1996), MI-GRAAL (Mohammadi et al., 2017), MAGNA++ (Nassar et al., 2018), HugAlign and NETAL. These alternatives achieve the state-of-the-art performance on matching large-scale graphs, e.g., protein networks. Table 1 lists the matching results obtained by the different methods. For the alternative methods, their best results in 10 trials are listed. We can find that their performance on sparse and dense graphs is inconsistent. For example, GRAAL works almost as well as our GWL-R and GWL-C for sparse graphs, but its matching result becomes much worse for dense graphs. For the baseline GWD, it is inferior to most graph-matching methods on node correctness, because it purely minimizes the GW discrepancy based on the information of pairwise interactions (i.e., edges). Additionally, GWD merely relies on data-driven distance matrices, which is sensitive to the noise in the graphs. However, when we take node embeddings (with dimension D = 100) into account, the proposed GWL-R and GWL-C outperform GWD and other considered approaches consistently, on both sparse and dense graphs.

To demonstrate the convergence and the stability of our method, we run GWD, GWL-R and GWL-C in 10 trials with different initialization. For each method, its node correctness is calculated based on optimal transport and the embedding-based distance matrix. The 95%-confidence interval of the node correctness is estimated as well, as shown in Table 1. We find that the proposed method has good stability and outperforms other methods with high confidence. Figure 3(a) visualizes the GW discrepancy and the node correctness with respect to the number of outer iterations; the 95%-confidence intervals are shown as well. In Figure 3(a), we find that the GW discrepancy decreases and the two kinds of node correctness increase accordingly and become consistent with the increase of iterations, which means that the embeddings we learn and their distances indeed reflect the correspondence between the two graphs. Figure 3(b) visualizes the learned embeddings with the help of t-SNE (Maaten & Hinton, 2008). We find that the learned node embeddings of different graphs are on the same manifold and the overlapped embeddings indicate matched pairs.

5.3. MIMIC-III: Procedure recommendation

Besides typical graph matching, our method has potential for other applications, like recommendation systems. Such systems recommend items to users according to the distance/similarity between their embeddings. Traditional methods (Rendle et al., 2009; Chen et al., 2018b) learn the embeddings of users and items purely based on their interactions. Recent work (Monti et al., 2017; Ying et al., 2018) shows that considering the user network and/or item net-

---

Footnotes:
1. http://www0.cs.ucl.ac.uk/staff/natasa/MI-GRAAL.
2. http://www0.cs.ucl.ac.uk/staff/natasa/GRAAL.
5. For GWD, GWL-R and GWL-C, here we show the node correctness calculated based on the learned optimal transport.
work is beneficial to improve recommendation results. Such a strategy is also applicable to our Gromov-Wasserstein learning framework: given the network of users, the network of items, and the observed interactions between them (i.e., partial correspondences between the graphs), we learn the embeddings of users and items and the optimal transport between them via minimizing the GW discrepancy between the networks. Because the learned embeddings are on the same manifold, we can calculate the distance between a user and an item directly via the cosine-based distance or the RBF-based distance. Accordingly, we recommend each user with the items with shortest distances. For our method, the only difference between the recommendation task and previous graph matching task is that we observed some interactions, i.e., the \( w_{ij} \) between source node \( v_i \in V_s \) and target node \( v_j \in V_t \). In such a situation, we take the optional regularizer in (4) into account. Based on observed \( w_{ij} \)'s, the elements of the \( C_{st} \) in (4) are calculated via (9).

We test the feasibility of our method on the MIMIC-III dataset (Johnson et al., 2016), which contains patient admissions in a hospital. Each admission is represented as a sequence of ICD (International Classification of Diseases) codes of the diseases and the procedures. The diseases (procedures) appearing in the same admission construct the interactions of the disease (procedure) graph. We aim to recommend suitable procedures for patients, according to their disease characteristics. To achieve this, we learn the embeddings of the ICD codes for the diseases and the procedures with the help of various methods, and measure the distance between the embeddings. We compare the proposed GWL method with the following baselines: i) treating the admission sequences as sentences and learning the embeddings of ICD codes via traditional word embedding methods like Word2Vec (Mikolov et al., 2013) and GloVe (Pennington et al., 2014); ii) the distilled Wasserstein learning (DWL) method in (Xu et al., 2018), which trains the embeddings from scratch or fine-tunes Word2Vec’s embeddings based on a Wasserstein topic model; and iii) the GWD method that minimizes the GW discrepancy purely based on the data-driven distance matrices, and then learns the embeddings regularized by the learned optimal transport. The GWD method is equivalent to applying our GWL method and setting the number of outer iterations \( M = 1 \). For the GWD method, we also consider the cosine- and RBF-based distances when learning embeddings, denoted as GWD-C and GWD-R, respectively.

For fairness of comparison, we use a subset of the MIMIC-III dataset provided by (Xu et al., 2018), which contains 11,086 patient admissions, corresponding to 56 diseases and 25 procedures. For all the methods, we use 50% of the admissions for training, 25% for validation, and the remaining 25% for testing. In the testing phase, for the \( i \)-th admission, \( i = 1, \ldots, I \), we may recommend a list of procedures with length \( L \), denoted as \( E_i \), based on its diseases and evaluate recommendation results based on the ground truth list of procedures, denoted as \( T_i \). Given \( \{ E_i, T_i \} \), we calculate the top-\( k \)-precision, recall and F1-score as follows: \( P = \sum_{i=1}^{I} \frac{P_i}{T_i} = \sum_{i=1}^{I} \frac{|E_i \cap T_i|}{|T_i|}, \quad R = \sum_{i=1}^{I} \frac{R_i}{T_i} = \sum_{i=1}^{I} \frac{|E_i \cap T_i|}{|E_i|}, \quad F1 = \sum_{i=1}^{I} \frac{2P_iR_i}{P_i+R_i} \). Table 2 shows the results of various methods with \( L = 1 \) and \( 5 \). We find that our GWL method outperforms the alternatives, especially on the top-1 measurements.

We analyze the learned optimal transport between diseases and procedures from a clinical viewpoint. In particular, we normalize the transport matrix, ensuring its maximum value is 1. For each disease, we find the corresponding procedures \( i \) with the maximum optimal transports and \( ii \) with \( \tilde{T}_{ij} > 0.15 \). We asked two clinical researchers to check the pairs we find; they confirmed that for over 77.42% of the pairs, either the procedures are clearly related to the treatments of the diseases, or the procedures clearly lead to the diseases as side effects or complications (other relationships may be less clear, but are implied by the data), e.g., “(DV3001) Single liveborn, born in hospital, delivered by cesarean section ↔ (p640) Circumcision". The learned optimal transport, and all pairs of ICD codes and their evaluation results are shown in the Supplementary Material.

### 6. Conclusions and Future Work

We have proposed a Gromov-Wasserstein learning method to unify graph matching and the learning of node embeddings into a single framework. We show that such joint learning is beneficial to each of the objectives, obtaining superior performance in various matching tasks. In the future, we plan to extend our method to multi-graph matching (Yan et al., 2016), which may be related to Gromov-Wasserstein barycenter (Peyré et al., 2016) and its learning method. Additionally, to improve the scalability of our method, we will explore new Gromov-Wasserstein learning algorithms.
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**Table 2. Top-\( N \) procedure recommendation results.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Top-1 (%)</th>
<th>Top-5 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Word2Vec</td>
<td>39.95</td>
<td>13.27</td>
</tr>
<tr>
<td>GloVe</td>
<td>32.66</td>
<td>13.01</td>
</tr>
<tr>
<td>DWL (Scratch)</td>
<td>37.89</td>
<td>12.42</td>
</tr>
<tr>
<td>DWL (Finetune)</td>
<td>40.00</td>
<td>13.76</td>
</tr>
<tr>
<td>GWD-R</td>
<td>46.29</td>
<td>17.01</td>
</tr>
<tr>
<td>GWD-C</td>
<td>43.16</td>
<td>15.79</td>
</tr>
<tr>
<td>GWL-R</td>
<td>46.20</td>
<td>16.93</td>
</tr>
<tr>
<td>GWL-C</td>
<td>47.46</td>
<td>17.25</td>
</tr>
</tbody>
</table>
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