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Abstract
We consider the problem of minimizing the composition of a smooth function (which can be nonconvex) and a smooth vector mapping, where both of them can be expressed as the average of a large number of components. We propose a composite randomized incremental gradient method based on SAGA type of construction. The gradient sample complexity of our method matches that of several recently developed methods based on SVRG in the general case. However, for structured problems where linear convergence rates can be obtained, our method can be much better for ill-conditioned problems. In addition, when the finite-sum structure only appear for the inner mapping, the sample complexity of our method is the same as that of SAGA for minimizing finite sum of smooth nonconvex functions, despite the additional outer composition and the stochastic composite gradients being biased in our case.

1. Introduction
We consider composite optimization problems of the form

\[
\text{minimize}_{x \in \mathbb{R}^d} \quad f \left( \frac{1}{n} \sum_{i=1}^{n} g_i(x) \right) + r(x),
\]

where \( f : \mathbb{R}^d \to \mathbb{R} \) is a smooth and possibly nonconvex function, each \( g_i : \mathbb{R}^d \to \mathbb{R}^d \) is a smooth vector mapping for \( i = 1, \ldots, n \), and \( r : \mathbb{R}^d \to \mathbb{R} \cup \{\infty\} \) is a convex but possibly nonsmooth function. Problem (1) is a special case of the following more general problem with composite finite sum (average) structure:

\[
\text{minimize}_{x \in \mathbb{R}^d} \quad \frac{1}{m} \sum_{j=1}^{m} f_j \left( \frac{1}{n} \sum_{i=1}^{n} g_i(x) \right) + r(x),
\]

where each \( f_j : \mathbb{R}^d \to \mathbb{R} \) is smooth and can be nonconvex. Such problems often arise as finite sample approximations of the stochastic composite optimization problem

\[
\text{minimize}_{x \in \mathbb{R}^d} \quad \mathbb{E}_{\nu} \left[ f_\nu \left( \mathbb{E}_\xi [g_\xi(x)] \right) \right] + r(x),
\]

where \( f_\nu \) and \( g_\xi \) are parametrized by the random variables \( \nu \) and \( \xi \) of some unknown probability distributions. Many interesting tasks in reinforcement learning (e.g., Sutton & Barto, 1998) and risk-averse learning can be formulated as optimization problems with such composite structure. Algorithms for solving such problems have received lots of attention in recent years, for both the stochastic version (e.g., Wang et al., 2017a;b; Wang & Liu, 2016) and the finite-sum version (e.g., Huo et al., 2018; Lian et al., 2017; Lin et al., 2018; Liu et al., 2018).

In this paper, we focus on randomized algorithms for solving problem (1). While our algorithms and complexity results all extend to the general case (2), focusing on (1) greatly simplifies the presentation and also make the main ideas and analysis much more clear. Nevertheless, our results for the general case are given in the supplementary materials.

Another reason for us to focus on (1) is that most of the interesting applications that we know can be put into this form. A well-known example is the policy evaluation problem in reinforcement learning (RL). With linear value function approximation, it can be formulated as

\[
\text{minimize}_{x \in \mathbb{R}^d} \quad \|\mathbb{E}[A]x - \mathbb{E}[b]\|^2,
\]

where \( A \) and \( b \) are random matrix and vector generated by the transition probability matrix and rewards of a Markov decision process (MDP) (e.g., Dann et al., 2014). A finite sample version of (4) is in the form of (1) with \( f(\cdot) = \| \cdot \|^2 \).

A more interesting example is risk-averse optimization, which has many applications in RL and financial mathematics. We consider a general formulation of mean-variance trade-off:

\[
\text{maximize}_{x \in \mathbb{R}^d} \quad \frac{1}{n} \sum_{j=1}^{n} h_j(x) - \frac{1}{n} \sum_{j=1}^{n} h_j(x) - \frac{1}{n} \sum_{i=1}^{n} h_i(x),
\]

where each \( h_j(x) : \mathbb{R}^d \to \mathbb{R} \) is a reward function. The goal of Problem (5) is to maximize the average reward with a
penalty on the variance. If we use the following mappings:

$$g_i(x) : \mathbb{R}^d \rightarrow \mathbb{R}^{d+1} = \begin{bmatrix} x \\ h_i(x) \end{bmatrix},$$

(6)

$$f_j(y, z) : \mathbb{R}^{d+1} \rightarrow \mathbb{R} = -h_j(y) + \lambda(h_j(y) - z)^2,$$

(7)

then problem (5) can be put into the form of (2) with $m = n$ and $r(x) \equiv 0$. However, note that

$$\frac{1}{n} \sum_{j=1}^{n} \left( h_j(x) - \frac{1}{n} \sum_{i=1}^{n} h_i(x) \right)^2 = \frac{1}{n} \sum_{i=1}^{n} h_i^2(x) - \left( \frac{1}{n} \sum_{i=1}^{n} h_i(x) \right)^2.$$ 

This allows us to reformulate problem (5) into the form of (1) by using the mappings

$$g_i(x) : \mathbb{R}^d \rightarrow \mathbb{R} \quad = \begin{bmatrix} h_j(x) \\ h_i^2(x) \end{bmatrix},$$

(8)

$$f(y, z) : \mathbb{R}^2 \rightarrow \mathbb{R} = -y + \lambda y^2 - \lambda z.$$ 

(9)

This leads to a simpler structure and much lower intermediate dimension, i.e., $p = 2$ instead of $p = d + 1$ as in (6) and (7).

Besides these applications, structured problems such as (1) and (2) are of independent interest for research on randomized algorithms. Let’s denote the Jacobian matrix of $g_i(x)$ by $g'_i(x)$, which is a matrix in $\mathbb{R}^{p \times d}$. Due to the composition of an expectation inside a nonlinear function, it is very hard to get an unbiased estimation of the gradient

$$\nabla \left( \frac{1}{n} \sum_{i=1}^{n} g_i(x) \right) = \left( \frac{1}{n} \sum_{i=1}^{n} g'_i(x) \right)^T \frac{1}{n} \sum_{i=1}^{n} g_i(x).$$

Specifically, let $S \subseteq \{1, \ldots, n\}$ be a random subset and

$$\bar{g}(x) = \frac{1}{|S|} \sum_{i \in S} g_i(x),$$

$$\bar{g}'(x) = \frac{1}{|S|} \sum_{i \in S} g'_i(x).$$

Then $(\bar{g}'(x))^T \left( f(\bar{g}(x)) \right)$ is always a biased estimate of the gradient, unless one is willing to calculate the full average $(1/n) \sum_{i=1}^{n} g_i(x)$. Such difficulties often arise in optimizing more sophisticated objective functions other than the empirical risk (e.g., Chaudhari et al., 2016; Hazan et al., 2016; Gulcehre et al., 2016; Mohbahi & Fisher, 2015). As a simplest model, the analysis of randomized algorithms for (1) may provide insights into more general problems.

### 1.1. Related Work

Wang et al. (2017a) considered the problem of minimizing $F(x) \triangleq E_x \left[ f \left( E_y [g_i(x)] \right) \right]$, i.e., problem (3) with $r(x) \equiv 0$. They derived algorithms to find $\epsilon$-optimal solutions\(^1\) with sample complexities $O(\epsilon^{-4})$, $O(\epsilon^{-3.5})$ and $O(\epsilon^{-1.25})$ for the smooth nonconvex case, smooth convex case and smooth strongly convex case respectively. Wang et al. (2017b) considered problem (3) with nontrivial $r(x)$ and obtained improved sample complexity of $O(\epsilon^{-2.25})$ for smooth nonconvex case and $O(\epsilon^{-2})$ and $O(\epsilon^{-1})$ for the general convex and strongly convex cases respectively.

For the finite-sum problem (2), several authors applied the variance reduction technique of SVRG (Johnson & Zhang, 2013; Xiao & Zhang, 2014) to obtain improved sample complexities. Liu et al. (2017) considered problem (2) when the objective function is strongly convex and $r(x) = 0$. They derived two algorithms with sample complexities $O((m+n+k^3)\log(\frac{1}{\epsilon}))$ and $O((m+n+k^4)\log(\frac{1}{\epsilon}))$ respectively, where $k$ is some suitably defined condition number. Huo et al. (2018) developed algorithms based on the SVRG scheme to obtain an $O(m+n+(m+n)^{2/3}\epsilon^{-1})$ sample complexity for the smooth nonconvex case and an $O((m+n+k^3)\log(\frac{1}{\epsilon}))$ sample complexity for strongly convex problems with nonsmooth $r$. This problem was also studied by Yu & Huang (2017) and they proposed an ADMM style algorithm with complexity $O((m+n+k^4)\log(\frac{1}{\epsilon}))$ in the strongly convex case. More recently, Lin et al. (2018) and Liu et al. (2018) made further improvements over the complexity under various conditions.

### 1.2. Contributions and Outline

Most previous work on solving the problems (1) and (2) are based on the variance reduction scheme of SVRG. In this paper, we propose a composite randomized increment gradient method using the scheme of SAGA (Defazio et al., 2014). We show that it attains the same sample complexity as the methods based on SVRG in general, but for structured problems that allow linear convergence, we obtain improved complexity bounds than previous methods based on SVRG.

In Section 2, we present the C-SAGA method for solving problem (1). In Section 3, we show that it has $O(n+n^2/3\epsilon^{-1})$ sample complexity if the composite part is smooth and $r$ is convex. In Section 4, we show that with additional conditions, i.e., gradient dominant or optimally strongly convex condition, an $O((n+n^2/3)\log(\frac{1}{\epsilon}))$ sample complexity can be obtained. We provide numerical experiments in Section 5. We emphasize that these complexities are the same as those obtained by SVRG-type of methods for solving the problem

$$\min_{x \in \mathbb{R}^d} \frac{1}{n} \sum_{i=1}^{n} g_i(x) + r(x).$$

(10)

where each $g_i : \mathbb{R}^d \rightarrow \mathbb{R}$ is a scalar mapping (Allen-Zhu & Hazan, 2016; Reddi et al., 2016a;b; Lei et al., 2017). These results indicate that the additional smooth composition over finite-sum problems does not incur higher complexity.

Our algorithm and results extend to the general case (2), with sample complexity $O(m+n+(m+n)^{2/3}\epsilon^{-1})$ for smooth

---

\(^1\)Here by $\epsilon$-optimal solution, we mean some $x \in \mathbb{R}^d$ that satisfies $E[F(x) - \hat{F}^*] < \epsilon$ in the convex case, where $\hat{F}^* = \inf_x F(x)$, and $E[\|\nabla F(x)\|^2] < \epsilon$ in the smooth nonconvex case.
nonconvex problems and $O((m + n + \kappa(m + n)^{2/3} \log(\frac{1}{\varepsilon}))$ under gradient dominant or strongly convex conditions. Compared with the $O((m + n + \kappa^3 l(\frac{1}{\varepsilon}))$ complexity of Lian et al. (2017) and Huo et al. (2018), our result provides (much) better bound as long as $\kappa > n^{1/3}$. The details for the general case are given in the supplementary materials.

2. The Composite SAGA Method

For the ease of presentation, we define the following functions related to the objective in (1):

$$g(x) = \frac{1}{n} \sum_{i=1}^{n} g_i(x), \quad F(x) = f(g(x)).$$

$$\Phi(x) = F(x) + r(x) = f(g(x)) + r(x).$$

(11)\hspace{1cm} (12)

First we review the proximal gradient method for solving problems of the form

$$\min_{x \in \mathbb{R}^d} \{ \Phi(x) = F(x) + r(x) \},$$

(13)

where $F$ is smooth and $r$ is convex and may be nonsmooth. The proximal operator of $r$ with parameter $\eta$ is defined as

$$\text{prox}_r^\eta(x) := \arg \min_y \left\{ r(y) + \frac{1}{2\eta} \| y - x \|^2 \right\}.$$ 

(14)

We assume that the function $r$ is relatively simple, meaning that its proximal operator has a close-form solution or can be computed efficiently. The proximal gradient method for solving problem (13) is

$$x^{t+1} = \text{prox}_r^\eta \left( x^t - \eta F'(x^t) \right),$$

(15)

where $F'(x^t)$ denotes the gradient of $F$ at $x^t$ and $\eta$ is an appropriate step size (e.g., Nesterov, 2013). For convenience, we define the proximal gradient mapping of $\Phi$ as

$$\mathcal{G}(x) = \frac{1}{\eta} \left( x - \text{prox}_r^\eta \left( x - \eta F'(x) \right) \right).$$

(16)

As a result, the proximal gradient method (15) can be written as $x^{t+1} = x^t - \eta \mathcal{G}(x^t)$. Notice that when $r(x) \equiv 0$, we have $\mathcal{G}(x) \equiv F'(x)$ for any $\eta > 0$.

For problem (1) and any $x^*$ generated by some randomized algorithm, we call $x^*$ an $\epsilon$-stationary point in expectation if

$$E[\| \mathcal{G}(x^*) \|^2] \leq \epsilon.$$ 

(17)

The aim of an efficient (randomized) algorithm is to find such a solution with low sample complexities of the individual functions $g_i$ and their Jacobian $g'_i$ (the total number of times they need to be evaluated). For the batch proximal gradient method (15), its iteration complexity is $O(L_F/\epsilon)$ (e.g., Nesterov, 2004), where $L_F$ is the Lipschitz constant of $F'$. This translates into a sample complexity of $O(L_F n/\epsilon)$ of the components $g_i$ and $g'_i$. Our goal is to develop a randomized algorithm that has lower sample complexity.

We propose to use a randomly selected subset of the functions $g_i$ during each iteration to approximate the full gradient $F'(x) = (g'(x))^T f'(g(x))$. As we pointed out in the introduction, one can easily get an unbiased estimation of $g'(x)$ by $\frac{1}{|S|} \sum_{j \in S} g'_j(x)$ with $S$ being a uniformly sampled subset of $\{1, \ldots, n\}$. However, an unbiased estimate of $F'(x) = (g'(x))^T f'(g(x))$ cannot be constructed without knowing $g(x)$. Therefore, we have to construct sufficiently accurate estimates of $g(x)$ and $g'(x)$ at the same time and also deal with the bias in estimating $F'(x)$.

In Algorithm 1, we propose C-SAGA, a composite randomized incremental gradient method that employs the estimation scheme of SAGA (Defazio et al., 2014). At each

\begin{algorithm}
\begin{algorithmic}
1: \textbf{input:} initial point $x^0 \in \mathbb{R}^d$, initial reference points $\alpha_i^0$ for $i = 1, \ldots, n$, and step size $\eta > 0$
2: \textbf{initialize} average mapping and Jacobian:
3: \hspace{2em} $Y_0 = \frac{1}{n} \sum_{i=1}^{n} g_i(\alpha_i^0), \quad Z_0 = \frac{1}{n} \sum_{i=1}^{n} g'_i(\alpha_i^0)$
4: \textbf{for} $t = 0, \ldots, T - 1$ \textbf{do}
5: \hspace{2em} Sample with replacement a subset $S_t \subset \{1, \ldots, n\}$ uniformly at random, with $|S_t| = s$.
6: \hspace{2em} Compute $g_j(x^t)$ and $g'_j(x^t)$ for all $j \in S_t$ and let
7: \hspace{4em} $y_t = Y_t + \frac{1}{s} \sum_{j \in S_t} (g_j(x^t) - g_j(\alpha_j^t))$
8: \hspace{4em} $z_t = Z_t + \frac{1}{s} \sum_{j \in S_t} (g'_j(x^t) - g'_j(\alpha_j^t))$
9: \hspace{2em} Let $\tilde{F}(x^t) = z_t^T f'(y_t)$ and 
10: \hspace{4em} $x^{t+1} = \text{prox}_r^\eta \left( x^t - \eta \tilde{F}(x^t) \right)$
11: \hspace{2em} \textbf{end for}
12: \textbf{output:} Randomly choose $t^* \in \{1, \ldots, T\}$ and output $x^{t^*}$
\end{algorithmic}
\end{algorithm}
iteration \( t \), we maintain estimates of \( g(x^t) \) and \( g'(x^t) \) by
\[
Y_t = \frac{1}{n} \sum_{i=1}^{n} g_i(\alpha^t_i) \quad \text{and} \quad Z_t = \frac{1}{n} \sum_{i=1}^{n} g'_i(\alpha^t_i)
\]
respectively, where \( \alpha^t_i \) are some reference points associated with \( g_i \) at iteration \( t \). However, we do not use them directly to estimate \( F'(x^t) \), i.e., instead of using \( Z_t f(Y_t) \), we use \( z^T_t f(y_t) \) to estimate \( F'(x^t) \), where \( z_t \) and \( y_t \) are constructed as in (18) and (19) respectively. We define the notation
\[
\nabla F(x^t) \triangleq z^T_t f(y_t),
\]
and use it to replace \( F'(x^t) \) in the proximal gradient method (15), which results in the update formula (20). Then we use the standard SAGA scheme to update the reference point \( \alpha^t+1 \) as well as \( Y_t \) and \( Z_t \) as in (21) and (22).

If each \( g_i \) is a scalar mapping, i.e., \( g_i : \mathbb{R}^d \rightarrow \mathbb{R} \), and \( f() = \text{id}() \) is the scalar identity mapping, then Problem (1) becomes to the standard finite sum optimization problem in (10). In this case, \( \nabla F(x^t) = z^T_t f'(y_t) = z^T_t \), hence the update of \( y_t \) and \( Y_t \) will no longer be necessary. Then Algorithm 1 becomes the standard (minibatch) SAGA algorithm.

We note that Reddi et al. (2016a;b) have developed extensions of SAGA for solving the finite-sum problem (10) with smooth nonconvex functions \( g_i \). However, their method requires two independent sets of samples of size \( s \) during each iteration: one for updating the counter part of \( \nabla F(x^t) = z^T_t \), and the other set is used for updating the reference points \( \alpha^t_j \) and \( Z_t \). In contrast, our method avoids such "double sampling" scheme, and uses only one set of random samples to update both quantities. It reduces to the original SAGA scheme when applied to solve problems (10) with even nonconvex \( g_i \)’s. Nevertheless, it attains the same sample complexity as the methods by Reddi et al. (2016a;b).

3. Convergence Analysis: Sublinear Rates

We make the following assumption concerning the functions \( g_i, f, r \) and \( g \) defined in (11).

**Assumption 1.** (smoothness assumption)
- Each \( g_i : \mathbb{R}^d \rightarrow \mathbb{R}^p \), for \( i = 1, \ldots, n \), is a \( C^1 \)-smooth vector mapping. In particular, each \( g_i \) is \( \ell_g \)-Lipschitz and its Jacobian matrix \( g'_i \) is \( L_g \)-Lipschitz. Consequently, \( g \) is \( \ell_g \)-Lipschitz and \( g' \) is \( L_g \)-Lipschitz.
- The function \( f : \mathbb{R}^p \rightarrow \mathbb{R} \) is \( C^1 \)-smooth with \( f \) being \( \ell_f \)-Lipschitz and its gradient \( f' \) being \( L_f \)-Lipschitz.
- The function \( r : \mathbb{R}^d \rightarrow \mathbb{R} \cup \{\infty\} \) is convex and can be nonsmooth.

As a result of Assumption 1, the gradient of \( F \) defined in (11), denoted as \( F' \), is \( L_F \)-Lipschitz continuous with
\[
L_F = \ell_g^2 L_f + \ell_f L_g.
\]

We also define the constant
\[
G_0 = 18\ell^4 gL^2 + 2\ell^2 fL^2_R = O(L^2_F).
\]

**Theorem 1.** Suppose Assumption 1 holds and we choose \( \alpha^0_i = x^0 \) for all \( i = 1, \ldots, n \). Let the sequence \( \{x^t\}_{t=0}^\infty \) be generated by Algorithm 1 and \( t^* \) is chosen uniformly at random from \( \{1, \ldots, T\} \).

1. If the batch size \( s = 1 \), then we can choose the step size
\[
\eta = \frac{1}{4n\sqrt{3G_0}} = O\left(\frac{1}{nL_F}\right)
\]
to obtain
\[
E[\|\Theta(x^t)\|^2] \leq \frac{32n\sqrt{3G_0}}{T} E\left[\Phi(x^0) - \Phi(x^T)\right].
\]

Therefore, finding \( x^t \) with \( E[\|\Theta(x^t)\|^2] \leq \epsilon \) requires \( O(L_F n/\epsilon) \) function and Jacobian evaluations.

2. If we choose the batch size \( s = n^{2/3} \), and the step size
\[
\eta = \frac{1}{L_F + \sqrt{L^2_F + 48G_0}} = O\left(\frac{1}{L_F}\right),
\]

then
\[
E[\|\Theta(x^t)\|^2] \leq \frac{8}{T\eta} E\left[\Phi(x^0) - \Phi(x^T)\right] = O\left(\frac{L_F}{T}\right).
\]

As a result, finding \( x^t \) with \( E[\|\Theta(x^t)\|^2] \leq \epsilon \) requires \( O(n + L_F n^{2/3}/\epsilon) \) function and Jacobian evaluations.

Note that for the case \( s = 1 \), the sample complexity is \( O(L_F n/\epsilon) \), which matches the sample complexity of full-gradient descent method. This is the first result in stochastic composite optimization that can match the performance of full-gradient descent by taking just one sample per iteration. By using \( s = n^{2/3} \) and large step size \( \eta = O(1/L_F) \), we obtain the improved sample complexity \( O(n + L_F n^{2/3}/\epsilon) \).

3.1. Outline of Analysis

Here we give an outline of the proof for Theorem 1, emphasizing the key ideas and steps. Detailed proofs of individual lemmas are given in the supplementary materials.

First, as we explained before, \( y_t \) and \( z_t \) are unbiased estimates of \( g(x^t) \) and \( g'(x^t) \) respectively, but \( \tilde{\nabla} F(x^t) = z^T_t f'(y_t) \) is a biased estimate of \( F'(x^t) = (g'(x^t))^T f'(x^t) \). The following lemma bounds the variances of the unbiased estimates and also the squared bias for estimating \( F'(x^t) \).

**Lemma 1.** Suppose \( \{x^t\} \) and \( \{\alpha^t_j\} \) for \( j = 1, \ldots, n \) are generated by Algorithm 1. Then we have
\[
E[\|y_t - g(x^t)\|^2 | x^t] \leq \frac{\ell^2_f}{s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha^t_j\|^2,
\]
\[
E[\|y_t - g(x^t)\|^2 | x^t] \leq \frac{\ell^2_f}{s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha^t_j\|^2,
\]
where $E[\cdot|x^t]$ denotes conditional expectation given $x^t$, and

$$E[z_t|x^t] = g'(x^t),$$

$$E[\|z_t - g'(x^t)\|^2|x^t] \leq \frac{L_F^2}{s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2.$$  

In addition, the bias in estimating $F'(x^t)$ can be bounded as

$$E \left[ \|\tilde{\nabla}F(x^t) - F'(x^t)\|^2|x^t \right] \leq \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2.$$  

In order to quantify the optimality of $x^t$, a proper metric is the norm of the proximal gradient mapping

$$\mathcal{G}(x^t) := \frac{1}{\eta} (x^t - \bar{x}^{t+1}),$$

where

$$\bar{x}^{t+1} = \text{prox}_{\eta} (x^t - \eta F'(x^t)).$$

(25)

Eventually, we expect our algorithm to return a point $x$ with $E[\|\mathcal{G}(x)\|^2] \leq \epsilon$. However, in the algorithm, only the approximate proximal gradient mapping

$$\tilde{\mathcal{G}}(x^t) := \frac{1}{\eta} (x^t - x^{t+1}),$$

where $x^{t+1}$ is given in (20), can be computed. Thus we will have to ensure the closeness between $\mathcal{G}(x^t)$ and $\tilde{\mathcal{G}}(x^t)$. This result is given in the next lemma.

**Lemma 2.** Let $\bar{x}^{t+1}$ be defined according to (25), then

$$\frac{1}{\eta} \|x^{t+1} - \bar{x}^{t+1}\|^2 \leq \eta \|\tilde{\nabla}F(x^t) - F'(x^t)\|^2$$

and

$$E[\|\mathcal{G}(x^t)\|^2] \leq 2E[\|\tilde{\mathcal{G}}(x^t)\|^2] + \frac{2G_0}{s} E\left[ \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2 \right].$$

Using the two lemmas above, we can show the next result, which quantifies the expected descent over the iterations.

**Lemma 3.** If the sequence $\{x^t\}$ is generated by Algorithm 1, then the following descent result holds:

$$E[\Phi(x^{t+1})] \leq E[\Phi(x^t)] - \left( \frac{\eta}{2} - \frac{L_F \eta^2}{2} \right) E[\|\tilde{\mathcal{G}}(x^t)\|^2] + \frac{G_0}{2s} E\left[ \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2 \right].$$

(26)

To study the convergence of Algorithm 1, we also need to construct the following Lyapunov function:

$$R_t = E\left[ \Phi(x^t) + c_t \cdot \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2 \right]$$

(27)

where the coefficients $c_t$ satisfy $c_T = 0$ and the recursion

$$c_t = c_{t+1}(1-p)(1+\beta) + \frac{3G_0}{4s} \eta.$$  

The coefficient $p = 1 - (1 - \frac{1}{n})^x \geq \frac{2}{3n}$ is the probability that an index $j$ is chosen to get into the set $S_t$, and $\beta > 0$ is an arbitrary coefficient that will be determined later. The following lemma bounds the variation of the distances between $x^t$ and the reference points $a_j^t$.

**Lemma 4.** Suppose $\{x^t\}$ and $\{a_j^t\}$ for $i = 1, \ldots, n$ are generated by Algorithm 1, then the following result holds:

$$E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^{t+1} - a_j^t\|^2 \right] \leq \left( 1 + \frac{1}{\beta} \right) E \left[ \|x^t - x^t\|^2 \right] + (1-p)(1+\beta)E\left[ \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2 \right],$$

where $\beta > 0$ is an arbitrary constant appearing in (28).

Reddi et al. (2016a;b) derived a sharper bound, replacing the coefficient $(1+1/\beta)$ above by $(1 + (1-p)/\beta)$, but required two independent set of samples of size $s$ for updating $z_t$ and $a_j^t$ respectively. Our bound in Lemma 4 is slightly looser, but it only requires one set of samples and does not deteriorate the final complexity. Combining Lemma 3 and Lemma 4, we have the following result.

**Lemma 5.** Let the Lyapunov function $R_t$ and the coefficients $c_t$ be defined according to (27) and (28) respectively, then

$$E\left[ \gamma \|\tilde{\mathcal{G}}(x^t)\|^2 + \frac{G_0 \eta}{4s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2 \right] \leq R_t - R_{t+1}.$$  

(29)

where

$$\gamma = \min_{0 \leq t \leq T-1} \left\{ \eta \left( \frac{\eta}{2} - \frac{L_F \eta^2}{2} \right) \left( 1 + \frac{1}{\beta} \right) c_t \right\}.$$  

(30)

One last lemma is needed to guarantee that $\gamma$ is sufficiently large, namely, $\gamma = O(\eta)$.  

**Lemma 6.** Let $c_t$ be defined according to (28) and let $\gamma$ be defined in (30). If we choose $\beta = s/(4n)$, then for any $0 \leq t \leq T$, we have $c_t \leq 3nG_0/\sqrt{s}$. As a result, we can set

1. either $s = 1$ and $\gamma = \frac{1}{4n\sqrt{5G_0}} = O\left( \frac{1}{nL_F} \right)$,

2. or $s = n^{2/3}$ and $\gamma = \frac{1}{L_F + \sqrt{L_F^2 + 48G_0}} = O\left( \frac{1}{L_F} \right)$.

Under both set of parameters, we have $\gamma \geq \frac{\eta}{3}$.

Finally, Theorem 1 can be proved using Lemma 5 and Lemma 6; see details in the supplementary materials.

### 4. Linear Convergence of C-SAGA

In this section, we shall present performance of Algorithm 1 under the gradient-dominant condition and the strong convexity condition, where the algorithm exhibits fast linear convergence.
4.1. Gradient-Dominant Function

First, we analyze the case where \( r(x) \equiv 0 \) and \( F(x) \) is \( \nu \)-gradient dominant. Formally speaking, we make the following assumption.

**Assumption 2.** The nonsmooth part \( r(x) \equiv 0 \) and the smooth part \( F(x) \) is \( \nu \)-gradient dominant, which means there exist some \( \nu > 0 \) such that

\[
F(x) - \inf_y F(y) \leq \frac{\nu}{2} \| F'(x) \|^2, \quad \forall x \in \mathbb{R}^d. \tag{31}
\]

Note that strong convexity is a special case of gradient domination, which in turn is a special case of the Polyak-Łojasiewicz condition (e.g., Karimi et al., 2016). More specifically, a strongly convex function with convexity parameter \( \mu \) is \( \frac{1}{\mu} \)-gradient dominant (e.g., Nesterov, 2004). We denote

\[ \kappa = \nu L_F \]

as the effective condition number.

Reddi et al. (2016a) proposed a restarted SAGA algorithm for solving the finite-sum problem (10) and achieved the sample complexity of \( O((n + \kappa n^{2/3}) \log(1/\epsilon)) \). However, each of their restarts requires synchronization of all the reference points, and the frequent restarts make the algorithm more like a SVRG type of algorithm. Here we show that our C-SAGA method in Algorithm 1, without any modification, achieves the same sample complexity for the more general composite finite-sum problem (1).

We denote the Algorithm 1 (C-SAGA) as a mapping

\[
(x^t, a_1^t, ..., a_n^t) = \text{C-SAGA}(x^0, a_1^0, ..., a_n^0, \nu, \eta),
\]

where \( \tau \) is the number of iterations and \( \eta \) is step size. In addition to \( x^t \), the outputs include the reference points \( a_i^t \) for \( i = 1, ..., n \) at time \( t \), which is chosen uniformly random from \{1, ..., \tau\}. For the ease of understanding, we imagine running the algorithm in \( K \) stages, each with \( \tau \) iterations and initialized with the previous output and reference points. Since the outputs are snapshots randomly chosen from the previous \( \tau \) iterations, we don’t really need to finish all the \( \tau \) iterations for each stage. We can just randomly generate an \( l_k \) from \{1, ..., \tau\}, and then go to the next stage as soon as we reach the \( l_k \)-th iteration in the current stage. This is equivalent to partitioning the iterations of Algorithm 1 into some virtually assigned stages.

More precisely, let \( \{x^t\} \) and \( \{a_1^t, ..., a_n^t\} \) be generated by Algorithm 1, and each \( l_k \) for \( k = 1, ..., K - 1 \), is an independent uniform sample from \{1, ..., \tau\}. Then we assign subsequence \( \{\tilde{x}^k\} \) and \( \{\tilde{a}_j^k\} \), for \( j = 1, ..., n \), as follows:

\[
\tilde{x}^{k+1} = x^{T_k + l_k}, \quad \text{and} \quad \tilde{a}_j^{k+1} = a_j^{T_k + l_k}, \quad j = 1, ..., n, \quad \tag{32}
\]

with \( x^0 = x_0^0, \tilde{a}_j^0 = a_j^0 \), and

\[
T_{k+1} = T_k + l_k \quad \text{for} \quad k = 0, ..., K - 1, \quad \text{with} \quad T_0 = 0. \quad \tag{33}
\]

**Theorem 2.** Suppose Assumption 1 and Assumption 2 holds. Let the sequence \( \{x^t\} \) be generated by Algorithm 1 and \( \{\tilde{x}^k\} \) is defined by (32) and (33), where each \( l_k \) is uniformly sampled from \{1, ..., \tau\}. Then if we set the virtual epoch length parameter \( \tau = 16\nu/\eta + 24n/s \), then

\[
E \left[ F(\tilde{x}^k) - F(x^*) \right] = \frac{1}{2} \| F'(x^*) \|^2, \quad \forall x \in \mathbb{R}^d.
\]

Consequently, in order to guarantee \( E[F(\tilde{x}^k) - F(x^*)] \leq \epsilon \):

1. If we choose \( s = 1 \) and \( \eta = O(1/(n \eta L_F)) \), then \( \tau = O(n(\nu L_F + 1)) \) and the total sample complexity is \( O(n(\kappa + 1) \log(1/\epsilon)) \);

2. If we choose \( s = n^{2/3} \) and \( \eta = O(1/L_F) \), then \( \tau = O(\nu L_F + n^{1/3}) \) and the total sample complexity is \( O(\tau s \log(1/\epsilon)) = O((n + \kappa n^{2/3}) \log(1/\epsilon)) .
\]

4.2. Optimally Strongly Convex Function

In this part, we work with general nonsmooth convex proper function \( r(x) \) and a \( \mu \)-optimally strongly convex assumption on \( \Phi(x) = F(x) + r(x) \). Formally, we assume \( \Phi(x) \) satisfies the following assumption.

**Assumption 3.** We assume \( F(x) \) is convex, and the overall objective function \( \Phi(x) \) is \( \mu \)-optimally strongly convex, i.e.,

\[
\Phi(x) - \Phi(x^*) \geq \frac{\mu}{2} \| x - x^* \|^2, \quad \forall x \in \mathbb{R}^d \tag{34}
\]

for some constant \( \mu > 0 \), where \( x^* = \arg \min_x \Phi(x) \). In addition, we assume \( r \) is convex and possibly nonsmooth.

**Theorem 3.** Suppose Assumption 1 and Assumption 3 hold and \( a_i^0 = x_0^0 \) for all \( i = 1, ..., n \). Let the sequence \( \{x^t\} \) be generated by Algorithm 1. And suppose that \( \{\tilde{x}^k\} \) are assigned according to (32) and (33) with \( l_k \) sampled uniformly from \{1, ..., \tau\}. If we set the virtual epoch length to be \( \tau = 28/(3\eta \mu + 96n/s) \), then

\[
E \left[ \Phi(\tilde{x}^k) - \Phi(x^*) \right] \leq \frac{1}{2} \| x^* - x^0 \|^2, \quad \forall x \in \mathbb{R}^d.
\]

Consequently, in order to ensure \( E[F(\tilde{x}^k) - F(x^*)] \leq \epsilon \):

1. If \( s = 1 \) and \( \eta = O(1/(n \eta L_F)) \), then \( \tau = O(n(\kappa + 1)) \) and the total sample complexity is \( O(n(\kappa + 1) \log(1/\epsilon)) \);

2. If \( s = n^{2/3} \) and \( \eta = O(1/L_F) \), then \( \tau = O(\kappa + n^{1/3}) \) and the total sample complexity is \( O(\tau s \log(1/\epsilon)) = O((n + \kappa n^{2/3}) \log(1/\epsilon)) .
\]
5. Numerical Experiments

In this part, we present numerical experiments for two applications: risk-averse portfolio optimization and policy evaluation for Markov decision processes.

5.1. Risk-Averse Portfolio Optimization

Suppose there are $d$ different assets that we can invest during a time interval of $\{1, \ldots, n\}$. Let $R_{t,j}$ be the return of asset $j$ at time $i$, and $R_i$ be the vector consists of $R_{t,1}, \ldots, R_{t,d}$. Then the risk-averse portfolio optimization problem can be formulated as problem (5) by defining

$$h_i(x) = \langle R_i, x \rangle, \quad i = 1, \ldots, n,$$

where $x \in \mathbb{R}^d$ is the vector of asset allocations. In addition, we also add an $\ell_1$ regularization term $r(x) = \beta \|x\|_1$ for some $\beta > 0$, in order to obtain sparse asset allocation.

As we discussed in the introduction, using the mappings defined in (6) and (7), we can transform this problem into the form of (2). We solve this problem via two algorithms that handle the finite-sum structure both inside and outside of the composition: ASC-PG (Wang et al., 2017b) and VRSC-PG (Huo et al., 2018). Alternatively, if we use the mappings defined in (8) and (9), then the problem is transformed into the form of (1). We can solve this formulation with our C-SAGA algorithm.

In our experiments, the reward vectors $R_i$ are first generated as $n$ i.i.d Gaussian random vectors with a random correlation matrix $C = LL^T$, where $L \in \mathbb{R}^{d \times d}$ satisfies $N(0, 1)$ distribution elementwise. We set the parameter $\lambda = 0.1$ in (5) and the $\ell_1$ regularization parameter $\beta = 1$.

We test the algorithms on a randomly generated case with $d = 500, n = 5000$, and plot the experiment results in Figure 1. The curves are averaged over 20 runs and are plotted against the number of samples of the component functions. Both VRSC-PG and C-SAGA use the same step size $\eta = 0.001$ and batch size $s = \lceil n^{1/3} \rceil$. They are chosen from by experimenting with $\{0.3, 0.1, 0.01, 0.001, 0.0001\}$, and $\eta = 0.001$ works best for VRSC-PG and for C-SAGA.

For ASC-PG, we set its parameters $a_k = 0.001/k$, $\beta_k = 1/k$ (the $\beta_k$ is different from the sparsity penalty parameter $\beta$, see Wang et al. (2017b)). They are hand-tuned to ensure ASC-PG converges fast among a range of other tested parameters.

As shown in Figure 1, ASC-PG is the slowest one due to its lack of variance reduction schemes. Both VRSC-PG and C-SAGA have linear convergence in this case, and C-SAGA is faster than VRSC-PG in terms sample efficiency. This supports our theory that C-SAGA can be more efficient (weaker dependence on the condition number) when linear convergence occurs.

5.2. Policy Evaluation for MDP

Consider a Markov decision process (MDP) with state space $S = \{1, \ldots, S\}$. Let the reward associated with transition from state $i$ to state $j$ be $R_{i,j}$. Let $P^\pi \in \mathbb{R}^{S \times S}$ be the transition probability matrix under some fixed policy $\pi$. We would like to evaluate the value function $V^\pi : S \rightarrow \mathbb{R}$ under the policy, which satisfies following Bellman equation:

$$V^\pi(i) = \sum_{j=1}^{S} P_{i,j}^\pi (r_{i,j} + \gamma V^\pi(j)) = E_{j|i}[R_{i,j} + \gamma V^\pi(j)].$$

We apply the linear function approximation $V^\pi(i) \approx \langle \Phi_i, w^* \rangle$ for a given set feature vectors $\Phi_i$ (e.g., Dann et al., 2014; Wang et al., 2017b), and would like to compute the optimal vector $w^*$. This can be formulated as the following problem:

$$\min_w F(w) \triangleq \sum_{i=1}^{S} \left( \langle \Phi_i, w \rangle - \sum_{j=1}^{S} P_{i,j}^\pi (r_{i,j} + \gamma \langle \Phi_j, w \rangle) \right)^2.$$
Let’s denote
\[ q_i^r(w) = \sum_{j=1}^{S} P_{i,j}(r_i, \Phi_j(w)) = \mathbb{E}_{j|i}[R_{i,j} + \gamma(\Phi_j, w)]. \]

Then by defining
\[ g(w) = [\langle \Phi_1, w \rangle, ..., \langle \Phi_S, w \rangle, q_1^r(w), ..., q_S^r(w)]^T \]
and
\[ f(y_1, ..., y_S, z_1, ..., z_S) = ||y - z||^2 = \sum_{i=1}^{S} (y_i - z_i)^2, \]
this problem is transformed into the form of (3). Note that the first S components of g are deterministic, then for SCGD (Wang et al., 2017a), ASCGD (Wang et al., 2017a) and ASC-PG (Wang et al., 2017b), the running average estimation of g is not applied for these components. For the last S components, since they are S independent expectations, the variance reduction technique of both VRSC-PG (Huo et al., 2018) and C-SAGA are applied to each of these components. In the experiments, \( P^\pi, \Phi \) and \( R^\pi \) are generated randomly.

Figure 2 shows two experiments with sizes \( S = 10 \) and \( S = 100 \) respectively. We plot the objective values and gradient sizes against the samples drawn by the algorithm, and they are shown as averages over 20 runs. For the case where \( S = 10 \), both VRSC-PG and C-SAGA use the same batch size \( s = 1 \). C-SAGA takes a step size \( \eta = 0.1 \), while VRSC-PG takes a stepsize of \( \eta = 0.03 \), because it diverges under \( \eta = 0.1 \) and \( \eta = 0.03 \) seems to work best VRSC-PG.

For \( S = 100 \), we set \( \eta = 0.005 \) and batch size \( s = 10 \) for C-SAGA and VRSC-PG. The step size is chosen as the best among \{0.1, 0.05, 0.01, 0.005, 0.001\}. Under \( \eta = 0.005 \) both VRSC-PG and C-SAGA gain their best performance. For SCGD, we choose \( \alpha_k = 0.01k^{-3/4} \) and \( \beta_k = 0.1k^{-1/2} \). For ASCGD, \( \alpha_k = 0.01k^{-5/7} \) and \( \beta_k = 0.1k^{-4/7} \). For ASC-PG, \( \alpha_k = 0.01k^{-1/2} \) and \( \beta_k = 0.1k^{-1} \). The meaning of these step size parameters can be found in Wang et al. (2017a; b). They are hand-tuned to yield fast convergence. Figure 2 show that C-SAGA has the best performance compared with other methods.

In summary, C-SAGA is very effective for solving composite finite sum problems due to its simple construction and fast convergence. More experiments are presented in the supplementary materials.
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Appendices

A. Proof of Lemma 1

Proof. The bounds for $y_t$ and $z_t$ are quite similar, so we only present the proof for $y_t$. First, by sampling with replacement,

$$E[y_t|x^t] = E \left[ Y_t + \frac{1}{s} \sum_{j \in S_t} (g_j(x^t) - g_j(\alpha^j_t)) \right] = Y_t + E \left[ \frac{1}{n} \sum_{j=1}^n (g_j(x^t) - g_j(\alpha_j^t)) \right] = Y_t + g(x^t) - Y_t = g(x^t).$$

To bound the conditional variance of $y_t$, we have

$$\text{Var} \left[ y_t|x^t \right] = \text{Var} \left[ Y_t + \frac{1}{s} \sum_{j \in S_t} (g_j(x^t) - g_j(\alpha^j_t)) \right] = \text{Var} \left[ \frac{1}{s} \sum_{j \in S_t} (g_j(x^t) - g_j(\alpha^j_t)) \right] = \frac{1}{s} \text{Var} \left[ g_j(x^t) - g_j(\alpha^j_t) \right].$$

Therefore,

$$E \left[ \|y_t - g(x^t)\|^2|x^t \right] = \text{Var} \left[ y_t|x^t \right] = \frac{1}{s} \text{Var} \left[ g_j(x^t) - g_j(\alpha^j_t) \right] \leq \frac{1}{s} \frac{\ell^2_g}{n} \sum_{j=1}^n \|x^t - \alpha_j^t\|^2.$$ 

The conditional variance of $z_t$ can be derived similarly.

To bound the bias of $\hat{F}(x^t)$, we have

$$E \left[ \|\hat{F}(x^t) - F^*(x^t)\|^2|x^t \right] = E \left[ \|z_t^2 f'(y_t) - (g^*(x^t))^T f'(g^*(x^t))\|^2 \right] = E \left[ \|z_t^2 f'(y_t) - z_t^2 f'(g(x^t)) + z_t^2 f'(g(x^t)) - (g^*(x^t))^T f'(g(x^t))\|^2 \right] \leq 2E \left[ \|z_t^2 f'(y_t) - z_t^2 f'(g(x^t))\|^2 \right] + 2E \left[ \|z_t^2 f'(g(x^t)) - (g^*(x^t))^T f'(g(x^t))\|^2 \right] \leq 2E \left[ \|z_t\|^2 \right] + 2E \left[ \|f'(g(x^t))\|^2 \right] \leq 2E \left[ \|f'(g(x^t))\|^2 \right].$$

Using the Lipschitz continuity of $g_j$, we have $\|g_j'(x)\| \leq \ell_g$ for all $x \in \text{dom}(g)$ and hence

$$\|z_t\| \leq \frac{1}{s} \sum_{j \in S_t} g_j(x^t) \leq \frac{1}{s} \sum_{j \in S_t} g_j(\alpha^j_t) \leq \frac{1}{s} \sum_{j=1}^n \|x^t - \alpha_j^t\| \leq 3\ell_g.$$ 

Combining the bounds on $E \left[ \|y_t - g(x^t)\|^2|x^t \right]$ and $E \left[ \|z_t - g^*(x^t)\|^2|x^t \right]$, we can continue the inequality above as

$$E \left[ \|\hat{F}(x^t) - F^*(x^t)\|^2|x^t \right] \leq 18\ell_g^2 L^2_g E \left[ \|y_t - g(x^t)\|^2 \right] + 2\ell_g^2 E \left[ \|z_t - g^*(x^t)\|^2 \right] \leq \frac{18\ell_g^2 L^2_g}{s} \frac{1}{n} \sum_{j=1}^n \|x^t - \alpha_j^t\|^2,$$

where we define $G_0 = 18\ell_g^2 L^2_g + 2\ell_g^2 L^2_g$. This completes the proof. \hfill \Box

B. Proof of Lemma 2

Proof. Due to the $\frac{1}{\eta}$-strong convexity of the objective function in the subproblems defining $x^{t+1}$ and $\hat{x}^{t+1}$, and the optimality of $x^{t+1}$ and $\hat{x}^{t+1}$ to their subproblems respectively, we have

$$\langle \hat{F}(x^t), x^{t+1} - x^t \rangle + \frac{1}{2\eta} \|x^{t+1} - x^t\|^2 \leq \langle \hat{F}(x^t), \hat{x}^{t+1} - x^t \rangle + \frac{1}{2\eta} \|\hat{x}^{t+1} - x^t\|^2 + r(x^{t+1}) - r(\hat{x}^{t+1})$$

$$\leq \langle \hat{F}(x^t), \hat{x}^{t+1} - x^t \rangle + \frac{1}{2\eta} \|\hat{x}^{t+1} - x^t\|^2 + r(x^{t+1}) - \frac{1}{2\eta} \|x^{t+1} - x^t\|^2$$

where $r(x)$ is the regularization term.
and
\[
\langle F'(x^t), \hat{x}^{t+1} - x^t \rangle + \frac{1}{2\eta} \|\hat{x}^{t+1} - x^t\|^2 + r(\hat{x}^{t+1}) \\
\leq \langle F'(x^t), x^{t+1} - x^t \rangle + \frac{1}{2\eta} \|x^{t+1} - x^t\|^2 + r(x^{t+1}) - \frac{1}{2\eta} \|\hat{x}^{t+1} - x^{t+1}\|^2.
\]
Adding up these inequalities and rearranging terms gives us
\[
\frac{1}{\eta} \|\hat{x}^{t+1} - x^{t+1}\|^2 \leq \langle \hat{\nabla} F(x^t) - F'(x^t), x^{t+1} - x^{t+1} \rangle \\
\leq \frac{\eta}{2} \|\hat{\nabla} F(x^t) - F'(x^t)\|^2 + \frac{1}{2\eta} \|\hat{x}^{t+1} - x^{t+1}\|^2.
\]
Simplifying this inequality gives the first desired result. For the second result, we use the above bound and Lemma 1 to obtain
\[
E[\|\hat{G}(x^t)\|^2] = \frac{1}{\eta^2} E[\|\hat{x}^{t+1} - x^t\|^2] \quad (35)
\]
\[
\leq \frac{2}{\eta^2} \left( E[\|x^{t+1} - x^t\|^2] + E[\|x^{t+1} - \hat{x}^{t+1}\|^2] \right) \\
\leq \frac{2}{\eta^2} E[\|x^{t+1} - x^t\|^2] + 2E[\|\hat{\nabla} F(x^t) - F'(x^t)\|^2] \\
\leq 2E[\|\hat{G}(x^t)\|^2] + \frac{2G_0}{s} E \left[ \frac{1}{n} \sum_{j=1}^n \|x^t - \alpha^t_j\|^2 \right].
\]
This finishes the proof.

\section*{C. Proof of Lemma 3}

\begin{proof}
Due to the $L_F$-Lipschitz continuity of $F'$ and the optimality of the $1/\eta$-strongly convex subproblem,
\[
\Phi(x^{t+1}) = F(x^{t+1}) + r(x^{t+1}) \\
\leq F(x^t) + \langle F'(x^t), x^{t+1} - x^t \rangle + \frac{L_F}{2} \|x^{t+1} - x^t\|^2 + r(x^{t+1}) \\
= F(x^t) + \langle \nabla F(x^t), x^{t+1} - x^t \rangle + \frac{1}{2\eta} \|x^{t+1} - x^t\|^2 + r(x^{t+1}) \\
- \left( \frac{1}{2\eta} - \frac{L_F}{2} \right) \|x^{t+1} - x^t\|^2 + \langle F'(x^t) - \nabla F(x^t), x^{t+1} - x^t \rangle \\
\leq F(x^t) + r(x^t) - \frac{1}{2\eta} \|x^{t+1} - x^t\|^2 - \left( \frac{1}{2\eta} - \frac{L_F}{2} \right) \|x^{t+1} - x^t\|^2 \\
+ \frac{\eta}{2} \|\nabla F(x^t) - F'(x^t)\|^2 + \frac{\eta}{2\eta} \|x^{t+1} - x^t\|^2 \\
= \Phi(x^t) - \left( \frac{1}{2\eta} - \frac{L_F}{2} \right) \|x^{t+1} - x^t\|^2 + \frac{\eta}{2} \|\nabla F(x^t) - F'(x^t)\|^2.
\]
Taking expectation on both sides and using Lemma 1 and the definition of $\hat{G}(x^t) = \frac{1}{\eta}(x^{t+1} - x^t)$ yield
\[
E[\Phi(x^{t+1})] \leq E[\Phi(x^t)] - \left( \frac{1}{2\eta} - \frac{L_F}{2} \right) E \left[ \|x^{t+1} - x^t\|^2 \right] + \frac{\eta G_0}{2s} E \left[ \frac{1}{n} \sum_{j=1}^n \|x^t - \alpha^t_j\|^2 \right] \\
= E[\Phi(x^t)] - \left( \frac{\eta}{2} - \frac{L_F\eta}{2} \right) E \left[ \|\hat{G}(x^t)\|^2 \right] + \frac{\eta G_0}{2s} E \left[ \frac{1}{n} \sum_{j=1}^n \|x^t - \alpha^t_j\|^2 \right],
\]
which is the desired result.
\end{proof}
D. Proof of Lemma 4

**Proof.** Since \( E\left[ \frac{1}{n} \sum_{j=1}^{n} ||x^{t+1} - a^{t+1,j}||^2 \right] = \frac{1}{n} \sum_{j=1}^{n} E[||x^{t+1} - a^{t+1,j}||^2] \), we first bound each \( E[||x^{t+1} - a^{t+1,j}||^2] \).

\[
E[||x^{t+1} - a^{t+1,j}||^2] \leq P(\{j \in S_t\}) E[||x^{t+1} - a^{t+1,j}||^2 | j \in S_t] + P(\{j \notin S_t\}) E[||x^{t+1} - a^{t+1,j}||^2 | j \notin S_t]
\]

\[
\leq P(\{j \in S_t\}) E[||x^{t+1} - a^{t+1,j}||^2 | j \in S_t] + P(\{j \notin S_t\})(1 + \frac{1}{\beta}) E[||x^{t+1} - x^{t}||^2 | j \notin S_t]
\]

Notice that \( a^{t+1,j} = x^t \) if \( j \in S_t \) and \( a^{t+1,j} = a^j \) if \( j \notin S_t \). Hence the above inequality becomes

\[
E[||x^{t+1} - a^{t+1,j}||^2] = P(\{j \in S_t\}) E[||x^{t+1} - x^{t}||^2 | j \in S_t] + P(\{j \notin S_t\})(1 + \frac{1}{\beta}) E[||x^{t+1} - x^{t}||^2 | j \notin S_t]
\]

where the second equality is due to the facts that

\[
E[||x^{t+1} - x^{t}||^2] = P(\{j \in S_t\}) E[||x^{t+1} - x^{t}||^2 | j \in S_t] + P(\{j \notin S_t\}) E[||x^{t+1} - x^{t}||^2 | j \notin S_t]
\]

and \( S_t \) is independent with \( x^{t} - a^j \). Therefore, recalling the notation \( p = P(\{j \in S_t\}) \), we have

\[
E\left[ \frac{1}{n} \sum_{j=1}^{n} ||x^{t+1} - a^{t+1,j}||^2 \right] \leq \left( 1 + \frac{1}{\beta} \right) E\left[ ||x^{t+1} - x^{t}||^2 \right] + (1 - p)(1 + \beta) E\left[ \frac{1}{n} \sum_{j=1}^{n} ||x^{t} - a^{j}||^2 \right]
\]

which completes the proof. \( \square \)

E. Proof of Lemma 5

**Proof.** According to Lemma 3 and Lemma 4, and the recursive relation between \( c_{t+1} \) and \( c_t \) provided in (28), we have

\[
R_{t+1} = E\left[ \Phi(x^{t+1}) + \frac{c_{t+1}}{n} \sum_{j=1}^{n} ||x^{t+1} - a^{t+1,j}||^2 \right]
\]

\[
\leq E[\Phi(x^{t})] - E\left[ \left( \frac{n}{2} - \frac{L \eta^2}{2} \right) ||G(x^{t})||^2 + \frac{G \eta}{4s} \frac{1}{n} \sum_{j=1}^{n} ||x^{t} - a^{j}||^2 \right] + \frac{3G \eta}{4s} E\left[ \frac{1}{n} \sum_{j=1}^{n} ||x^{t} - a^{j}||^2 \right]
\]

\[
+ c_{t+1} \left( 1 + \frac{1}{\beta} \right) E[||x^{t+1} - x^{t}||^2] + (1 - p)(1 + \beta) E\left[ \frac{1}{n} \sum_{j=1}^{n} ||x^{t} - a^{j}||^2 \right]
\]

\[
= R_t - E\left[ \left( \frac{n}{2} - \frac{L \eta^2}{2} - \left( 1 + \frac{1}{\beta} \right) c_{t+1} \eta^2 \right) ||G(x^{t})||^2 + \frac{G \eta}{4s} \frac{1}{n} \sum_{j=1}^{n} ||x^{t} - a^{j}||^2 \right]
\]

Then by defining \( \gamma = \min_{0 \leq t \leq T-1} \left\{ \frac{n}{2} - \frac{L \eta^2}{2} - (1 + \frac{1}{\beta}) c_{t+1} \eta^2 \right\} \) and rearranging the terms, we prove this lemma. \( \square \)

F. Proof of Lemma 6

**Proof.** Using \( \beta = \frac{\gamma}{3n} \), we have \( (1 + \beta)(1 - p) = 1 - p + \beta - \beta p \leq 1 - \frac{\gamma}{2n} + \frac{\gamma}{4n} = 1 - \frac{\gamma}{4n} = 1 - \beta \). Then (28) gives

\[
c_t = (1 - p)(1 + \beta)c_{t+1} + \frac{3G \eta}{4s} \leq (1 - \beta)c_{t+1} + \frac{3G \eta}{4s}.
\]
Or equivalently, 

\[ c_t - \frac{3G_0\eta}{4\beta s} \leq (1 - \beta) \left( c_{t+1} - \frac{3G_0\eta}{4\beta s} \right). \]

This means that for arbitrary \( t \),

\[ c_t \leq \frac{3G_0\eta}{4\beta s} + (1 - \beta)^{t-1} (c_T - \frac{3G_0\eta}{4\beta s}) = \frac{3G_0\eta}{4\beta s} - (1 - \beta)^{t-1} \frac{3G_0\eta}{4\beta s} \leq \frac{3G_0\eta}{4\beta s} = \frac{3nG_0\eta}{n^2}. \]

If we set \( s = 1 \) and \( \eta = \frac{\theta}{n} \), then we have

\[ \gamma = \min_{0 \leq i \leq T-1} \left\{ \frac{\eta}{2} - \frac{L_F\eta^2}{2} - \left( 1 + \frac{1}{\beta} \right) c_{i+1} \eta^2 \right\} \geq \eta \left( \frac{1}{2} - \frac{L_F\theta}{2n} - (1 + 4n) \frac{3nG_0\theta^2}{n^2} \right). \]

Next we choose \( \theta \) such that the above lower bound on \( \gamma \) is on the order of \( \eta \). To this end, we set the quantity inside the last parentheses equal to \( 1/4 \) and solve for \( \theta \):

\[ \theta = \frac{-L_F\eta}{2n} + \sqrt{\frac{L_F^2}{4n^2} + (12 + 3/n)G_0} \approx \frac{1}{4\sqrt{3G_0}}. \]

When \( \theta \) takes the exact value above, we have \( \gamma \geq \frac{\theta}{4} \). With the approximate value \( \theta = \frac{1}{4\sqrt{3G_0}} \), and using \( \frac{1}{3\sqrt{2}} \sqrt{G_0} \leq L_F \leq \sqrt{G_0} \), we can show \( \gamma \geq \frac{\theta}{4} \left( 1 - \frac{1}{\sqrt{n}} \right) > \frac{\theta}{10} \), which holds for any \( n \geq 1 \). Since \( \sqrt{G_0} = O(L_F) \), we have \( \eta = \frac{\theta}{n} = O \left( \frac{1}{nL_F} \right) \).

If we are allowed to take larger batches, then we can choose \( s = n^{2/3} \) and \( \eta = \frac{1}{L_F + \sqrt{L_F^2 + (12 + 3/n)}G_0} \), consequently

\[ \gamma \geq \eta \left( \frac{1}{2} - \frac{L_F\theta}{2n} - (1 + 4n) \frac{3nG_0\eta^2}{n^{n/3}} \right) = \frac{\eta}{4} \]

as desired. If we take the approximate value that is independent of \( n \), i.e., \( \eta = \frac{1}{4\sqrt{3G_0}} = O \left( \frac{1}{L_F} \right) \), then we can show \( \gamma \geq \frac{\theta}{15} \). \( \square \)

**G. Proof of Theorem 1**

*Proof.* According to Lemma 5 and Lemma 6, adding up (29) and using \( \gamma \geq \frac{\theta}{4} \) gives

\[ \frac{\eta}{4} \sum_{i=0}^{T-1} \mathbb{E} \left[ \left\| \tilde{G}(x^i) \right\|^2 + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \left\| x^i - \alpha_j^i \right\|^2 \right] \leq R_0 - R_T. \]

Consequently, as we choose the output by randomly selecting a \( t^* \) from \( \{0, 1, ..., T - 1\} \), then

\[
\mathbb{E} \left[ \left\| \tilde{G}(x^{t^*}) \right\|^2 + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \left\| x^{t^*} - \alpha_j^{t^*} \right\|^2 \right] = \frac{1}{T} \sum_{i=0}^{T-1} \mathbb{E} \left[ \left\| \tilde{G}(x^i) \right\|^2 + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \left\| x^i - \alpha_j^i \right\|^2 \right] \\
\leq \frac{4}{T\eta} (R_0 - R_T) \\
\leq \frac{4}{T\eta} \mathbb{E} \left[ \Phi(x^0) - \Phi(x^T) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \left\| x^0 - \alpha_j^0 \right\|^2 \right],
\]

where the last inequality is due to \( c_t \leq \frac{3nG_0\eta}{s^2} \), \( R_T = \mathbb{E}[\Phi(x^T)] \), as well as

\[
R_0 = \mathbb{E} \left[ \Phi(x^0) + \frac{c_0}{n} \sum_{j=1}^{n} \left\| x^0 - \alpha_j^0 \right\|^2 \right] \leq \mathbb{E} \left[ \Phi(x^0) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \left\| x^0 - \alpha_j^0 \right\|^2 \right].
\]
By Lemma 2, we have

$$
E[\|G(x')\|^2] \leq 2E \left[ \|\tilde{G}(x')\|^2 + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \|x' - \alpha'_j\|^2 \right] \\
\leq \frac{8}{T\eta} E \left[ \Phi(x^0) - \Phi(x^T) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|x^0 - \alpha'_j\|^2 \right].
$$

(37)

In the situation where only one sample can be obtained each time, i.e., $s = 1$, then we set the corresponding step size $\eta = \frac{1}{4n\sqrt{3G_0}}$ and (37) directly turns into

$$
E[\|G(x')\|^2] \leq \frac{32n\sqrt{3G_0}}{T} E \left[ \|\tilde{G}(x^0) - \Phi(x^T) + \frac{\sqrt{3G_0}}{4} \frac{1}{n} \sum_{j=1}^{n} \|x^0 - \alpha'_j\|^2 \right] = O\left( \frac{nL_F}{T} \right).
$$

On the other hand, in the case where taking large batches are allowed, we can choose $\eta = \frac{1}{L_F + \sqrt{L_F^2 + 48G_0}} = O\left( \frac{1}{L_F} \right)$ and $s = n^{2/3}$. Then (37) turns into

$$
E[\|G(x')\|^2] \leq \frac{8}{T\eta} E \left[ \Phi(x^0) - \Phi(x^T) + \frac{3G_0\eta}{n^{4/3}} \sum_{j=1}^{n} \|x^0 - \alpha'_j\|^2 \right] = O\left( \frac{L_F}{T} \right).
$$

This finishes the proof.

\[\square\]

H. Proof of Theorem 2

Proof. Let us first analyze the $k$-th “epoch”. Note that in this case, $\tilde{G}(x') = \tilde{F}(x')$, $G(x') = F'(x')$ and $\Phi(x) = F(x)$. The inequality (36) directly gives

$$
E \left[ \|\tilde{F}(x^{k+1})\|^2 \right] \leq \frac{4}{T\eta} E \left[ F(\tilde{x}^k) - F(x^*) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^k - \tilde{a}_j\|^2 \right].
$$

Combining with the $\nu$-gradient dominant property of $F$ and Lemma 2, we get

$$
E[\tilde{F}(x^{k+1}) - F(x^*)] \leq \nu E[\|F'(x^{k+1})\|^2]
$$

$$
\leq 2\nu E \left[ \tilde{F}(x^{k+1}) \right] + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \|\tilde{x}^{k+1} - \tilde{a}_j\|^2
$$

$$
\leq 8\nu \eta \left[ \tilde{F}(x^k) - F(x^*) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^k - \tilde{a}_j\|^2 \right].
$$

and

$$
E \left[ \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^{k+1} - \tilde{a}_j\|^2 \right] \leq \frac{3n\eta}{s} E \left[ \tilde{F}(x^{k+1}) \right] + \frac{G_0}{s} \frac{1}{n} \sum_{j=1}^{n} \|\tilde{x}^{k+1} - \tilde{a}_j\|^2
$$

$$
\leq \frac{12n}{\tau s} E \left[ \tilde{F}(x^k) - F(x^*) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^k - \tilde{a}_j\|^2 \right].
$$

Adding the above two inequalities, we get

$$
E \left[ F(x^{k+1}) - F(x^*) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^{k+1} - \tilde{a}_j\|^2 \right] \leq \frac{8\nu\eta + 12n}{\tau s} E \left[ F(x^k) - F(x^*) + \frac{3G_0\eta}{s^2} \sum_{j=1}^{n} \|\tilde{x}^k - \tilde{a}_j\|^2 \right].
$$

(38)

If we set $\tau = 16\nu/\eta + 24n/s$, we have a linear convergence with rate $\frac{1}{2}$. When $s = 1$ and $\eta = O(\frac{1}{nL_F})$, we have $\tau = O(n(\nu L_F + 1))$ and the total sample complexity is $O((n + \nu L_F) \log(1/\epsilon))$. When $s = n^{2/3}$ and $\eta = O(1/L_F)$, we have $\tau = O(\nu L_F + n^{1/3})$. As a result, we have a total sample complexity of $O(\tau s \log(1/\epsilon)) = O((n + \nu L_F n^{2/3}) \log(1/\epsilon))$. Note that all $\mu$-strongly convex functions are $\frac{\mu}{\eta}$-gradient dominant, hence in strongly convex case, $\nu L_F = \frac{T\tau}{12} = \frac{3}{2} \kappa$. The term $\nu L_F$ is analogous to the condition number $\kappa$ in the strongly convex case. \[\square\]
A Composite Randomized Incremental Gradient Method

I. Proof of Theorem 3

To analyze the convergence of the optimally strongly convex case, let us first present Lemma 3 of Xiao & Zhang (2014) with a slight adaptation to our notations.

**Lemma 7.** Let $\Phi(x) = F(x) + r(x)$, where $F'(x)$ is $L_F$-Lipschitz continuous, and $F(x)$ and $r(x)$ are convex. For any $x \in \text{dom}(r)$, and any $v \in \mathbb{R}^d$, define

$$x^* := \text{Prox}_{\eta r}(x - \eta v),$$

$$\mathcal{G} := \frac{1}{\eta}(x - x^*),$$

$$\Delta := v - F'(x),$$

where $\eta$ is a step size satisfying $0 < \eta \leq 1/L_F$. Then for any $y \in \mathbb{R}^d$,

$$\Phi(y) \geq \Phi(x^*) + \mathcal{G}^T(y - x) + \frac{\eta}{2} \|\mathcal{G}\|^2 + \Delta^T(x^* - y).$$

If we set $x = x^*$, $y = x^*$, $v = \nabla F(x^*)$, $x^* = x^{t+1}$ and $\mathcal{G} = \tilde{G}(x^*)$, we get the following inequality:

$$\langle \tilde{G}(x^*), x^* - x^* \rangle \leq \Phi(x^*) - \Phi(x^{t+1}) - \frac{\eta}{2} \|\tilde{G}(x^*)\|^2 - \langle F'(x^*) - \nabla F(x^*), x^* - x^{t+1} \rangle.$$

As a result we have

$$\|x^{t+1} - x^*\|^2$$

$$= \|x^* - x^*\|^2 + \eta^2 \|\tilde{G}(x^*)\|^2 + 2\eta \langle \tilde{G}(x^*), x^* - x^* \rangle$$

$$\leq \|x^* - x^*\|^2 + \eta^2 \|\tilde{G}(x^*)\|^2 + 2\eta (\Phi(x^{t+1}) - \Phi(x^*)) - \eta^2 \|\tilde{G}(x^*)\|^2 - 2\eta (F'(x^*) - \nabla F(x^*), x^* - x^{t+1})$$

$$\leq \|x^* - x^*\|^2 - 2\eta (\Phi(x^{t+1}) - \Phi(x^*)) + \frac{2\eta}{\mu} \|F'(x^*) - \nabla F(x^*)\|^2 + \frac{\eta}{2} \|x^{t+1} - x^*\|^2$$

$$\leq \|x^* - x^*\|^2 - \eta (\Phi(x^{t+1}) - \Phi(x^*)) + \frac{2\eta}{\mu} \|F'(x^*) - \nabla F(x^*)\|^2,$$

where the last inequality is due to the $\mu$-optimally strong convexity of $\Phi$. Taking expectation on both sides and using Lemma 1 yield

$$\mathbb{E}[\|x^{t+1} - x^*\|^2] \leq \mathbb{E}[\|x^* - x^*\|^2] - \eta \mathbb{E}[\Phi(x^{t+1}) - \Phi(x^*)] + \frac{2\eta G_0}{\mu s} \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^* - \alpha_j^*\|^2 \right]. \quad (39)$$

A remark is that due to the composition form of the objective function, the gradient estimation $\nabla F(x^*)$ is biased, otherwise the term $\mathbb{E}[2\eta (F'(x^*) - \nabla F(x^*), x^* - x^{t+1})]$ can be bounded by $\frac{2\eta G_0}{s} \mathbb{E} \left[ \frac{1}{s} \sum_{j=1}^{n} \|x^* - \alpha_j^*\|^2 \right]$, which is much more desirable.

Multiplying (39) by $\frac{3}{8} \mu$ and adding to (26), we obtain the following inequality:

$$\mathbb{E} \left[ \Phi(x^{t+1}) + \frac{3}{8} \mu \|x^{t+1} - x^*\|^2 \right]$$

$$\leq -\mathbb{E} \left[ \eta \left( \frac{L_F\eta^2}{2} \|\tilde{G}(x^*)\|^2 + \frac{G_0\eta}{4s} \frac{1}{n} \sum_{j=1}^{n} \|x^* - \alpha_j^*\|^2 + \frac{3}{8} \mu \eta (\Phi(x^{t+1}) - \Phi(x^*)) \right) \right]$$

$$+ \frac{3G_0\eta}{2s} \mathbb{E} \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^* - \alpha_j^*\|^2 \right].$$

Now we define a new Lyapunov function,

$$R_t := \mathbb{E} \left[ \Phi(x^*) + \frac{3}{8} \mu \|x^* - x^*\|^2 + \frac{c_l}{n} \sum_{j=1}^{n} \|x^* - \alpha_j^*\|^2 \right]. \quad (40)$$
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where
\[ c_T = 0, \quad c_t = c_{t+1}(1 + \beta)(1 - \rho) + \frac{3G_0}{2s} \eta \quad \text{for} \ t = T - 1, \ldots, 0. \] (41)

Through a line of proof parallel to Lemma 5, Lemma 6, one shall get the following lemmas. Here we omit the proof details.

**Lemma 8.** Let the Lyapunov function \( R_t \) and the corresponding coefficients \( c_t \) be defined according to (40) and (41) respectively, then

\[
E \left[ \gamma \|	ilde{G}(x')\|^2 + \frac{G_0 \eta}{4s} n \sum_{j=1}^{n} \|x' - \alpha_j\|^2 + \frac{3}{8} \mu \eta (\Phi(x^{t+1}) - \Phi(x')) \right] \leq R_t - R_{t+1},
\] (42)

where
\[
\gamma = \min_{0 \leq t \leq T-1} \left\{ \eta \left( -\frac{L_F \eta^2}{2} - \left( 1 + \frac{1}{\beta} c_{t+1} \eta^2 \right) \right) \right\}.
\] (43)

Note that if we replace \( G_0 \) in (28) with \( 2G_0 \), we get (41). Hence the results of Lemma 6 holds for (41) by just replacing \( G_0 \) with \( 2G_0 \). In short, we present without proof the following lemma.

**Lemma 9.** Let \( c_t \) be defined according to (41) and let \( \gamma \) be defined according to (43). By choosing \( \beta = \frac{s}{4n} \), we get for any \( 0 \leq t \leq T \), it holds that \( c_t \leq \frac{6nG_0 \eta}{s^2} \). As a result, we have \( \gamma \geq \frac{\eta}{4} \) under either choice of the parameters below:

- **Either:** \( s = 1 \) and \( \eta = \frac{1}{4n\sqrt{6G_0}} = O(\frac{1}{nL_F}) \);
- **Or:** \( s = n^{2/3} \) and \( \eta = \frac{1}{L_F + \sqrt{L_F^2 + 6G_0}} = O(\frac{1}{L_F}) \).

Next we provide the convergence result for one virtual epoch of Algorithm 1.

**Lemma 10.** Assume the sequence \( \{x^t\}_{t=0}^T \) be generated by Algorithm 1 and \( t^* \) is chosen uniformly at random from \( \{1, \ldots, \tau\} \). If we set \( \tau = 28/3\eta \mu + 96n/s \), then

\[
E \left[ \Phi(x^{t'^*}) - \Phi(x^0) \right] + \frac{24G_0 \eta}{7s^2} \sum_{j=1}^{n} \|x^{t'^*} - \alpha_j^{t'^*}\|^2 \leq \frac{1}{2} E \left[ \Phi(x^0) - \Phi(x^*) \right] + \frac{24G_0 \eta}{7s^2} \sum_{j=1}^{n} \|x^0 - \alpha_j^0\|^2.
\]

**Proof.** According to Lemma 8 and Lemma 9 and the way \( t^* \) is chosen, we have

\[
\frac{\eta}{4} E \left[ \|	ilde{G}(x^{t-1})\|^2 + \frac{G_0}{ns} n \sum_{j=1}^{n} \|x^{t-1} - \alpha_j^{t-1}\|^2 + \frac{3}{2} \mu (\Phi(x^t) - \Phi(x^*)) \right] \leq \frac{1}{\tau} \left( R_0 - R_\tau \right)
\]
\[
\leq \frac{1}{\tau} E \left[ \Phi(x^0) - \Phi(x^*) \right] + \frac{3\mu}{8} \|x^0 - x^*\|^2 + \frac{6G_0 \eta}{s^2} n \sum_{j=1}^{n} \|x^0 - \alpha_j^0\|^2
\]
\[
\leq \frac{7}{4\tau} E \left[ \Phi(x^0) - \Phi(x^*) \right] + \frac{24G_0 \eta}{7s^2} \sum_{j=1}^{n} \|x^0 - \alpha_j^0\|^2.
\] (44)

Thus

\[
E[\Phi(x^{t'}) - \Phi(x^0)] \leq \frac{14}{3\tau \eta \mu} E \left[ \Phi(x^0) - \Phi(x^*) \right] + \frac{24G_0 \eta}{7s^2} n \sum_{j=1}^{n} \|x^0 - \alpha_j^0\|^2.
\] (45)

Note that if we set \( \beta = 1 \) for Lemma 4, we will get

\[
E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^{t'} - \alpha_j^{t'}\|^2 \right] \leq 2\eta^2 E[\|	ilde{G}(x^{t-1})\|^2] + \frac{2}{n} E \left[ \sum_{j=1}^{n} \|x^{t-1} - \alpha_j^{t-1}\|^2 \right].
\]
Consequently,
\[
\frac{24G_0\eta}{7s^2} \mathbb{E} \left[ \sum_{j=1}^{n} \| x^r - \alpha_j^r \|^2 \right] \leq \frac{24nG_0\eta}{7s^2} \max \left\{ 2\eta^2, \frac{2s}{G_0} \right\} \mathbb{E} \left[ \| G(x^{r-1}) \|^2 + \frac{G_0}{ns} \sum_{j=1}^{n} \| x^r - \alpha_j^{r-1} \|^2 \right] \\
\leq \frac{48n}{s\tau} \mathbb{E} \left[ \Phi(x^0) - \Phi(x^*) + \frac{24G_0\eta}{7s^2} \sum_{j=1}^{n} \| x^0 - \alpha_j^0 \|^2 \right],
\]
where the second inequality is due to \( \max \{ 2\eta^2, \frac{2s}{G_0} \} = \frac{2s}{G_0} \) under both set of parameters and inequality (44). Therefore, combining (45) and (46) yields
\[
\mathbb{E} \left[ \Phi(x^r) - \Phi(x^*) + \frac{24G_0\eta}{7s^2} \sum_{j=1}^{n} \| x^r - \alpha_j^r \|^2 \right] \leq \frac{14/3\eta\mu + 48n/s}{\tau} \mathbb{E} \left[ \Phi(x^0) - \Phi(x^*) + \frac{24G_0\eta}{7s^2} \sum_{j=1}^{n} \| x^0 - \alpha_j^0 \|^2 \right].
\]
If we set \( \tau = 2(14/3\eta\mu + 48n/s) \), then the lemma is proved. \( \square \)

Finally, the proof of Theorem 3 is straightforward given the results in Lemma 10. In order to guarantee \( \mathbb{E}[F(\hat{x}^k) - F(x^*)] \leq \epsilon \), we start with \( \eta = O\left(\frac{1}{nL_F}\right) \), then \( \tau = O(n(\nu L_F + 1)) \) and the total sample complexity is \( O(n(1 + \nu L_F) \log(1/\epsilon)) \); when \( s = n^{2/3} \) and \( \eta = O(1/L_F) \), \( \tau = O(\nu L_F + n^{1/3}) \) and the total sample complexity is \( O((n + \nu L_F) \log(1/\epsilon)) = O((n + \nu L_F n^{2/3}) \log(1/\epsilon)) \).

### J. The C-SAGA Algorithm and Complexities for Solving the General Finite-Sum Problem (2)

In this section, we present the algorithm for solving the more general finite-sum problem (2), which we repeat here:

\[
\text{minimize}_{x \in \mathbb{R}^d} \quad \Phi(x) := \frac{1}{m} \sum_{f=1}^{m} f_j \left( \frac{1}{n} \sum_{i=1}^{n} g_i(x) \right) + r(x).
\]

For convenience, we define
\[
f := \frac{1}{m} \sum_{f=1}^{m} f_j, \quad g := \frac{1}{n} \sum_{f=1}^{n} g_t, \quad F := f \circ g.
\]

We assume that Assumption 1 holds and in addition, each \( f_j \) is \( \ell_f \)-Lipschitz and its gradient \( f_j' \) is \( L_f \)-Lipschitz. As a result, the gradient of \( F \), denoted as \( F' \), is Lipschitz continuous with constant \( L_F = \ell_f^2 L_f + \ell_f L_g \). For convenience, we also define the following two constants:
\[
G_x = 36\ell_f^4 L_f^2 + 4\ell_f^2 L_g^2, \quad G_y = 18\ell_f^2 L_g^2,
\]
both of which are \( O(L_F^2) \).

Algorithm 2 is an extension of C-SAGA for solving the more general problem (47). We have the following theorem concerning the convergence of Algorithm 2.

**Theorem 4.** Suppose Assumption 1 holds. Let the sequence \( \{x^t\}_{t=0}^T \) be generated by Algorithm 2 and \( x^r \) be the output. If we choose the step size to be
\[
\eta \leq \frac{1}{L_F + \sqrt{L_F^2 + 48G_x + 75\ell_f^2 G_y}} = O\left(\frac{1}{L_F}\right),
\]
and batch sizes \( s = n^{2/3} \) and \( b = 4m^{2/3} \), then
\[
\mathbb{E} \left[ \| G(x^r) \|^2 \right] \leq \frac{1}{T\eta} \mathbb{E} \left[ \Phi(x^0) - \Phi(x^T) \right] = O\left(\frac{L_F}{T}\right).
\]
As a result, ensuring \( \mathbb{E}[\| G(x^r) \|^2] \leq \epsilon \) requires \( O\left( m + n + L_F(m + n)^{3/2} / \epsilon \right) \) gradient and function evaluations.
Algorithm 2 Generalized Composite SAGA Algorithm

1. **input**: initial point $x^0$; reference points $a_i^0 = x_i^0$ for $i = 1, \ldots, n$; step size $\eta > 0$.
2. Initialize average mapping and gradients
   \[
   Y_0 = \frac{1}{n} \sum_{i=1}^{n} g_i(a_i^0), \quad Z_0 = \frac{1}{n} \sum_{i=1}^{n} g_i'(a_i^0), \quad W_0 = \frac{1}{m} \sum_{j=1}^{m} \nabla f_j(Y_0), \quad \beta_j^0 = Y_0 \text{ for } j = 1, \ldots, m.
   \]
3. **for** $t = 0, \ldots, T - 1$ **do**
4. Uniformly sample with replacement a subset $S_t$ from $\{1, \ldots, n\}$ with $|S_t| = s$, and let
   \[
   y_t = Y_t + \frac{1}{s} \sum_{j \in S_t} (g_j(x^t) - g_j(a_j^t)).
   \]
   \[
   z_t = Z_t + \frac{1}{s} \sum_{j \in S_t} (g_j'(x^t) - g_j'(a_j^t)).
   \]
5. Uniformly sample with replacement a subset $B_t$ from $\{1, \ldots, m\}$ with $|B_t| = b$, and let
   \[
   w_t = W_t + \frac{1}{b} \sum_{j \in B_t} (\nabla f_j(y_t) - \nabla f_j(\beta_j^t)). \tag{48}
   \]
6. Let $\hat{\nabla} F(x^t) = z_t^T w_t$ and update the iterate as
   \[
   x^{t+1} = \text{Prox}_{\eta \hat{\nabla} F} (x^t - \eta \hat{\nabla} F(x^t)).
   \]
7. Update reference points:
   \[
   a_i^{t+1} = \begin{cases} x^t & \text{if } i \in S_t, \\ a_i^t & \text{if } i \notin S_t, \end{cases} \quad \beta_j^{t+1} = \begin{cases} y_t & \text{if } j \in B_t, \\ \beta_j^t & \text{if } j \notin B_t. \end{cases}
   \]
8. Update average mapping and gradients
   \[
   Y_{t+1} = Y_t + \frac{1}{n} \sum_{j \in S_t} (g_j(x^t) - g_j(a_j^t)),
   \]
   \[
   Z_{t+1} = Z_t + \frac{1}{n} \sum_{j \in S_t} (g_j'(x^t) - g_j'(a_j^t)),
   \]
   \[
   W_{t+1} = W_t + \frac{1}{m} \sum_{j \in B_t} (\nabla f_j(y_t) - \nabla f_j(\beta_j^t)).
   \]
9. **end for**
10. Randomly choose a $t^*$ from $\{1, \ldots, T\}$ and output $x^{t^*}$.

For problems satisfying the additional assumptions given in Assumption 2 and Assumption 3, the generalized C-SAGA algorithm has linear convergence and attains the sample complexity $O \left( m + n + \kappa (m + n)^{2/3} \log \left( \frac{1}{\epsilon} \right) \right)$. Such an extension is similar to the case for C-SAGA and we omit the proof here. In the rest of this section, we prove the sublinear convergence result given in Theorem 4.

First, parallel to Lemma 1, the following lemma bounds the variances of $y_t$, $z_t$, and $w_t$, as well as the squared bias of $\hat{\nabla} F(x^t)$.

**Lemma 11.** Let $y_t$, $z_t$, $w_t$ be defined in Algorithm 2, then
\[
\begin{align*}
\mathbb{E}[y_t | x^t] &= g(x^t), \\
\mathbb{E}[\|y_t - g(x^t)\|^2 | x^t] &\leq \frac{\epsilon^2}{s} \frac{1}{n} \sum_{j=1}^{n} \|x^t - a_j^t\|^2,
\end{align*}
\]
The variance bounds on $w_t$ are inherited from Lemma 1 directly. And the proof of the variance bound on $w_t$ is similar to them. For $\nabla F(x^t) = z_t^T w_t$, we have

$$\|\nabla F(x^t) - \nabla F(x^t)\|^2 \leq 2\|z_t^T w_t - z_t^T \nabla f(y_t)\|^2 + 2\|z_t^T \nabla f(y_t) - \nabla F(x^t)\|^2 \leq 18\|w_t - \nabla f(y_t)\|^2.$$ 

Taking expectation over both sides of the above inequality and using the bounds for $E[\|w_t - \nabla f(y_t)\|^2 | y_t]$ and $\|z_t^T \nabla f(y_t) - \nabla F(x^t)\|^2$ in Lemma 1, we finish the proof of the lemma.

\[ \Phi(x^{t+1}) \leq \Phi(x^t) - \frac{\left( \frac{n}{2} - \frac{Lr\eta}{2} \right) \|\tilde{G}(x^t)\|^2}{4s} + \frac{G_x \eta}{4s} \left( \frac{1}{n} \right) \sum_{j=1}^{n} \|x^t - \alpha_j^t\|^2 + \frac{G_y \eta}{4b} \left( \frac{1}{m} \right) \sum_{j=1}^{m} \|y_t - \beta_j^t\|^2 \]

Due to the new bounds on $E[\|\nabla F(x^t) - \nabla F(x^t)\|^2]$, the counterpart of Lemma 3 is

**Lemma 12.** If the sequence $\{x^t\}$ is generated by Algorithm 2, then the following descent result holds,

\[ \frac{1}{n} \sum_{j=1}^{n} \|x^{t+1} - \alpha_j^{t+1}\|^2 \leq \left( 1 + \frac{1}{A_x} \right) \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha_j^t\|^2 + (1 - p_x)(1 + A_x) \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha_j^t\|^2 \]

Let $p_x$ be the probability that any index $i \in \{1, \ldots, n\}$ is chosen to be included in the set $S_t$, and $p_y$ be the probability that any index $j \in \{1, \ldots, m\}$ is chosen to be included in the set $B_j$. Then we have

$$p_x = 1 - \left( 1 - \frac{1}{n} \right)^x \geq \frac{s}{2n}, \quad p_y = 1 - \left( 1 - \frac{1}{m} \right)^y \geq \frac{b}{2m}.$$ 

The following result is parallel to Lemma 4.

**Lemma 13.** Suppose $S_t$, $B_t$, $x^{t+1}$, $y_{t+1}$, and $\alpha_j^{t+1}$, $\beta_j^{t+1}$ are generated by the Algorithm 2, then the following result holds:

\[ \frac{1}{n} \sum_{j=1}^{n} \|x^{t+1} - \alpha_j^{t+1}\|^2 \leq \left( 1 + \frac{1}{A_x} \right) \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha_j^t\|^2 + (1 - p_x)(1 + A_x) \frac{1}{n} \sum_{j=1}^{n} \|x^t - \alpha_j^t\|^2 \]
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and

\[ E \left[ \frac{1}{m} \sum_{j=1}^{m} \|y_{r+1} - \beta_j^{r+1}\|^2 \right] \leq 3 \left( 1 + \frac{1}{A_y} \right) \left( 1 + \frac{A_x + 1}{A_x s} \right) \ell_g^2 E \left[ \|x^{r+1} - x^r\|^2 \right] + \left( 1 + \frac{1}{A_y} \right) \left( 1 + (1 - p_x)(1 + A_x) \right) \frac{3\ell_g^2}{s} E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^j - \alpha_{j}^r\|^2 \right] + (1 - p_y)(1 + A_y) E \left[ \frac{1}{m} \sum_{j=1}^{m} \|y_r - \beta_j^r\|^2 \right], \]  

(52)

where \( A_x, A_y > 0 \) are two arbitrary positive constants.

**Proof.** Inequality (51) is directly inherited from Lemma 4. Similarly, for \( y_r \) and \( \beta_j^r \) we have the following statement:

\[ E \left[ \frac{1}{m} \sum_{j=1}^{m} \|y_{r+1} - \beta_j^{r+1}\|^2 \right] \leq \left( 1 + \frac{1}{A_y} \right) E \left[ \|y_{r+1} - y_r\|^2 \right] + (1 - p_y)(1 + A_y) E \left[ \frac{1}{m} \sum_{j=1}^{m} \|y_r - \beta_j^r\|^2 \right]. \]  

(53)

Also note that

\[ E\|y_r - y_{r+1}\|^2 \leq 3E\|y_r - g(x^r)\|^2 + 3E\|y_{r+1} - g(x^{r+1})\|^2 + 3E\|g(x^r) - g(x^{r+1})\|^2 \]

\[ \leq \frac{3\ell_g^2}{s} E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^j - \alpha_{j}^r\|^2 \right] + \frac{3\ell_g^2}{s} E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^{r+1} - \alpha_{j}^{r+1}\|^2 \right] + 3\ell_g^2 E \left[ \|x^r - x^{r+1}\|^2 \right] \]

\[ \leq \frac{3\ell_g^2}{s} \left( 1 + \frac{A_x + 1}{A_x s} \right) E \left[ \|x^{r+1} - x^r\|^2 \right] + \frac{3\ell_g^2}{s} \left( 1 + (1 - p_x)(1 + A_x) \right) E \left[ \frac{1}{n} \sum_{j=1}^{n} \|x^j - \alpha_{j}^r\|^2 \right], \]  

(54)

where in the second inequality we used Lemma 11 and in the last inequality we used (51). Finally combining (53) and (54) proves (52).

Next we define a new Lyapunov function

\[ P' := E \left[ \Phi(x) + c_r \frac{1}{n} \sum_{j=1}^{n} \|x^j - \alpha_{j}^r\|^2 + d_r \frac{1}{m} \sum_{j=1}^{m} \|y_r - \beta_j^r\|^2 \right], \]  

(55)

with

\[
\begin{aligned}
d_r &= (1 - p_y)(1 + A_y)d_{r+1} + \frac{3G_y \eta}{4b}, \\
c_r &= (1 - p_x)(1 + A_x)c_{r+1} + \frac{3\ell_g^2}{s} \left( 1 + \frac{1}{A_y} \right) (1 + (1 - p_x)(1 + A_x))d_{r+1} + \frac{3G_x \eta}{4s},
\end{aligned}
\]  

(56)

and boundary condition \( c_T = d_T = 0 \). With this new Lyapunov function, we have

**Lemma 14.** Let \( P' \) be defined according to (55) and \( c_r, d_r \) be defined according to (56). Then

\[ E \left[ \gamma \|G(x^r)\|^2 + \frac{G_x \eta}{4s} \frac{1}{n} \sum_{j=1}^{n} \|x^j - \alpha_{j}^r\|^2 + \frac{G_x \eta}{4b} \frac{1}{m} \sum_{j=1}^{m} \|y_r - \beta_j^r\|^2 \right] \leq P' - P'^{r+1}, \]  

(57)

where \( \gamma := \min_{0 \leq t \leq r-1} \gamma_t \) and

\[ \gamma_t = \frac{\eta}{2} - \frac{L_T \eta^2}{2} - \eta^2 \left( 1 + \frac{1}{A_x} \right)c_{r+1} - 3\eta^2 \ell_g^2 \left( 1 + \frac{1}{A_y} \right)(1 + \frac{1}{A_x s})d_{r+1} \]  

This lemma can be proved by combining the definition (55), the recursive formula of \( c_r \) and \( d_r \) in (56) and Lemma 12. Our goal now is to prove that \( \gamma \) is of order \( \mathcal{O}(\eta) \), which is given by the next lemma.
Lemma 15. Let $c_t$ and $d_t$ be defined according to (56) and let $\gamma$ be defined according to Lemma 14. Then we have $\gamma \geq \frac{7}{4}$ if we choose

$$A_x = \frac{s}{4n}, \quad A_y = \frac{b}{4m}, \quad s = n^{2/3}, \quad b = 4m^{2/3},$$

and

$$\eta < \frac{1}{L_F + \sqrt{L_F^2 + 48G_x + 75\ell^2_g G_y}} = O\left(\frac{1}{L_F}\right).$$

Proof. To simplify the discussion, we assume $m, n \gg 1$ and drop the small terms whenever convenient; for example, we may write $1 + m^{-1/3} \approx 1$. By (56), we first bound the scale of $d_t$. Denote $d_{max} := \max_{0 \leq t \leq T} d_t$ and $c_{max} := \max_{0 \leq t \leq T} c_t$. Then completely parallel to Lemma 6, we have

$$d_{max} \leq \frac{3G_x \eta}{4bA_y} = \frac{3mG_x \eta}{b^2}.$$

Through the same argument, we have

$$c_{max} \leq \frac{1}{A_x} \left(\frac{3\ell^2_g}{s} (1 + \frac{1}{A_y})(1 + (1 - p_x)(1 + A_x)) d_{max} + \frac{3G_x \eta}{4s}\right) \leq \frac{24n\ell^2_g 4m + b}{s^2} d_{max} + \frac{3mG_x \eta}{s^2}.$$

Note that when we choose $s = n^{2/3}, b = 4m^{2/3}$, we have

$$d_{max} \leq \frac{3G_x \eta}{16m^{1/3}}, \quad c_{max} \leq \left(3G_x + \frac{9\ell^2_g G_y}{2}\right) \frac{\eta}{n^{1/3}}.$$

Consequently,

$$\gamma \geq \frac{\eta}{2} - \frac{L_F \eta^2}{2} - \eta^2 \left(1 + \frac{1}{A_x}\right)c_{max} - 3\eta^2 \ell^2_g \left(1 + \frac{1}{A_y}\right)\left(1 + \frac{1}{A_x}\right)d_{max}$$

$$\geq \frac{\eta}{2} \left(1 - L_F \eta - 24\left(G_x + \frac{1}{2}\ell^2_g G_y\right)\eta^2 - \frac{9G_x \ell^2_g}{8}\eta^2\right)$$

$$= \frac{\eta}{2} \left(1 - L_F \eta - (24G_x + (37 + 1/8)\ell^2_g G_y)\eta^2\right).$$

Then we have $\gamma \geq \frac{7}{4}$ by choosing $\eta$ satisfying (58). \hfill \Box

Finally, we can prove Theorem 4 by following similar arguments for proving Theorem 1. The details are omitted.

### K. Extended Numerical Experiments.

In addition to the experiments presented in Section 5, we provide additional numerical experiments in this section.

#### K.1. Risk-Averse Portfolio Optimization

Complementary to the experiments in the main paper where synthetic datasets are used, here we present some additional experiments on real-world portfolio datasets. The tested datasets are obtained from the Kenneth R. French Data Library². We choose three datasets which contain 30, 38 and 49 industrial stocks respectively. From these datasets, the daily records of the most recent 1717, 2556 and 1279 days are extracted respectively to conduct the experiments. For the dataset with $k$ stocks, we denote it by Industrial-$k$ dataset, that is, with $k = 30, 38, 49$. For the Industrial-38 dataset, the two stocks with many missing records are deleted, hence the data of only 36 stocks are used in this test.

² [http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html](http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html)
Figure 3. Experiments on the risk-averse portfolio optimization problem on the Industrial-30 dataset.

Figure 4. Experiments on the risk-averse portfolio optimization problem on the Industrial-38 dataset.

Figure 5. Experiments on the risk-averse portfolio optimization problem on the Industrial-49 dataset.
In the new experiments, we set the relative weighting parameter $\lambda = 0.2$ and the $\ell_1$-regularization parameter $\beta = 0.01$. The batch size $s$ is still chosen to be $\lceil n^{2/3} \rceil$. For the ASC-PG method, the algorithmic parameters are chosen as before. For VRSC-PG and C-SAGA, the learning rates were tuned through the same manner as stated in Section 5. In details, for Industrial-30 and Industrial-38 datasets, the learning rate $\eta = 0.01$ works best for both VRSC-PG and C-SAGA. For Industrial-49 dataset, the learning rate $\eta = 0.1$ works best for VRSC-PG and C-SAGA. The performance comparison are shown in Figure 3, Figure 4 and Figure 5.

K.2. Policy Evaluation for MDP

For the MDP policy evaluation experiment, we have added two synthetic tests with larger problem sizes, specifically, with $S = 500$ and $S = 1000$. Instead of the standard batch sizes, in this case, we would like to test the performance of the algorithms under a smaller batch size $s = 30$. In these two cases, the best tuned learning rates for VRSC-PG and C-SAGA are both $\eta = 0.0001$. However, for SCGD, ASCGD and ASC-PG, we fail to find the parameters under which they converge. Also because these methods are significantly slower than VRSC-PG and C-SAGA, we only compare the performance of the two variance-reduced algorithms. Their performance are shown in Figure 6 and Figure 7.