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Abstract
We study the linear contextual bandit problem with finite action sets. When the problem di-

mension is d, the time horizon is T , and there are n ≤ 2d/2 candidate actions per time period, we
(1) show that the minimax expected regret is Ω(

√
dT log T log n) for every algorithm, and (2) intro-

duce a Variable-Confidence-Level (VCL) SupLinUCB algorithm whose regret matches the lower
bound up to iterated logarithmic factors. Our algorithmic result saves two

√
log T factors from pre-

vious analysis, and our information-theoretical lower bound also improves previous results by one√
log T factor, revealing a regret scaling quite different from classical multi-armed bandits in which

no logarithmic T term is present in minimax regret (Audibert and Bubeck, 2009). Our proof tech-
niques include variable confidence levels and a careful analysis of layer sizes of SupLinUCB (Chu
et al., 2011) on the upper bound side, and delicately constructed adversarial sequences showing the
tightness of elliptical potential lemmas on the lower bound side.

1. Introduction

Linearly parameterized contextual bandit is an important class of sequential decision making mod-
els that incorporate contextual information with a linear function (Auer, 2002; Chu et al., 2011;
Abbasi-Yadkori et al., 2011; Dani et al., 2008). There are T ≥ 1 time periods, conveniently denoted
as {1, 2, · · · , T}, and a fixed but unknown d-dimensional regression model θ. Throughout this paper
we will assume the model is normalized, meaning that ‖θ‖2 ≤ 1. At each time period t, a policy π
is presented with an action setAt = {xit} ⊆ {x ∈ Rd : ‖x‖2 ≤ 1}. The policy then chooses, based
on the feedback from previous time periods {1, 2, · · · , t− 1}, either deterministically or randomly
an action xit ∈ At and receives a reward rt = x>itθ + εt, where {εt} are independent centered sub-
Gaussian random variables with variance proxy 1, representing noise during the reward collection
procedure. The objective is to design a good policy π that tries to maximize its expected cumulative
reward E[RT ] = E

∑T
t=1 rt.

To provide a unified evaluation criterion, we adopt the concept of worst-case regret and aim to
find a policy that has the smallest possible worst-case regret. More specifically, we are interested in
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Table 1: Previous results and our results on upper and lower bounds of R(T ;n, d).
Upper bound Lower bound

n <∞
Previous

result
O(
√
dT log3/2(nT ))

(Auer, 2002; Chu et al., 2011)
Ω(
√
dT )

(Chu et al., 2011)
Our result O(

√
dT log T log n) · poly(log log(nT )) Ω(

√
dT log n log(T/d))

n =∞
Previous

result
O(d
√
T log T )

(Abbasi-Yadkori et al., 2011)
Ω(d
√
T )

(Dani et al., 2008)
Our result N/A Ω(d

√
T log T )

the following defined minimax regret

R(T ;n, d) := inf
π

sup
θ∈Rd,|At|≤n

E[RT ]. (1)

Note that for n =∞, the supremum is taken over all closed At ⊆ {x ∈ Rd : ‖x‖2 ≤ 1} for all t.

1.1. Our results

The main results of this paper are the following two theorems that upper and lower bound the
minimax regret R(T ;n, d) for various problem parameter values.

Theorem 1 (Upper bound) For any n <∞, the minimax regret R(T ;n, d) can be asymptotically
upper bounded by poly(log log(nT )) ·O(

√
dT log T log n).

Theorem 2 (Lower bound) For any small constant ε > 0, and any n, d, such that n ≤ 2d/2

and T ≥ d(log2 n)1+ε, the minimax regret R(T ;n, d) can be asymptotically lower bounded by
Ω(1) ·

√
dT log n log(T/d).

Comparing Theorems 1 and 2, we see that the upper and lower bounds nearly match each other
up to iterated logarithmic terms when n (the number of actions per time period) is not too large.
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