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Abstract
Probabilistic graphical models are being used widely in artificial intelligence and statistics, for instance, in diagnosis and expert systems, as a framework for representing and reasoning with probabilities and independencies. They come with corresponding algorithms for performing statistical inference. This offers a unifying framework for prototyping and/or generating data analysis algorithms from graphical specifications. This paper illustrates the framework with an example and then presents some basic techniques for the task: problem decomposition and the calculation of exact Bayes factors. Other tools already developed, such as automatic differentiation, Gibbs sampling, and use of the EM algorithm, make this a broad basis for the generation of data analysis software.

Introduction
This paper argues that the data analysis tasks of learning and knowledge discovery can be handled using graphical models. This meta-level use of graphical models was first suggested by Spiegelhalter and Lauritzen [41] in the context of learning probabilities for Bayesian networks. An extension of the standard graphical model is used here that allows this kind of learning to be represented. The extension is the notion of a plate introduced by Spiegelhalter\(^1\). Plates allow samples to be represented explicitly on the graphical model, and thus reasoned about. This makes data analysis problems explicit in much the same way that utility and decision nodes are used for decision analysis problems [38].

Consider, for instance, Figure 1. This presents a situation where a mixture model with hidden variable \(\text{class} \) is used for subsequent prediction of \(\text{var}_1\) from \(\text{var}_2\) and \(\text{var}_3\). The part to the left of the parameters \(\phi\) and \(\theta\) is the graphical representation of a sample. The contents of the plate (the box

\(p(\phi, \theta_1, \theta_2, \theta_3, \text{class}, \text{var}_1, \text{var}_2, \text{var}_3, \text{var}_1,i, \text{var}_2,i, \text{var}_3,i : i = 1, \ldots, N) = \\
p(\phi)p(\theta_1)p(\theta_2)p(\theta_3)p(\text{class}|\phi) \\
p(\text{class}|\theta_1)p(\text{var}_2|\text{class}, \theta_2)p(\text{var}_3|\text{class}, \theta_3) \\
\prod_{i=1}^{N} p(\text{class}_i|\phi)p(\text{var}_1,i|\text{class}_i, \theta_1) \\
p(\text{var}_2,i|\text{class}_i, \theta_2)p(\text{var}_3,i|\text{class}_i, \theta_3) .
\)

\(^1\)Personal communication. The notion of a “relicated node” was my version of this developed independently. I have adopted the notation used by Spiegelhalter and others for uniformity.

Around the nodes for \(\text{class}, \text{var}_1, \text{var}_2\) and \(\text{var}_3\) on the left indicates that a sample of \(N\) cases with variables \(\text{var}_1, \text{var}_2\) and \(\text{var}_3\) are given, while \(\text{class}\) is hidden, being unshaded. The plate indicates that its contained subgraph is replicated \(N\) times. The part on the graph to the right of the parameters \(\phi\) and \(\theta\) represents the prediction task. The value node on the right, the diamond, indicates that subsequent prediction accuracy is the goal of learning. Together, this graph indicates that the utility for the problem is \((\text{var}_1 - \text{var}_1(\text{var}_2, \text{var}_3))\), and the joint distribution of the parameters takes the form

\(p(\phi, \theta_1, \theta_2, \theta_3, \text{class}, \text{var}_1, \text{var}_2, \text{var}_3, \text{var}_1,i, \text{var}_2,i, \text{var}_3,i : i = 1, \ldots, N) = \\
p(\phi)p(\theta_1)p(\theta_2)p(\theta_3)p(\text{class}|\phi) \\
p(\text{class}|\theta_1)p(\text{var}_2|\text{class}, \theta_2)p(\text{var}_3|\text{class}, \theta_3) \\
\prod_{i=1}^{N} p(\text{class}_i|\phi)p(\text{var}_1,i|\text{class}_i, \theta_1) \\
p(\text{var}_2,i|\text{class}_i, \theta_2)p(\text{var}_3,i|\text{class}_i, \theta_3) .
\)

There has been a recent push within the machine learning and neural network communities to dispel the magic and art from the various learning fields and present them more as engineering disciplines. Decision tree methods [5] and feedforward networks [30, 8] are some examples that show how already popular algorithms can be reengineered from well understood principles of probability in combination with the knowledge repre-
presentation and standard search methods. A simple connectionist feed-forward network (using the notation of Hertz, Krogh and Palmer [23]) and its corresponding Bayesian network is given in Figure 2(a) and (b) respectively. Similarly, other neural networks can be modeled with graphical models ("probabilistic networks").

This general approach, engineering using principles of probability, is now becoming widespread. The basic tools of probabilistic (Bayesian) inference used for this process are reviewed, for instance, by Tanner [42], Press [36], Kass and Raftery [28], Neal [34], and Brethorst [2], and Madigan et al. [32]: various exact methods, Markov chain Monte Carlo methods such as Gibbs sampling, the EM algorithm, and the Laplace approximation. With creative combination, these are able to address a wide range of data analysis problems. Gilks, Spiegelhalter and Thomas have taken this process a step further by developing a compiler that generates Gibbs samplers from graphical specifications [19]. This handles a surprisingly broad number of statistical tasks [18].

It is the thesis of this paper that these techniques are now sufficiently well developed so that software support can be provided for their use in data analysis problems. That is, we are now able to generate components of data analysis algorithms, and even entire algorithms themselves from high-level specifications. The paper demonstrates the thesis by presenting a framework based around the use of graphical models as a specification language.

We begin with two examples. The first illustrates the intended use of the software we envisage, and the second gives some more mathematical detail. Then we outline in more detail the specification language we propose. Finally, we present some theoretical results necessary for developing the envisaged software. More details of these results can be found in [3], including results for deterministic nodes and techniques for doing differentiation, both used in modeling neural networks with probabilistic graphical models.

Two examples

The software we envisage is intended to be used in an iterative prototype-refine cycle using standard data manipulation and visualization packages such as Matlab, PV-Wave/IDL, or S-Plus. An important observation is that prepackaged data analysis software such as clustering, linear regression, and feed-forward neural networks are sometimes inadequate for the particular task at hand. While these packages are often good for exploratory data analysis, our experience and that of many others indicates that data analysis and knowledge discovery requires more flexibility in general. The first example below illustrates the kind of prototyping our envisaged software is intended to assist, and the second example illustrates some more of the mathematical detail.

Prototyping data analysis

This example will demonstrate how the system we propose would operate, reducing a problem that might require weeks of effort into an afternoon's work. Figure 3 plots the raw data for this example. The data give mean bid-ask prices posted by banks at various time points over the course of a week for turning dollars into Deutsch marks. The mean bid-ask price (average of the two) is a more stable indicator of the bank's pricing position because the bid or ask price alone also includes effects due to the banks policy on the bid-ask spread. Original data takes the form of a date and time, the bid and asking price, and the bank code.

![Figure 3: The mean bid-ask price for DM/$.](image-url)
Our goal is to model the time series and to understand individual differences among the banks. The data we have at our disposal consists of the tick data in Figure 3 together with various properties of the banks, such as their geographical location.

We hypothesize that the tick data is effectively a random walk, but where the percentage change at each time point is influenced by the bank posting the price. For example, we might suspect that some banks tend to post larger differences from the previous tick than the average change, or that some banks post more frequently during upswings than downswings, so that the ticks posted by such a bank run contrary to the downward trend. Figure 4 shows the kind of thing we are after, plotting the empirical frequency of percentage changes for all the ticks, for a bank that only posts large changes from the previous tick, and for a large bank that posts many changes.

Figure 4: Frequencies for different relative price changes.

We sit down at our data analysis system, pull the raw data, and set up a quick model to do an unsupervised clustering of the banks. Our first pass uses the random so that we can get a basic feel for the different kinds of banks. For each bank we have:
- The mean of the bank's bid-ask spread.
- The bank's geographical location.
- The average number of posts the bank generates per day.
- The massaged tick data giving the bank's relative price change over the immediately preceding price (probably posted by a different bank).

The graphical model, shown in Figure 5, is created using a drawing tool. In this model, the relative change that a bank will offer is assumed to be determined by its class, but is otherwise a random walk. Notice this model has multiple banks, and each bank gives multiple prices, so this model has multiple plateaus indicated a double product occurs in the full joint distribution for the data (over banks and over the bank's price changes). For the current problem we simply drag a prefabricated mixture model and appropriate components from a palette or component library into the work area, and make some modifications to it. The model should include complete specification of all distributions and parameters (e.g., all parameters of the Dirichlets in Figure 5 be supplied). For instance, we would have to set the various parameters for the conjugate priors appearing in the model. The model of Figure 5 is not a standard clustering model so could not be obtained from any standard statistical package. In other problems we could create a free form model by drawing individual nodes, links, and probability annotations. The drawing tool contains the necessary hooks to associate variables on the plate with the fields from the bank database, and the computed fields from the tick database.

Figure 5: Basic clustered random walk model for price changes.
We now press the RUN button. At this point the system performs all the drudgery such as mathematical calculations, programming, and validation, previously requiring weeks of effort:

- It performs known symbolic simplifications on the graphical model. For instance, it knows about sufficient statistics and some closed form solutions to expected values.
- It computes all required derivative functions.
- It chooses an optimization algorithm.
- It finds the parameter values of maximum posterior probability, together with the Bayes factor and the Hessian of the posterior evaluated at the final parameters.
- It generates optimized C code to evaluate the model by performing a data flow analysis over the needed computations.

Now we could provide the system with an algorithm scheme, such as EM or Gibbs sampling (additional examples are given later), and have the system come up with the necessary code for the derivatives, expected values, probabilities, and so forth. However, in this case the default algorithm matching the graph is good enough.

We can now analyze the final model to see what it tells us, for instance using available visualization tools. (All this is make believe.) The classes that it finds are natural ones we might expect. The banks are broken into different classes according to whether they are closer to the New York or London markets. Banks that post infrequently tend to have a higher bid ask spread than those that post often. Each of these groupings also has different random walks for their pricing. Some smaller banks, for instance, tend to make larger changes.

We now go back to the drawing tool and refine the model to account for the context of the tick data. In the previous model, the relative change that a bank will offer is assumed to be determined by its class, but is otherwise a random walk. In this case we also make the price sensitive to the current average trend which is dependent on previous prices. This new model is given in Figure 6. Having drawn the new model, we simply click the RUN button and let the system re-optimize for the new configuration. This time, we could use the previous classification got as the initial values for the new extended model.

For this more complex model, we would probably have to modify the default algorithm scheme suggested by the system. This is something we expect in general, so the system we propose includes both a graphical model and a general algorithm scheme as inputs. If the algorithm scheme is missing, the system can provide a default using general purpose algorithms such as Gibbs, EM or MAP algorithms.

A more detailed example

An example of a graphical model for a simple clustering problem is given in Figure 7. To be explicit,
for the hyper-parameters $D, q_1, q_2, q_3$. Using an empirical Bayes approach, we set $q_i$ to be the observed frequency of success for $\text{var}_i$ and set $D = 4$ to yield reasonable prior standard deviation for the possible values of $\theta_i$.

A matching algorithm scheme for this model, an iterated EM algorithm in pseudo-code, goes as follows:

1. Repeat, 5 times.
   (a) Initialize the parameters $\phi, \theta$ randomly according to their prior.
   (b) Repeat until the maximum relative difference in parameter values $\phi, \theta$ is less than $1.0e - 5$.
      i. Reassign the sufficient statistics for $\phi$ as follows:
         
         $$ ss(\phi) = \sum_{i=1}^{N} E_{\text{class}_i, \text{var}_1, \text{var}_2, \text{var}_3, \phi, \theta} (\text{class}) $$

      ii. For $c = 1, \ldots , 10$, reassign the sufficient statistics for $\theta_1,c, \theta_2,c, \theta_3,c$ as follows:
         
         $$ ss(\theta_j,c) = \sum_{i=1}^{N} E_{\text{class}_i, \text{var}_1, \text{var}_2, \text{var}_3, \phi, \theta} (1_{\text{class}_i = c} \text{var}_j, i) $$

      iii. Replace $\phi$ and $\theta$ by their MAP values given the sufficient statistics as above.
   (c) Compute the score for the final parameter values as
      $$ \text{score} = \det \left( \frac{d^2 \log p(\phi, \theta | \text{sample})}{d(\phi, \theta)} \right) $$

2. Return the parameters $\phi, \theta$ matching the best score.

The system would automatically compute the derivatives, expected values, MAP calculations, and so forth and insert the code efficiently into the major loops. Notice there are problems with this algorithm scheme, for instance, if a $\phi_i$ approaches zero the score will become ill-defined because some of the parameters will become redundant. This is irrelevant for the purposes of our illustration.

High-level specification of data analysis algorithms

An overview of the basic framework is given in Figure 8. Inputs to the system are a graphical model to specify the variables and their relationships, and an algorithm scheme to specify the algorithm. These two inputs can be patched together from libraries.

A language to specify variables and their relationships

Probabilistic graphical models (chain graphs [44, 16]) extended with plates are used here as a specification language. When augmented with specific functional forms such as the Gaussian and the logistic, this language is sufficient powerful to represent a broad range of problems across several fields: generalized linear models, feed-forward networks, Jordan and Jacobs mixture of experts [27], unsupervised learning of many different kinds, and hybrids of these models. A review of some of the learning problems represented appears in [7].

A graphical model implies a probability model, thus it defines how probabilities, log-probabilities, their derivatives, and some expected values can be computed, and in some cases how sampling can be done. For a Gaussian or discrete Bayesian network, for instance, the usual exact computations are implied by the graph [39]. Techniques for computing these quantities are of course more complex in other cases. In general, exact methods for expected values are not known, and probabilities are not in general easy to compute for chain graphs and Markov networks, although ratios of probabilities are. The automatic calculation of derivatives on structures such as graphs is a well understood problem [20]. In neural networks, this corresponds to the Backpropagation algorithm and its extensions for second derivatives [9]. Likewise, the calculation of derivatives on probabilistic graphical models is an application of the chain rule for differentiation. Details appear in [3].
Algorithm schemes

Algorithm schemes are high-level algorithms used as input for code generation and compilation. The algorithm scheme refers to variables, probabilities, log-probabilities, derivatives, and expected values for items on the graph whose computation can be determined automatically. Thus the scheme is free of many of the cumbersome equational details found in most languages. Algorithm schemes themselves can be produced automatically from algorithm templates for problems matching the right preconditions, and in other cases may be provided or refined by the user. We do not give a specification of the scheme and template language itself here, but the reader can infer from the examples that the scheme language is a fairly standard procedural language with appropriate hooks into the matching graphical model. Some sources for algorithm templates are as follows:

- Gilks et al. [19] have developed general algorithms to perform Gibbs sampling on Bayesian networks with plates.
- Other algorithms such as conjugate gradient, Fisher's scoring method, or Laplace approximations [43, 28] can be applied once first and second derivatives are calculated for model parameters.
- Lauritzen describes the application of the EM algorithm [15] to Bayesian networks with a single plate [29] in the context of missing values. The more general application of the EM algorithm for hidden variables is obvious, as for instance done in unsupervised learning [21].

General discussion

We can see that many parts of this ambitious plan, a software toolkit for data analysis, are already in place. But the aim here is to provide tools for development, not complete packaged solutions. Proponents of Gibbs sampling, for instance, say that the design of an efficient sampler takes care and experience. For instance, specific matrix forms might be used to advantage. It is often the case that some fine tuning is needed in algorithms.

One task that cannot have direct software support is the design of an appropriate model with an appropriate prior. This is a knowledge elicitation problem. Techniques here are varied and range from careful choice of the representation to simplify elicitation [22], to techniques for working with components and libraries [1]. But the elicitation task still has to be done afresh with each different problem, except in those prototypical situations that are routinely addressed by standard statistical packages. While one might use a standard package in initial modeling, as the problem becomes better understood specific requirements are needed that canned software may not provide. Of course, tools for software generation alleviate the modeling task greatly by providing rapid prototyping. Nevertheless, it is my view that a sizeable burden in the Bayesian analysis of data is software engineering rather than the statistical analysis itself, and therefore software generators and support tools are both a realistic and important goal.

Naturally, an important part of such a framework is component libraries containing modules for common sub-tasks. Almond et al. [1] point out that parts of a graph, components, are often shared in a series of applications. Learning and data analysis are no different. One useful component is the generalized linear model [33] which can include basis function sets for orthogonal polynomials or wavelets. Likewise, algorithm templates for standard techniques such as Gibbs sampling and the EM algorithm could be prepared.

In the remainder of this paper we discuss a few more pieces for this general software toolkit. The first is an algorithm for the decomposition of a chain graph with plates into its independent components. This technique has been used to develop efficient algorithms for learning Bayesian networks from complete data [6, 11, 32]. The second contribution is some exact algorithms on graphical models with a single plate. Both these simplify calculation of the Bayes factor for a model, used widely in Bayesian methods [28, 32]. The Bayes factor is the support given to model $M_2$ relative to model $M_1$ by the data sample.

$$\text{Bayes-factor}(M_2, M_1) = \frac{p(\text{sample} | M_2)}{p(\text{sample} | M_1)}.$$

We use the term evidence [31] for the basic component, evidence$(M) = p(\text{sample} | M)$ and consider its calculation throughout.

While these techniques can be used in many places in a learning toolkit, one interesting byproduct is that they show how to develop algorithms for learning DAGs from complete data where the conditional distributions are in the exponential family, including mixtures of Gaussians, Poissons, discrete variables, etc. All that is required is a conjugate prior. While this capability should not be surprising — and perhaps the hardest part, appropriate priors, is left out — it is interesting that we can construct these algorithms automatically using the operations presented here.

Exact algorithms on graphs with plates

The removal of a plate by arc reversal is related to arc reversal used for influence diagrams [38], however, the operation must be recursive so requires much stricter conditions to apply. These conditions are well known in statistics as the problem reduces
to the existence of sufficient statistics and applies to members of the exponential family of distributions. This includes standard undergraduate distributions such as Gaussians, Chi squared, and Gamma, and many more complex distributions constructed from simple components including class probability trees over discrete input domains [5], simple discrete and Gaussian versions of a Bayesian network [45], and linear regression with a Gaussian error. Thus, these are a broad and not insignificant class of distributions that are given in the definition below. Their general form has a linear combination of parameters and data in the exponential.

Definition 1 A space X is independent of the parameter θ if the space remains the same when just θ is changed. If the domains of x, y are independent of θ, then the conditional distribution for x given y, p(x|y, θ, M), is in the exponential family when

\[ p(x|y, \theta, M) = \frac{h(x, y)}{Z(\theta)} \exp \left( \sum_{i=1}^{k} w_i(\theta)t_i(x, y) \right) \]

for some functions \( w_i, t_i, h \) and \( Z \) and some integer \( k \), for \( h(x, y) > 0 \). The normalization constant \( Z(\theta) \) is known as the partition function.

The following is a simple graphical reinterpretation of the Pitman-Koopman Theorem from statistics [25, 14]. Consider Figure 9(a). \( T(x_*, y_*) \) is a statistic of fixed dimension independent of the sample size \( N \) (corresponding to \( n, p \) in the coin tossing example). The theorem says that the sample in Figure 9(a) can be summarized in statistics, as shown in Figure 9(b), if and only if the probability distribution for \( x|y, \theta \) is in the exponential family. In this case it is said that \( T(x_*, y_*) \) is a sufficient statistic.

Theorem 1 (Recursive arc-reversal). Consider the model M represented by the graphical model for a sample of size \( N \) given in Figure 9(a). Have \( z \)

\[
\frac{1}{N} \sum_{j=1}^{N} t_i(x_j) : i = 1, \ldots, k.
\]

only if the conditional distribution for x given y, θ is in the exponential family, given by Equation (1). In this case, \( T(x_*, y_*) \) is an invertible function of the k averages.

**Graph decomposition**

Learning problems can be decomposed into subproblems in some cases. For instance, consider the learning problem given in Figure 10 over two multinomial variables \( \omega_1 \) and \( \omega_2 \), and two Gaussian variables \( z_1 \) and \( z_2 \). For this problem we have specified two alternative models, model \( M_1 \) and model \( M_2 \). Model \( M_2 \) has an additional arc going from the

![Figure 10: Two graphical models](image)
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![Figure 11: A simplification of model \( M_1 \)](image)
$z_1$ as $z_{1,*} = z_{1,1}, \ldots, z_{1,N}$, and likewise for var_1 and var_2, etc. In this case, we get,
\[
\text{evidence}(M_1) = p(\text{var}_{1,*}|M_1)p(\text{var}_{2,*}|\text{var}_{1,*}, M_1) \\
p(z_{1,*}|\text{var}_{1,*}, M_1)p(z_{2,*}|z_{1,*}, \text{var}_{1,*}, M_1).
\]
The evidence for model $M_2$ is similar except that the posterior distribution of $\mu_1$ and $\sigma_1$ is replaced by the posterior distribution for $\mu_i$ and $\sigma_i$.

This result is general, and applies to both DAGs, undirected graphs, and more generally to chain graphs. Similar results are covered by Dawid and Lauritzen [12] for a family of models they call hyper-Markov. The general result described above is an application of the rules of independence applied to plates. This uses a notion of local dependence, which is called the Markov blanket, following Pearl [35]. The Markov blanket is a nodes parents, children, and the children’s parents. If deterministic nodes are involved, the definition requires a bit more care [3].

To perform the simplification depicted in Figure 11, it is sufficient then to find the finest partitioning of the model parameters such that they are independent. The decomposition in Figure 11 represents the finest such partition of model $M_1$. The evidence for the model will then factor according to the partition, as given for model $M_1$ in Equation (2). For this task we have the following theorem.

Theorem 2 (Decomposition). A model $M$ is represented by a chain graph $G$ with plates and no deterministic nodes. Let the variables in the graph be $X$. We have $P$ possibly empty subsets of the variables $X_i, X_j$ for $i = 1, \ldots, P$ such that $\text{unknown}(X_i)$ is a partition of $\text{unknown}(X)$. This induces a decomposition of the graph $G$ into $P$ subgraphs $G_i$, where:

- the graph $G_i$ contains the nodes $X_i$ and any arcs and plates occurring on these nodes; and
- the potential functions for cliques in $G_i$ are equivalent to those in $G$.

The induced decomposition represents the unique finest equivalent independence model to the original graph if and only if $X_i, X_j$ for $i = 1, \ldots, P$ is the finest collection of sets such that, when ignoring plates, for every unknown node $u$ in $X_i$, its Markov blanket is also in $X_i$. This finest decomposition takes $O(|X|^2)$ to compute. Furthermore, the evidence for $M$ now becomes a product over each subgraph,
\[
\text{evidence}(M) = f_0 \prod_i f_i(\text{known}(X_{i,*})) \tag{3}
\]
for some functions $f_i$ (given in the proof).

In some cases, the functions $f_i$ have a clean interpretation: they are equal to the evidence for the subgraphs. This result can be obtained from the following corollary.

Corollary 2.1 In the context of Theorem 2 where there are no deterministic nodes, suppose there exists a set of chain components $\tau_j$ from the graph ignoring plates such that $X_j = \tau_j \cup \text{parents}(\tau_j)$, where $\text{unknown}(\text{parents}(\tau_j)) = \emptyset$. Then
\[
f_j(\text{known}(X_{j,*})) = p(\text{known}(\tau_j)|\text{parents}(\tau_j), M).
\]

If we denote the $j$-th subgraph by model $M_j$, then this term is the conditional evidence for model $M_j$ given $\text{parents}(\tau_j)$. Denote by $M_0$ the subgraph on known variables induced by cliques $\tau_0$ (as given in the proof). If the condition of Corollary 2.1 holds for $M_j$ for $j = 0, 1, \ldots, P$, then it follows that the evidence for the model $M$ is equal to the product of the evidence for each subgraph,
\[
\text{evidence}(M) = \prod_{i=0}^P \text{evidence}(M_i). \tag{4}
\]

This holds in general if the original graph $G$ is a DAG, as used in learning DAGs [6, 11].

Corollary 2.2 Equation (4) holds if the parent graph $G$ is a DAG with plates.

In general, we might consider searching through a family of graphical models. To do this we can use local search [26] or numerical optimization to find high posterior models, or Markov chain Monte Carlo methods [34] to select a sample of representative models [3]. To do this, we first show how to represent a family of models. Figure 12, for instance, is similar to models of Figure 10 except that some arcs are hatched. We use this to indicate that these arcs are optional. To instantiate a hatched arc they can either be removed, or replaced with a full arc. This graphical model then represents many different models, for all $2^4$ possible instantiations of the arcs. Prior probabilities for these models could be generated using a scheme such as in [6, p54] where a prior probability is assigned by a domain expert for the inclusion of each arc, and
the prior for a full model found by multiplication. The family of models given by Figure 12 includes those of Figure 10 as instances. During search or sampling, an important property is the Bayes factor for the two models, $\text{Bayes-factor}(M_2, M_1)$. Because of the decompositions above, the Bayes factor can be found by only examining component Bayes factors for nodes whose parents have changed between models $M_1$ and $M_2$. The difference here is the model for the variable $z$.

$\text{Bayes-factor}(M_2, M_1) = \frac{p(z_1, \ldots, z_{N-1}, z_N | x_1, \ldots, x_{N-1}, M_2)}{p(z_1, \ldots, z_{N-1}, z_N | x_1, \ldots, x_{N-1}, M_1)}$

That is, the Bayes factor can be computed from only considering the models involving $\mu_1, \sigma_1$ and $\mu_2, \sigma_2$.

This incremental modification of evidence, Bayes factors, and finest decompositions is also general, and follows directly from the independence test. It has been used in fast learning algorithms for DAGs [5, 6, 11], and a similar property for undirected graphs is given in [12]. This is developed below for the case of directed arcs and non-deterministic variables.

Lemma 1 For a graph $G$ in the context of Theorem 2 with no deterministic nodes, we have two nodes $U$ and $V$ such that $U$ is given. Consider adding/removing a directed arc from $U$ to $V$. We update the finest decomposition of $G$ as follows: There is a unique subgraph containing the unknown variables in parents($\text{chain-component}(V)$). To this subgraph add/delete an arc from $U$ to $V$, and add/delete $U$ to the subgraph if required.

We can therefore add shaded non-deterministic parents at will to nodes in a graph and the finest decomposition remains unchanged except for a few additional arcs. The use of hatched arcs in these contexts therefore causes no additional trouble to the decomposition process. That is, we form the finest decomposition for a graph with plates and hatched directed arcs as if the arcs where normal directed arcs, and the evidence is adjusted during the search by adding the different parents as required.

Bayes factors for the exponential family

The above results are useful, but to make use of them automatically we need to be able to generate Bayes factors or evidence for models. It generally holds that if a likelihood is in the exponential family, then the posterior distribution for the model parameters is also in the exponential family, although it is only really useful when the normalizing constant is readily computed. This holds for the Dirichlet, the conjugate to a multinomial, and the Gaussian-Wishart, the conjugate to a Gaussian [14]. We give the results here.

Let the normalizing constant for the distribution of Theorem 1 be $Z_1(\theta)Z_2$ where $Z_2$ is a constant part independent of $\theta$. Assume the prior on $\theta$ takes a conjugate form such as:

$$p(\theta | r, M) = \frac{f(\theta)}{Z_2(r)} \exp \left( \tau_{k+1} \log \frac{1}{Z_1(\theta)} + \sum_{i=1}^{k} \tau_i w_i(\theta) \right),$$

for some $k + 1$ dimensional parameter $r$, where $Z_2(r)$ is the appropriate normalizing constant and $f(\theta)$ is any function. Then the posterior distribution is also conjugate and the Bayes factor can be readily computed.

Lemma 2 Consider the context above. Then the model likelihood or evidence, given by evidence($M$) = $p(z_1, \ldots, z_N | y_1, \ldots, y_N, M)$, can be computed as:

$$\text{evidence}(M) = \frac{Z_2(r^*)}{Z_2(r)} \prod_{j=1}^{N} p(z_j | y_j, \theta) / p(\theta | r^*)$$

Learning mixed Bayesian networks

Class probability trees and discrete Bayesian networks can be learned efficiently by noticing that their basic form is exponential family [5, 4, 6, 11, 40]. Take, for instance, the family of models specified by the Bayesian network given in Figure 12. In this case, the Local Evidence Corollary, Corollary 2.1, applies. The evidence for Bayesian networks generated from this graph is therefore a product over the nodes in the Bayesian network. If we change a Bayesian network by adding or removing an arc, the Bayes factor is therefore simply the local Bayes factor for the node, as mentioned in the Incremental Decomposition Lemma, Lemma 1. Local search is then quite fast, and Gibbs sampling over the space of Bayesian networks is possible. A similar situation exists with trees [5]. The same results apply to any Bayesian network with exponential family distributions at each node, such as Gaussians, or a Poisson. Results for Gaussians and mixed discrete and Gaussian networks are presented, for instance, in [17, 3].

This local search approach is a MAP approach since it searches for the network structure maximizing posterior probability. We can do a more accurate approximation and generate a Markov chain of Bayesian networks from the search space of Bayesian networks. Because the Bayes factors are readily computed in this case, we can do Gibbs sampling or one of many other Markov chain Monte Carlo schemes. The scheme given below is the
Metropolis' algorithm [37], suggested because it only looks at single neighbors until a successor is found. This is done by repeating the following steps:

1. For the initial Bayesian network $G$, randomly select a neighboring Bayesian network $G'$ differing only by an arc.
2. Compute $\text{Bayes-factor}(G', G)$ by making the decompositions described in Theorem 2, and so doing a local computation as described in Lemma 1, and using the Bayes factors computed with Lemma 2.
3. Accept the new Bayesian network $G'$ with probability given by

$$
\min \left( 1, \text{Bayes-factor}(G', G)^\frac{p(G')}{p(G)} \right).
$$

If accepted, assign $G'$ to $G$, otherwise $G$ remains unchanged.

A local maxima Bayesian network could of course be found concurrently, however, this scheme generates a set of Bayesian networks appropriate for model averaging and expert evaluation of the space of potential Bayesian networks. Of course, initialization might search for local maxima to use as a reference.
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