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Abstract

Contextual bandits often provide simple and effective personalization in decision making problems, making them popular tools to deliver personalized interventions in mobile health as well as other health applications. However, when bandits are deployed in the context of a scientific study—e.g. a clinical trial to test if a mobile health intervention is effective—the aim is not only to personalize for an individual, but also to determine, with sufficient statistical power, whether or not the system’s intervention is effective. It is essential to assess the effectiveness of the intervention before broader deployment for better resource allocation. The two objectives are often deployed under different model assumptions, making it hard to determine how achieving the personalization and statistical power affect each other. In this work, we develop general meta-algorithms to modify existing algorithms such that sufficient power is guaranteed while still improving each user’s well-being. We also demonstrate that our meta-algorithms are robust to various model mis-specifications possibly appearing in statistical studies, thus providing a valuable tool to study designers.

1. Introduction

Mobile health applications are gaining more popularity due to easy access to smartphones and wearable devices. Mobile health applications can increase patients’ information access, improve patients’ communication with clinicians and help with self-monitoring. In mobile health applications, much of the initial research and development is done via clinical studies. In these safety-critical applications, it is crucial to determine whether or not a treatment has an effect on the health of the patient (i.e. whether or not such an effect exists). This property is known as *power* in the statistical literature: the probability of detecting an effect if it exists. A currently popular study design for assessing the treatment effect is the
micro-randomized trial Liao et al. (2016); Klasnja et al. (2015), in which an automated agent interacts in parallel with a number of individuals over a number of times. At each interaction point, the intervention (or lack of intervention), is chosen according to some apriori determined probability. This type of design allows the designer to observe the pattern of initial excitement/novelty effect followed by some disengagement that one would observe in a real deployment. The fact that each intervention is randomized also allows for rigorous statistical analysis to quantify the treatment effect. However, it is also true that certain interventions may be more effective in certain contexts for certain people, and this knowledge may not be captured in apriori randomization probabilities. Thus, another important goal in mobile health is to personalize these randomized probabilities to each user.

Contextual bandits provide an attractive tool for personalization in mobile health studies. They represent a middle ground between basic multi-arm bandits, which ignore the intervention contexts, and full Markov Decision Processes (MDPs), which may be hard to learn given limited data. In this work, we are interested in meeting the dual objective in mobile health where we not only want to personalize actions for the users, but we also want to guarantee the ability to detect whether an intervention has an effect (if the effect exists) for the study designers. Such situations arise frequently in mobile health studies: imagine a mobile app that will help patients manage their mental illness by delivering reminders to self-monitor their mental state. In this case, not only may we want to personalize reminders, but we also want to measure the marginal effect of reminders on self-monitoring. Quantifying these effects is often essential for downstream scientific analysis and development.

Currently, there exist algorithms that either have principled bounds on regret (e.g. Abbasi-Yadkori et al. (2011); Agrawal and Goyal (2012); Krishnamurthy et al. (2018)), which largely come from the Reinforcement Learning (RL) community, or aim to rigorously determine an effect (e.g. micro-randomized trials Liao et al. (2016); Klasnja et al. (2015); Kramer et al. (2019)), which have been a focus in the experimental design community. Practical implementation of these algorithms often results in tensions in mobile health applications: for regret minimization, one may make assumptions that are likely not true, but close enough to result in fast personalization. However, for treatment effect analysis, one must be able to make strong statistical claims in the face of a potentially non-stationary user—e.g. one who is initially excited by the novelty of a new app, and then disengages—as well as highly stochastic, hidden aspects of the environment—e.g. if the user has a deadline looming, or starts watching a new television series. It is not obvious whether an algorithm that does a decent job of personalization under one set of assumptions would guarantee desired power under more general assumptions.

In this work, we both rigorously guarantee that a trial will be sufficiently powered to provide inference about treatment effects (produce generalizable knowledge about a population of users) and minimize regret (improve each user’s well-being). In minimizing regret, each user represents a different task; the task is performed separately on the entire sample of users. Finally, mobile health studies and trials are expensive as each trial might be long. Thus not only must one be sufficiently powered, one must also leave open the option for post-hoc analyses via off-policy evaluation techniques; the latter implies that all action probabilities must be bounded away from 0 or 1.
Generalizable Insights for Machine Learning in the Context of Healthcare  We provide important tools for study designers in mobile health to achieve good personalization and power at the same time. Specifically, we introduce a novel meta-algorithm that can make simple adjustments to a variety of popular regret minimization algorithms such that sufficient power is guaranteed and we get optimal regret per user with respect to an oracle that selects from a class of power-preserving policies. The wrapper algorithm only makes slight changes to the original algorithms and works by selectively sharing the information with them. Although our focus in this paper is on mobile health, our analysis and methods apply to many settings where personalization and power are equally prioritized.

Structure  In Section 3, we provide necessary technical tools for this work. In Section 4 and 5, we provide theoretical analyses of our methods. In Section 6, we describe all experiment details and demonstrate our approaches on a realistic mobile health simulator based on HeartSteps Liao et al. (2016), a mobile health app designed to encourage users’ physical activities (we focus on simulations because real studies are expensive and demonstration of power estimation requires running a large number of studies to compute the proportion of times one correctly detects a treatment effect).

2. Related Work

Micro-randomized trial (MRT), which can be used to determine whether a treatment effect exists in a time-varying environment, is a popular method in mobile health to inform the development of system intervetions Li et al. (2020); Bell et al. (2020); NeCamp et al. (2020); Liao et al. (2016). For example, Li et al. (2020) used MRT to promote long term engagement of users in mobile health to help data collection. Bell et al. (2020) used MRT to assess if in Drink Less, a behavior change app that helps users reduce alcohol consumption, sending a message at night increases behavioral engagement. However, in these studies, the randomized probabilities are fixed and the treatment plans are not personalized for users.

There is a body of works focusing on ways to quantify properties of various arms of a bandit. Some works estimate the means of all arms (Carpentier et al., 2011) while others focus on best-arm identification to find the best treatment with confidence (Audibert and Bubeck, 2010). Best-arm identification has been applied to both stochastic and adversarial settings (Abbasi-Yadkori et al., 2018; Lattimore and Szepesvari, 2019). However, these algorithms typically personalize little if at all, and thus can result in high regret.

Other works focus on minimizing regret without considering testing hypotheses related to treatment effectiveness. While there exists a long history of optimizing bandits in RL (Abbasi-Yadkori et al., 2011; Agrawal and Goyal, 2012), perhaps most relevant are more recent works that can achieve optimal first order regret rates in highly stochastic, even adversarial settings (Lattimore and Szepesvari, 2019; Krishnamurthy et al., 2018; Greenewald et al., 2017). Our approach also provides power guarantees in those challenging settings without significant increase in regret.

Finally, other works consider different simultaneous objectives. Erraqabi et al. (2017) consider arm value estimation jointly with regret minimization. Nie et al. (2018); Deshpande et al. (2018); Hadad et al. (2019) consider how to accurately estimate the means or provide confidence intervals with data collected via adaptive sampling algorithms. At a high level, most similar to this work is that of Williamson et al. (2017); Villar et al. (2015); Degenne et al.
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(2019). All of them assume multi-arm bandits while for regret minimization, we consider contextual bandits and for statistical analysis, we assume very general settings common in the mobile health where the environments can be non-stationary and highly stochastic. Williamson et al.; Villar et al. consider the task of assigning treatments to \( N \) individuals so as to minimize regret (i.e., maximize success rate). They consider heuristic alternatives to improve power but not guarantee it while our work provides theoretical guarantees for a stated power. Degenne et al. consider best arm identification with regret minimization with application to A/B testing. They studied one particular algorithm while we develop several meta-algorithms that allow us to adapt a broad range of existing algorithms.

To our knowledge, we are the first to consider the two following tasks: a sequential decision problem per user with the goal to minimize regret during the study while guaranteeing the power to detect a marginal (across the users) effect after the study is over. We guarantee the latter in a non-stationary and stochastic setting.

3. Technical Preliminaries: Notation, Model, and Statistical Setting

In this section, we lay out the formal notations and assumptions for our work. We then develop our methods in Sections 4 and 5 before moving on to the results in the context of a mobile health simulator. A critical point in all of the following is that it is quite common for study designers to consider two different sets of assumptions when designing their intervention algorithms and conducting treatment effect analyses. When it comes to maximizing personalization for each user, designers may make stronger assumptions—e.g. use a model with fewer parameters—that allow for faster exploration and learning. However, for the statistical analysis of the treatment effect, the study designers will want to ensure that their study is sufficiently powered even if the environment is stochastic, non-stationary, and future contexts can depend on past ones—all of which are common in mobile health and other applications. Here and in Section 4, we will consider these very general settings for our power analyses. In Section 5, we will consider a variety of additional assumptions that might be made by the regret minimization algorithms. For example, Action-Centered Thompson Sampling (Greenewald et al., 2017) and Semi-Parametric Contextual Bandit (Krishnamurthy et al., 2018) assume that the treatment effect only depends on the current context while our setting for power guarantees allows it to be a function of full history. We also allow correlated reward noise across time.

Basic Notation  We consider a collection of histories \( \{H_{nt}\}_{n=1}^N \) consisting of \( N \) users, each with \( T \) steps, where \( H_{nt} = (C_{n0}, A_{n0}, R_{n0}, C_{n1}, A_{n1}, R_{n1}, \ldots, C_{nt}) \), \( t \leq T \) is the history of user \( n \) up to time step \( t \); \( C_{nt} \) denotes the context of user \( n \) at time step \( t \), \( A_{nt} \in \{0, 1\} \) denotes the binary action (no intervention and intervention), and \( R_{nt} \) denotes the reward. The potential rewards are \( (R_{nt}(0), R_{nt}(1)) \). The reward \( R_{nt} \) is a composite of the potential rewards and the action, \( A_{nt}: R_{nt} = R_{nt}(A_{nt}) \). For each user, a contextual bandit algorithm uses a policy \( \pi_t \) which is a function constructed from the user’s prior data \( H_{n,t-1}, A_{n,t-1}, R_{n,t-1} \), in order to select action \( A_{nt} \) based on the current context \( C_{nt} \) (i.e. \( P(A_{nt} = 1) = \pi_t(C_{nt}) \)). We write the policy \( \pi_t(C_{nt}) \) as \( \pi_{nt} \) for short in the following text.

In this work, we will require policies to have action probabilities in some \([\pi_{\min}, \pi_{\max}]\) bounded away from 0 and 1. In mobile health where clinical trials are often expensive, this policy class is preferred—and often required—by scientists who wish to preserve their ability
to perform unspecified secondary analyses (Thomas and Brunskill, 2016; Su et al., 2019) and causal inference analyses (Boruvka et al., 2018). We also run the algorithm for each user separately. Although it is possible to analyze the treatment effect with adaptively collected data Nie et al. (2018); Deshpande et al. (2018); Hadad et al. (2019), in mobile health, correctly accounting for treatment effect when combining data over users is nontrivial since users may enter the study at different times. Furthermore, some works have found that for online detection and prediction, user-specific algorithms work better than population-based algorithms (Dallery et al., 2013; Korinek et al., 2018; Albers et al., 2017).

Preliminaries: Environment and Notation for Statistical Analyses In the contextual bandits literature, linear models are often preferred because they are well understood theoretically and easy to implement. However, in real life, linear models are often insufficient to model rewards accurately, and domain scientists wish to make as few assumptions as practically possible when testing for treatment effects.

In this work, we consider a semiparametric linear contextual bandit setting, which provides a middle ground between linear models and fully flexible models. In this setting, the reward function is decomposed into an action-dependent linear treatment effect term, which preserves nice theoretical properties for rigorous statistical analyses, and an action-independent marginal reward term, which constructs a reward model accurately.

For the treatment effect, we assume it satisfies

$$
\mathbb{E}[R_{nt}(1)|H_{nt}] - \mathbb{E}[R_{nt}(0)|H_{nt}] = Z_t^\top(H_{nt})\delta_0,
$$

where $Z_t(H_{nt})$ is a set of features that are a known function of the history $H_{nt}$ and $\delta_0$ is a vector encodes the information of treatment effect. Importantly, the feature vector $Z_t(H_{nt})$ is independent of the present action, $A_{nt}$, but may depend on prior actions. We assume that an expert defines what features of a history may be important for the reward but make no assumptions about how the history itself evolves. We assume the histories $\{H_{nt}\}_{n=1}^N$ are independent and identically distributed as we run algorithms on each user separately. However, there may be dependencies across time within a specific user. Finally, we assume that the variance of potential rewards is finite ($\text{Var}_a[R_{nt}(a)|H_{nt}] < \infty$ for $a \in \{0, 1\}$ and $t = 1, \ldots, T$). We denote the marginal reward over treatments, $\mathbb{E}[R_{nt}|H_{nt}]$, by $\gamma_t(H_{nt})$, which can be a complex non-linear function of the history $H_{nt}$. We discuss how to approximate $\gamma_t(H_{nt})$ later. In the following text, we write the features $Z_t(H_{nt})$ as $Z_{nt}$ and the marginal reward $\gamma_t(H_{nt})$ as $\gamma_{nt}$ for short. In fact, the reward function can be written as,

$$
\mathbb{E}[R_{nt}|A_{nt}, H_{nt}] = \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^\top\delta_0 \quad \text{(Appendix A.1)}.
$$

Preliminaries: Hypothesis Testing. In statistics, hypothesis testing is the act of testing an assumption about the population based on observations collected from an experiment. In this work, we are interested in testing if there exists a treatment effect. Our goal is to test between the null hypothesis $H_0$, which proposes there is no treatment effect ($H_0 : \delta_0 = 0$), and the alternate hypothesis $H_1$, which proposes there is a treatment effect ($H_1 : \delta_0 \neq 0$). Hypothesis testing is often analyzed in terms of Type 1 error and power. The Type 1 error is the probability of finding a treatment effect when there is no effect ($P(\text{Reject } H_0| H_0 \text{ is True})$), and the power is the probability of detecting a treatment effect when an effect exists ($P(\text{Reject } H_0| H_1 \text{ is True})$). Prior to data collection, power analysis is
used to compute the number of samples needed to achieve a particular level of power (if an effect exists).

**Preliminaries: Test Statistic.** To identify if we can reject the null hypothesis, we need to construct a test statistic that allows us to compare the sample data with what is expected under the null hypothesis. Drawing on one used in multiple micro-randomized trials in mobile health (Liao et al., 2016; Boruvka et al., 2018; Klasnja et al., 2019; Bidargaddi et al., 2018), we construct a test statistic that requires minimal assumptions to guarantee the desired Type 1 error and the desired power. The construction assumes the treatment effect model in Equation 1. Next we construct a “working model” for the marginal reward $\gamma_{nt}$:

$$E[R_{nt}|H_{nt}] = \gamma_{nt} = B_{nt}^T \gamma_0,$$

for some vector $\gamma_0$ and $B_{nt}$, which is a feature vector provided by experts constructed from the history $H_{nt}$ and is different from $Z_{nt}$.

Let $\theta = \begin{bmatrix} \gamma \\ \delta \end{bmatrix}$. Our test statistics $\hat{\theta} = \begin{bmatrix} \hat{\gamma} \\ \hat{\delta} \end{bmatrix}$ will minimize

$$L(\theta) = \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta)^2}{\pi_{nt}(1 - \pi_{nt})}$$

where $X_{nt} = \begin{bmatrix} B_{nt} \\ (A_{nt} - \pi_{nt})Z_{nt} \end{bmatrix} \in \mathcal{R}^{(p+q)\times 1}$, and $p, q$ are the dimensions of $B_{nt}, Z_{nt}$ respectively. Setting $\partial L(\theta)/\partial \theta = 0$ gives the solution for $\hat{\theta}$:

$$\hat{\theta} = \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{X_{nt}X_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right)^{-1} \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{R_{nt}X_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right)$$

(4)

Since we are mainly interested in detecting the treatment effect, we focus on properties of $\hat{\delta}$, which is the estimator of $\delta_0$. The loss function in Equation 3 centers the action by $A_{nt} - \pi_{nt}$. This results in an unbiased estimator of $\delta_0$ even when the model in Equation 2 is false (Boruvka et al., 2018). The asymptotic distribution of $\sqrt{N}(\hat{\delta} - \delta_0)$ is as follows:

**Theorem 1** Under the assumptions in this section, and the assumption that matrices $E[\sum_{t=1}^{T} Z_{nt}Z_{nt}^T], E\left[\sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})}\right]$ are invertible, the distribution of $\sqrt{N}(\hat{\delta} - \delta_0)$ converges, as $N$ increases, to a normal distribution with 0 mean and covariance $\Sigma_\delta = QW^{-1}Q$, where $Q = E \left[\sum_{t=1}^{T} Z_{nt}Z_{nt}^T\right]^{-1}$, and

$$W = E \left[\sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}}{\pi_{nt}(1 - \pi_{nt})} \times \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right],$$

where $\gamma^* = E \left[\sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})}\right]^{-1} E \left[\sum_{t=1}^{T} \frac{B_{nt}R_{nt}}{\pi_{nt}(1 - \pi_{nt})}\right]$ and $\theta^* = \begin{bmatrix} \delta_0 \\ \gamma^* \end{bmatrix}$. 


Proof The proof is a minor adaptation of Boruvka et al. (2018) (Appendix Section A.2).

The covariance matrix, $\Sigma_{\delta}$, can be estimated from the data using standard methods. Denote the estimator of $\Sigma_{\delta}$ by $\hat{\Sigma}_{\delta}$ (See Section 6.2, for $\hat{\Sigma}_{\delta}$). Under the null hypothesis $\delta_0 = 0$, the statistic $N\delta^T\hat{\Sigma}_{\delta}^{-1}\delta$ asymptotically follows a $\chi^2_p$ where $p$ is the number of parameters in $\delta_0$. Under the alternate hypothesis $\delta_0 = \delta$, $N\delta^T\Sigma_{\delta}^{-1}\delta$ has an asymptotic non-central $\chi^2$ distribution with degrees of freedom $p$ and non-centrality parameter $c_N = N\delta\Sigma_{\delta}^{-1}\delta$. The Type 1 error is the percentage of times that the null hypothesis is incorrectly rejected; power is the percentage of times that the null hypothesis is correctly rejected.

4. Power Constrained Bandits

In clinical studies of mobile health where the number of trials is often limited, if the amount of exploration, which is controlled by the intervention probability $\pi_{nt}$ is insufficient, we won’t be able to determine the treatment effect. That is, to guarantee sufficient power, each treatment option needs to be tried at least some minimal number of times. In this section, we develop a set of constraints on the randomized probability of the intervention $\pi_{nt}$ which guarantees sufficient power.

We start by proving the intuition that sufficient power requires an intervention probability $\pi_{nt}$ that ensures each option is tried enough times: for a fixed randomization probability $\pi_{nt} = \pi \in (0, 1)$, for all $n$, $t$, there exists a $\pi_{min}$ and a $\pi_{max}$ ($\pi_{min} \leq \pi_{max}$) such that when $\pi$ is $\pi_{min}$ or $\pi_{max}$, the experiment is sufficiently powered. Conceptually, if the intervention probability $\pi_{nt}$ is too close to 0 or 1, then we will not see one of the alternatives often enough to detect an effect of the intervention.

**Theorem 2** Let $\epsilon_{nt} = R_{nt} - X_{nt}^\top \theta^*$ where $\theta^*$ is defined in Theorem 1. Assume that the working model in Equation 2 is correct. Further assume that $E[\epsilon_{nt}|A_{nt}, H_{nt}] = 0$ and $\text{Var}(\epsilon_{nt}|H_{nt}, A_{nt}) = \sigma^2$. Let $\alpha_0$ be the desired Type 1 error and $1 - \beta_0$ be the desired power. Set

$$\pi_{min} = 1 - \frac{\sqrt{1 - 4\Delta}}{2}, \quad \pi_{max} = 1 + \frac{\sqrt{1 - 4\Delta}}{2}, \quad \Delta = \frac{\sigma^2 c_{\beta_0}}{N\delta_0^T E\left[\sum_{t=1}^T Z_{nt} Z_{nt}^\top\right] \delta_0}.$$

We choose $c_{\beta_0}$ such that $1 - \Phi_{p,c_{\beta_0}}(\Phi^{-1}_p(1 - \alpha_0)) = \beta_0$, where $\Phi_{p,c_{\beta_0}}$ denotes the cdf of a non-central $\chi^2$ distribution with d.f. $p$ and non-central parameter $c_{\beta_0}$, and $\Phi^{-1}_p$ denotes the inverse cdf of a $\chi^2$ distribution with d.f. $p$. For a given trial with $N$ subjects each over $T$ time units, if the randomization probability is fixed at $\pi_{nt} = \pi_{min}$ or $\pi_{max}$, the resulting Type 1 error converges to $\alpha_0$ as $N \rightarrow \infty$ and the resulting power converges to $1 - \beta_0$ as $N \rightarrow \infty$.

Proof (Sketch) The rejection region for $H_0: \delta_0 = 0$ is \{ $N\delta^T\hat{\Sigma}_{\delta}^{-1}\delta > \Phi^{-1}_p(1 - \alpha_0)$ \}, which results in the Type 1 error of $\alpha_0 = \Phi_p(\Phi^{-1}_p(1 - \alpha_0))$, and the power of

$$1 - \beta_0 = 1 - \Phi_{p,c_{N}}(\Phi^{-1}_p(1 - \alpha_0)) \quad (5)$$
where $c_N = N\delta_0^T\Sigma^{-1}_0\delta_0$. The formula for $\Sigma_\delta$ is in Theorem 1, thus we only need to solve for $\pi_{\min}, \pi_{\max}$ when we substitute the expression for $\Sigma_\delta$ in $c_N$ (full analysis in Appendix A.3).

Violations of assumptions listed in Theorem 2 have an effect on the robustness of the power guarantee. For example, although for the test statistic defined in Theorem 1 to possess the desired Type 1 error, we do not need the working model in Equation 2 to be correct, the choice of $B_{nt}$ can have an effect on the robustness of power guarantee (Appendix A.5). Calculations in Theorem 2 also requires a correct treatment effect model. In some cases, such as in the work of Liao et al. (2016), $Z_{nt}$ may be available in advance of the study. In other cases, the study designer will need to specify a set of plausible models and determining the power for some fixed randomization probability will require finding the worst-case $E[\sum_t Z_{nt}Z_{nt}^T]$. If the average treatment effect, $\frac{1}{T}E[\sum_{t=1}^T Z_{nt}^T\delta_0]$, is overestimated, it will result in lower power ($\Delta$ increases) because more exploration is needed. Additionally, if the noise variance, $\sigma^2$, is underestimated, the resulting power will also be lower (since $\Delta$ increases) because less exploration is required in a less noisy environment. In Section 6.3, we show that our power guarantees are robust to these possible violations: There is still a reasonable proportion of times that the treatment effect (if it exists) can be detected.

Next, we prove that as long as each randomization probability $\pi_{nt} \in [\pi_{\min}, \pi_{\max}]$, the power constraint will be met. Our proof holds for any selection strategy for $\pi_{nt}$, including ones where the policy is adversarially chosen to minimize power based on the subject’s history $H_{nt}$. Having the condition across myriad ways of choosing $\pi_{nt}$ is essential to guaranteeing power for any contextual bandit algorithm that can be made to produce clipped probabilities.

**Theorem 3** With the same set of assumptions in Theorem 2, given $\pi_{\min}, \pi_{\max}$ we solved for above, if for all $n$ and all $t$ we have that $\pi_{nt} \in [\pi_{\min}, \pi_{\max}]$, then the resulting power will converge to a value no smaller than $1 - \beta_0$ as $N \rightarrow \infty$.

**Proof** (Sketch) The right hand side of Equation 5 is monotonically increasing with respect to $c_N$. The resulting power will be no smaller than $1 - \beta_0$ as long as $c_N \geq c_{\beta_0}$. This holds when $\pi_{nt} \in [\pi_{\min}, \pi_{\max}]$. The full proof is in Appendix A.4.

5. Regret with Power-Constrained Bandits

When running a mobile health study, the study designer may already know that certain regret minimization algorithms with certain assumptions will work well in their particular domain. These assumptions often come from knowledge about the domain and the designer’s experience from prior studies. Our contribution in this section is to provide very general ways for study designers to take their preferred contextual bandit algorithm and adapt it such that (a) one can perform sufficiently powered analyses of the treatment effect under very general assumptions and (b) the contextual bandit algorithm retains its original regret guarantees (among the set of algorithms that give sufficient powers).

Said more formally, in Section 4, we provided an algorithm-agnostic way to guarantee a study’s power constraints were met, in the very general setting described in Section 3. In practice, to facilitate personalized treatment design, developers often use bandit algorithms that make more specific environment assumptions than power analyses do. Now, we consider,
with the power constraints, how well we can do with respect to regret under the bandit algorithm’s environment assumptions. Because we are constrained to policies that guarantee a certain amount of exploration, our goal is to preserve regret rates, now with respect to a clipped oracle, i.e. an oracle whose action probabilities $\pi_{nt}$ lie within $\pi_{\min}$ and $\pi_{\max}$. We first present some specific algorithms in which we can preserve regret rates with respect to a clipped oracle by simply clipping the action selection probability to lie in $[\pi_{\min}, \pi_{\max}]$. We then present very general wrapper algorithms with formal analyses that allow us to adapt a large class of existing algorithms while preserving regret rates.

We formally define the regret as,

$$\text{reg} = \mathbb{E} \left[ \sum_{t=1}^{T} \max_{a, \pi^*} \mathbb{E}[R_{nt} | A_{nt} = a, H_{nt}] \right] - \mathbb{E} \left[ \sum_{t=1}^{T} R_{nt} \right]$$

(6)

where $a \in \{0, 1\}$, $\pi^* \in [0, 1]$, and the regret with respect to clipped oracle as

$$\text{reg}_{c} = \mathbb{E} \left[ \sum_{t=1}^{T} \max_{a, \pi^*} \mathbb{E}[R_{nt} | A_{nt} = a, H_{nt}] \right] - \mathbb{E} \left[ \sum_{t=1}^{T} R_{nt} \right]$$

(7)

where $a \in \{0, 1\}$, $\pi^* \in [\pi_{\min}, \pi_{\max}]$.

5.1. Regret Rates of Specific Algorithms with Probability Clipping

Before getting into the very general case (Section 5.2), we note that in some cases, one can simply clip action probabilities and still achieve optimal regret with respect to a clipped oracle. For example, Action-Centered Thompson Sampling (ACTS (Greenewald et al., 2017)) and Semi-Parametric Contextual Bandits (BOSE (Krishnamurthy et al., 2018)) have optimal first order regret with respect to a clipped oracle if one clips probabilities. Both algorithms perform in non-stationary, adversarial settings where the features and rewards are a function of the current context $C_{nt}$ (unlike our full history $H_{nt}$). BOSE further assumes the noise term is action independent. Neither algorithms consider power; using our probabilities will result in optimal regret and satisfy the required power guarantees at the same time.

Other cases are more subtle but still work: for example, we can prove that clipped Linear Stochastic Bandits (OFUL) preserves regret with respect to a clipped oracle (the proof involves ensuring optimism under the constraint, see Appendix A.6).

5.2. Regret Rate of General Power-PreservingWrapper Algorithms

The above cases require a case-by-case analysis to determine if clipping probabilities would preserve regret rates (with respect to a clipped oracle). Now we describe how to adapt a wide variety of bandit algorithms in a way that (a) guarantees sufficient power and (b) preserves regret rates with respect to a clipped oracle.

We first present the main meta-algorithm, data dropping, where information is selectively shared with the algorithm. The key to guaranteeing good regret with this wrapper for a broad range of input algorithms $\mathcal{A}$ is to ensure that the input algorithm $\mathcal{A}$ only sees samples that match the data it would observe if it was making all decisions. Denote the action probability given by a bandit algorithm $\mathcal{A}$ as $\pi_{\mathcal{A}}(C_{nt})$. The algorithm works as follows:
Meta-Algorithm: Selective Data Dropping.

1. Produce $\pi_A(C_{nt})$ as before. If sampling $A_{nt} \sim \text{Bern}(\pi_A(C_{nt}))$ would have produced the same action as sampling $A'_{nt} \sim \text{Bern}(\text{clip}(\pi_A(C_{nt})))$ (see detailed algorithm description in Appendix A.7 as to how to do this efficiently), then perform $A_{nt}$; else perform $A'_{nt}$.

2. The algorithm $A$ stores the tuple $C_{nt}, A_{nt}, R_{nt}$ if $A_{nt}$ was performed; else it stores nothing from that interaction.

3. The scientist always stores the tuple $C_{nt}, A'_{nt}, R_{nt}$

**Theorem 4** Given input $\pi_{\text{min}}, \pi_{\text{max}}$ and a contextual bandit algorithm $A$. Assume algorithm $A$ has a regret bound $R(T)$ and that one of the following holds for the setting $B$: (1) under $B$ the data generating process for each context is independent of history, or (2) under $B$ the context depends on the history, and the bound $R$ for algorithm $A$ is robust to an adversarial choice of context.

Then our wrapper algorithm will (1) return a dataset that satisfies the desired power constraints under the data generation process of Section 3 and (2) has expected regret no larger than $R(\pi_{\text{max}}T) + (1 - \pi_{\text{max}})T$ if assumptions of $B$ are satisfied in the true environment.

**Proof** (Sketch) The key to guaranteeing good regret with this wrapper for a broad range of input algorithms $A$ is in deciding what information we share with the algorithm. The context-action-reward tuple from that action is only shared with the input algorithm $A$ if $A$ would have also made that same decision. This process ensures that the input algorithm $A$ only sees samples that match the data it would observe if it was making all decisions. Hence, the environment $\Omega$ remains closed when data are dropped and the expected regret rate is no worse than $R(\pi_{\text{max}}T)$ with respect to a clipped oracle. The full proof is in Appendix Section A.7.

The data dropping strategy can be applied to two general classes of algorithms described in Theorem 4 (e.g. OFUL belongs to setting (1), ACTS and BOSE belong to setting(2)). It is simple to implement and gives good regret rates (Section 6.3). In addition to data dropping, there are alternative ways to adapt algorithms and still preserve the regret rates with respect to a clipped oracle. Next, we present another simple meta-algorithm, action flipping, which encourages exploration by taking the action output by any algorithm and flipping it with some probability. While action flipping has nice asymptotic properties, in Section 6.3, we will see that it can result in extra power and high regret due to over-exploration and extra stochasticity of the agent’s perceived environment.

**Meta-Algorithm: Action-Flipping.** The pseudocode is given as follows:

1. Given current context $C_{nt}$, algorithm $A$ produces action probabilities $\pi_A(C_{nt})$

2. Sample $A_{nt} \sim \text{Bern}(\pi_A(C_{nt}))$.

3. If $A_{nt} = 1$, sample $A'_{nt} \sim \text{Bern}(\pi_{\text{max}})$. If $A_{nt} = 0$, sample $A'_{nt} \sim \text{Bern}(\pi_{\text{min}})$.

4. We perform $A'_{nt}$ and receive reward $R_{nt}$. 

5. The algorithm $A$ stores the tuple $C_{nt}, A_{nt}, R_{nt}$. (Note that if $A_{nt}$ and $A'_{nt}$ are different, then, unbeknownst to the algorithm $A$, a different action was actually performed.)

6. The scientist stores the tuple $C_{nt}, A'_{nt}, R_{nt}$ for their analysis.

Let $A'_{nt} = G(A_{nt})$ denote the stochastic transformation by which the wrapper above transforms the action $A_{nt}$ from algorithm $A$ to the new action $A'_{nt}$. Suppose that the input algorithm $A$ had an regret rate $R(T)$ for a set of environments $\Omega$ (e.g. assumptions on distributions of $\{C_{nt}, R_{nt}(0), R_{nt}(1)\}^T_{t=1}$). We give conditions under which the altered algorithm $A'$, as described above, will achieve the same rate against a clipped oracle:

**Theorem 5** Given $\pi_{\min}, \pi_{\max}$ and a contextual bandit algorithm $A$, assume that algorithm $A$ has expected regret $R(T)$ for any environment in $\Omega$, with respect to an oracle $O$. If there exists an environment in $\Omega$ such that the potential rewards, $R'_{nt}(a) = R_{nt}(G(a))$, for $a \in \{0, 1\}$, then the wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have expected regret no larger than $R(T)$ with respect to a clipped oracle $O'$.

**Proof** (Sketch) Our wrapper algorithm makes the input algorithm $A$ believe that the environment is more stochastic than it is. If algorithm $A$ achieves some rate in this more stochastic environment, then it will be optimal with respect to the clipped oracle. Full proof in Appendix Section A.8.

There exists many environments $\Omega$ which are closed under the reward transformation above, including Abbasi-Yadkori et al. (2011); Agrawal and Goyal (2012); Langford and Zhang (2007). In Appendix A.8, we describe a large number of settings, including stochastic contextual bandits and adversarial contextual bandits, in which this wrapper could be used.

### 6. Experiments & Results

In clinical studies, power analyses are often conducted before the data collection process to help the scientists to determine the smallest sample size that is needed in order to detect a certain level of treatment effect. To estimate the power accurately, multiple runs of a study are needed to compute the proportion of times a treatment effect is detected (if it exists). Collecting preliminary data for this process would often be prohibitively expensive and thus simulations are often used for power analyses. In this work, we demonstrate the properties of our power-constrained bandits on a realistic mobile health simulator.

#### 6.1. Realistic Mobile Health Simulator

To demonstrate our approaches on real life tasks, we utilize a mobile health simulator that was introduced in Liao et al. (2016) and was motivated by the HeartSteps mobile health application. HeartSteps aims to encourage physical activities in users by sending suggestions for a walk tailored to the user’s current context, such as user’s location and current events based on the user’s calendar. The suggestions will be sent during morning commute, mid-day, mid-afternoon, evening commute, and post-dinner times, which encourages the user to take.

1. Our code is public at https://github.com/dtak/power-constrained-bandits-public.
a walk in the next few hours. Our mobile health simulator mimics the data generating process of HeartSteps. In this task, we aim to detect a certain amount of treatment effect (how much more physically active users become on average) as well as increase physical activity for each user as much as possible.

In real studies, the number of users and study length will be provided by domain experts. In our simulations, we chose a sample size that is close to real life and is large enough so that the power constraint will be met under maximal exploration (when $\pi=0.5$). Specifically, we collected $N=20$ users and each simulated user $n$ participates for 90 days. The action $A_{nt}=1$ represents a message is delivered while $A_{nt}=0$ represents not, and the reward $R_{nt}$ represents the square root of the step count at day $t$. The marginal reward, $\gamma_{nt}$, decreases linearly over time as people engage more at the start of the study. The feature vector $Z_{nt}$ is created by experts such that the treatment effect $Z_{nt}^{\top}\delta_0$ starts small at day 0, as people have not developed the habits of increasing physical activity, then peaks at day 45, and decays to 0 at day 90 as people disengage. The noise $\epsilon_{nt}$ follows an AR(1) process. We generated 1,000 simulated data based on a desired standard error level. Generating multiple datasets corresponds to running a specific study multiple times, which allows us to calculate how often—if one could run a study multiple times—one would correctly detect the treatment effect. The desired Type 1 error is set to $\alpha_0 = 0.05$ and the desired power to $1 - \beta_0 = 0.8$.

See simulation details in Appendix C.1.

6.2. Test Statistics, Baselines and Metrics

**Test Statistic Calculation** To calculate the test statistic $N\hat{\delta}^{\top}\hat{\Sigma}_{\hat{\delta}}^{-1}\hat{\delta}$, $\hat{\delta}$ and $\hat{\Sigma}_{\hat{\delta}}$ are needed. For the $s^{th}$ simulation dataset, $\hat{\delta}(s)$ can be obtained from $\hat{\theta}(s)$ where $\hat{\theta}(s)$ is estimated with Equation 4. With all simulated datasets, $\hat{\Sigma}_{\hat{\delta}}$ can be obtained from $\hat{\Sigma}_{\hat{\delta}} = \begin{bmatrix} \hat{\Sigma}_\gamma & \hat{\Sigma}_{\gamma\delta} \\ \hat{\Sigma}_{\delta\gamma} & \hat{\Sigma}_\delta \end{bmatrix}$ where $\hat{\Sigma}_\theta$ is estimated with

$$
\hat{\Sigma}_\theta = \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} X_{nt}X_{nt}^\top \pi_{nt}(1-\pi_{nt}) \right)^{-1} \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \hat{\epsilon}_{nt}X_{nt} \right)
\times \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \hat{\epsilon}_{nt}X_{nt}^\top \pi_{nt}(1-\pi_{nt}) \right)^{-1}
\times \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} X_{nt}X_{nt}^\top \pi_{nt}(1-\pi_{nt}) \right)^{-1}
\times \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} X_{nt}X_{nt}^\top \pi_{nt}(1-\pi_{nt}) \right)^{-1} \tag{8}
$$

where $\hat{\epsilon}_{nt} = R_{nt} - X_{nt}^\top \hat{\theta}$. Equation 8 is derived in Appendix Section A.2. The test statistics $\{N\hat{\delta}(s)^{\top}\hat{\Sigma}_{\hat{\delta}}^{-1}\hat{\delta}(s)\}_{s=1}^{1000}$ follow the distribution in Section 3.

**Baselines** To our knowledge, bandit algorithms with power guarantees are novel. Thus, we compare our power-preserving strategies applied to various algorithms focused on minimizing regret: ACTS, BOSE, and linear Upper Confidence Bound (linUCB (Chu et al., 2011), which is similar to OFUL but simpler to implement and more commonly used in practice). We also include the performance of a Fixed Policy ($\pi_{nt} = 0.5$ for all $n$, $t$), a clipped (power-preserving) oracle, and standard (non-power preserving) oracle (details in Appendix B).

**Metrics** For each algorithm, we compute the resulting Type 1 error, the resulting power (under correct and incorrect specifications of various model assumptions in Section 3), the regret with respect to a standard oracle (Equation 6), the regret with respect to a clipped oracle (Equation 7), and the average return $\left( \text{AR} = \mathbb{E} \left[ \sum_{t=1}^{T} R_{nt} \right] \right)$. 
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**Hyperparameters** All the algorithms require hyperparameters, which are selected by maximizing the average return. The same parameter values are used in the adapted and non-adapted versions of the algorithms. (All hyperparameter settings in Appendix D.1).

### 6.3. Results

Figure 1: (a) Type 1 error (Mobile Health) (b) Average Return v.s. Power (Mobile Health)

- **Type 1 error** with 95% Confidence Interval: We denote estimated Type 1 error as \( \hat{\alpha}_0 \). 95% C.I. = \( 2\sqrt{\hat{\alpha}_0(1-\hat{\alpha}_0)/S} \) where \( S = 1000 \). The red dashed line denotes the desired Type 1 error and the black bar denotes 95% C.I.. We see that some Type 1 errors are slightly higher than 0.5.

- **Average Return** v.s. Resulting power: \( x \)-axis denotes average return and \( y \)-axis denotes the resulting power. Clipping preserves the power. Power tends to decrease as average return increases. BOSE has the best power with the worst average return. ACTS and linUCB perform similarly in term of power and average return.

**When there is no treatment effect, we recover the correct Type 1 error.**

Before power analysis, a basic but critical question is whether we achieve the correct Type 1 error when there is no treatment effect. We have shown in Theorem 3 that Type 1 error will be trivially guaranteed when the null hypothesis is true. In Figure 1(a), we see that when there is no treatment effect (the messages delivered fail to encourage the user for more physical activity), some Type 1 errors are slightly higher than 0.05. This makes sense as the estimated covariance \( \hat{\Sigma}_\delta \) is biased downwards due to sample size (Mancl and DeRouen, 2001); if needed, this could be controlled by various adjustments or by using critical values based on Hotelling’s \( T^2 \) distribution instead of \( \chi^2 \) distribution.

**When there is a treatment effect, we recover the correct power if we guessed the effect size correctly.**

From Figure 1(b), we see that, without clipping, the desired power cannot be achieved while clipped algorithms recover the correct power (All crosses are below the red line while all circles are above). Fixed Policy (\( \pi = 0.5 \)) achieves the highest power because the exploration is maximal. Clipped BOSE performs similarly to Fixed Policy. For both clipped ACTS and clipped linUCB, the power is approximately 0.80. Our test statistic relies on a stochastic policy (Theorem 1) and is thus not compatible with linUCB’s deterministic policy.

**There can be a trade-off between regret and the resulting power.** Figure 1(b) also shows that the average return often increases as the power decreases overall. For example, Fixed Policy (\( \pi = 0.5 \)) gives us the highest power but the lowest average return. Without probability clipping, ACTS and BOSE achieve higher average return but result in
Figure 2: Robustness of power guarantees: (a) Effect of mis-estimated treatment effect size on power: When $Z_t \delta_{\text{est}} < Z_t \delta_0$, power is higher and when $Z_t \delta_{\text{est}} > Z_t \delta_0$, power is lower. Clipped BOSE is the most robust algorithm of all. (b) Effect of mis-specified noise model on power: All algorithms are robust to the specific noise mis-specification in mobile health with all bars meeting the red dashed line. (c) Effect of marginal reward model mis-specification: All the algorithms are robust to marginal reward mis-specification with fixed policy decrease the most. (d) Effect of treatment effect model mis-specification on power: excluding a key feature can have a large impact on the power with clipped linUCB dropping to around 0.4.

less power. For clipped BOSE, the decrease in average return is not significant: the users take around 100 steps less on each day in average.

The power is reasonably robust to a variety of model mis-specifications, e.g. mis-estimated treatment effect size, mis-estimated noise level, mis-specified marginal reward model (Equation 2) and treatment effect model (Equation 1).

Treatment effect size mis-specification. We tested when the estimated treatment effect is larger and smaller than the true treatment effect (The message encourages the users to have more or less physical activities than they truly do). As expected from Theorem 2, Figure 2(a) shows that underestimation results in more exploration, and thus higher power while overestimation results in less exploration and lower power.

Noise Model Mis-specification. We test the robustness of power against mis-estimated noise variance. For this experiment, we set up the simulator in a way to mimic the data pattern that during the weekend, the user’s behavior has more stochasticity due to less motivation. Specifically, we let the noise variance of the weekend to be $1.5^2$ larger than that of the weekdays. The estimated variance is calculated using the average variance over time $\sigma^2_{\text{est}} = \frac{1}{T} \sum_{t=1}^{T} \sigma_t^2$. Figure 2(b) shows that all algorithms are robust to this specific noise mis-specification with all bars meeting the desired power.

Marginal Reward Model Mis-specification. Marginal reward mis-specification will also affect the power. In this case, we can prove that when the marginal reward model is mis-specified, the resulting power will decrease (Appendix A.5). The amount of decrease in power, however, may vary, and experimentally we confirm that the effect is insignificant.
For this experiment, we approximate the marginal reward, which starts at a large value and decays to 0 linearly over time, as a constant. From Figure 2(c), we see that in this case, all algorithms perform robustly with the heights of the bars remain almost the same.

*Treatment Effect Model Mis-specification.* To see the effect of mis-specified treatment effect models, we consider the case where the constructed feature space is smaller than the true feature space (i.e. experts mistakenly exclude some relevant features). For this experiment, we drop the last dimension of the feature vector $Z_{nt}$ provided by the experts. For mobile health, it turns out that excluding a key feature can have a big effect: In Figure 2(d), the power of clipped linUCB drops to around 0.4.

![Figure 3: Regret w.r.t clipped oracle v.s. Resulting power for different wrapper algorithms: x-axis is regret with respect to clipped oracle and y-axis is the resulting power. In mobile health simulator, probability clipping, data dropping and action flipping perform similarly.](image)

**Different algorithms have different regrets, but all still converge as expected with respect to the clipped oracle.** Based on Figure 1(b), overall, the regret of clipped algorithms with respect to a clipped oracle is on the same scale as the regret of non-clipped algorithms with respect to a non-clipped oracle (The distance between crosses (x) and the grey dashed line, and the distance between circles (o) and the black dashed line are similar). Our results support the claims in Section 5.1 that for specific algorithms we tested, clipping preserves regret rates with respect to the clipped oracle.

**All wrapper algorithms achieve good regret rate with slightly different trade-offs given the situation.** Figure 3 shows that, for BOSE and linUCB algorithms, all three strategies perform similarly in terms of power and regret. For ACTS, action flipping results in highest regret and highest power due to more exploration and environment stochasticity.

### 6.4. Additional Benchmark Environments

To show the generality of our approach, we also test our algorithms in standard semiparametric and adversarial semiparametric settings whose results are included in Appendix E.1. In general, the strong results on the mobile health simulator still hold: (1) When the model is correctly specified, we can recover the correct Type 1 error and the correct power with probability clipping. (2) In general, we see a trade-off between average return and resulting power. (3) Our approaches are robust to various model mis-specifications possibly showing up in the clinical studies. (4) Our adapted algorithms are able to retain their original regret guarantees with respect to the clipped oracle. Additionally, similar to Figure 3, we
see that action flipping can perform badly in terms of regret comparing to the other two meta-algorithms.

7. Directions for Extensions

Our work provides a very general approach to adapting existing contextual bandit algorithms to guarantee sufficient study power in the kinds of very general settings necessary for mobile health studies, while enabling effective personalization. In this section, we sketch a few extensions to apply our approach to an even broader range of applications.

Extensions to Markov Decision Processes (MDPs) While we focus on bandits in this work, in some mobile health applications, it might be more reasonable to assume that data are generated from an MDP, where the current state depends on the previous state. For example, in mobile apps for self-management of diabetes, the food intake will have an affect on the patient’s glucose level in the next hour. Since our power guarantees allow the feature \( Z_{nt} \) to be a function of the full history \( H_{nt} \), our results in Section 4 give us the power to identify marginal treatment effects even if the environment is an MDP. The action flipping strategy of Section 5.2 yields the following corollary to Theorem 5 (proof in Appendix A.9):

**Corollary 6** Given \( \pi_{\min}, \pi_{\max} \) and an MDP algorithm \( \mathcal{A} \), assume that algorithm \( \mathcal{A} \) has an expected regret \( \mathcal{R}(T) \) for any MDP environment in \( \Omega \), with respect to an oracle \( \mathcal{O} \). Under stochastic transformation \( \mathcal{G} \), if there exists an environment in \( \Omega \) that contains the new transition probability function:

\[
P_{a,s,s'}^{'a} = \left( \pi_{\min}^{a} \pi_{\max}^{1-a} P_{s,s'}^0 + \pi_{\min}^{1-a} \pi_{\max}^{a} P_{s,s'}^1 \right),
\]

then the wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have expected regret no larger than \( \mathcal{R}(T) \) with respect to a clipped oracle \( \mathcal{O}' \).

Extensions to multiple actions Although our work focuses on the binary action case, there might be multiple treatment options in some mobile health applications: for example, in HeartSteps, there can be different suggestion messages tailored to different contexts. Our work can be extended to multiple actions easily. Given \( K \) arms, now solve for \( \pi_{k,\min}, \pi_{k,\max} \) for \( k \in K \) where \( Z_{nt}^{\delta_k} \) now represents the treatment effect of action \( k \). At each trial, we now have a linear programming problem where the expected reward is maximized subject to the constraints \( \pi_{k,\min} \leq \pi_k \leq \pi_{k,\max} \) and \( \sum_k \pi_k = 1 \). The sample size \( N \) and trajectory length \( T \) needs to be sufficiently large such that a feasible solution exists.

Power for Secondary Analyses If potential secondary analyses are known, one can seamlessly apply our methods to guarantee power for multiple analyses by considering the minimum \( \pi_{\max} \) and maximum \( \pi_{\min} \).

8. Discussion & Conclusion

We describe a general approach for an important need in mobile health: ensuring that studies are sufficiently powered while also personalizing treatment plans for users. We provide regret bounds for specific algorithms; we also provide wrapper algorithms which
guarantee that power constraints are met without significant regret increase for a broad class of learning algorithms. With HeartSteps, we show that our wrapper algorithms meet the power guarantees while managing to increase the users’ physical activity levels to a large extent. We also show that our approaches are robust to various model mis-specifications possibly appearing in clinical studies. To demonstrate that our work can be applied to more general settings, we also test a couple of benchmark environments. In general, we find out that our strong results still hold in benchmark environments.

Finally, in this work we assume that the clipping probabilities remain fixed over time, allowing one to maintain the same regret bound with respect to a clipped oracle for a broad range of algorithms. However, stronger regret bounds may be possible if one considers adaptive clipping strategies and this would be an interesting direction for future research.

Acknowledgments

Research reported in this work was supported by the National Institute Of Health grants P41EB028242, R01 AA023187 and U01 CA229437. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health. FDV and JY acknowledge support from NSF RI1718306. EB acknowledges support from an NSF CAREER award. WP is support by IACS, Harvard.

References


Timothy NeCamp, Srijan Sen, Elena Frank, Maureen A Walton, Edward L Ionides, Yu Fang, Ambuj Tewari, and Zhenke Wu. Assessing real-time moderation for developing adaptive

Xinkun Nie, Xiaoying Tian, Jonathan Taylor, and James Zou. Why adaptively collected data have negative bias and how to correct for it. *International Conference on Artificial Intelligence and Statistics*, 2018.


Appendix A. Proofs

A.1. Reward Function

In the main text Section 3, we state that the reward function can be decomposed into an action-independent marginal reward term and an action-dependent linear treatment effect term. In fact,

$$E[R_{nt}|A_{nt}, H_{nt}] = \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0.$$  

We show that this is true. Note that the marginal reward $\gamma_{nt}$ is the expected rewards over treatment

$$\gamma_{nt} = E[R_{nt}|H_{nt}] = \pi_{nt}E[R_{nt}(1)|H_{nt}] + (1 - \pi_{nt})E[R_{nt}(0)|H_{nt}]$$

$$= E[R_{nt}(0)|H_{nt}] + \pi_{nt} (E[R_{nt}(1)|H_{nt}] - E[R_{nt}(0)|H_{nt}])$$

$$= E[R_{nt}(0)|H_{nt}] + \pi_{nt}Z_{nt}^T \delta_0$$

where the last equality comes by the definition of the treatment effect (Equation 1 in main text). This implies

$$E[R_{nt}(0)|H_{nt}] = \gamma_{nt} - \pi_{nt}Z_{nt}^T \delta_0$$

Further,

$$E[R_{nt}|A_{nt}, H_{nt}] = A_{nt}E[R_{nt}(1)|H_{nt}] + (1 - A_{nt})E[R_{nt}(0)|H_{nt}]$$

$$= A_{nt} (E[R_{nt}(1)|H_{nt}] - E[R_{nt}(0)|H_{nt}]) + E[R_{nt}(0)|H_{nt}]$$

$$= A_{nt}Z_{nt}^T \delta_0 + E[R_{nt}(0)|H_{nt}]$$

$$= A_{nt}Z_{nt}^T \delta_0 + \gamma_{nt} - \pi_{nt}Z_{nt}^T \delta_0$$

$$= \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0$$

A.2. Proof of Theorem 1

Theorem 7 (Restate of Theorem 1) Under the assumptions in main text Section 3, and the assumption that matrices $E[\sum_{t=1}^T Z_{nt}Z_{nt}^T]$, $E\left[\sum_{t=1}^T \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1-\pi_{nt})}\right]$ are invertible, the distribution of $\sqrt{N}(\hat{\delta} - \delta_0)$ converges, as $N$ increases, to a normal distribution with 0 mean and covariance $\Sigma_\delta = QW^{-1}Q$, where $Q = E\left[\sum_{t=1}^T Z_{nt}Z_{nt}^T\right]^{-1}$, and

$$W = E\left[\sum_{t=1}^T \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}}{\pi_{nt}(1-\pi_{nt})}\right] \sum_{t=1}^T \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}^T}{\pi_{nt}(1-\pi_{nt})},$$

where $\gamma^* = E\left[\sum_{t=1}^T \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1-\pi_{nt})}\right]^{-1} E\left[\sum_{t=1}^T \frac{B_{nt}R_{nt}}{\pi_{nt}(1-\pi_{nt})}\right]$ and $\theta^* = \left[\begin{array}{c} \delta_0 \\ \gamma^* \end{array}\right]$.

Our proof is a minor adaptation of Boruvka et al. (2018).

Proof Note that since the time series, $n = 1, \ldots, N$ are independent and identically distributed, $Q, W, \gamma^*$ do not depend on $n$. Suppose the marginal reward is approximated as

$$E[R_{nt}|H_{nt}] = B_{nt}^T \gamma_0$$  

(9)
Let \( \theta = \begin{bmatrix} \gamma \\ \delta \end{bmatrix} \), \( X_{nt} = \begin{bmatrix} B_{nt} \\
(A_{nt} - \pi_{nt})Z_{nt} \end{bmatrix} \in \mathbb{R}^{(q+p) \times 1} \), where \( q, p \) are the dimensions of \( B_{nt}, Z_{nt} \) respectively. Note that \( X_{nt} \) is random because \( B_{nt}, A_{nt}, \pi_{nt}, Z_{nt} \) depend on random history. The test statistics \( \hat{\theta} = \begin{bmatrix} \gamma \\ \delta \end{bmatrix} \) is obtained by minimizing the loss,

\[
L(\theta) = \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^\top \theta)^2}{\pi_{nt}(1 - \pi_{nt})}
\]

By solving \( \frac{\partial L}{\partial \theta} = 0 \), we have the solution for \( \hat{\theta} \)

\[
\hat{\theta}_N = \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{X_{nt}X_{nt}^\top}{\pi_{nt}(1 - \pi_{nt})} \right)^{-1} \left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{R_{nt}X_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right)
\]

where \( \hat{\theta}_N \) denotes the estimate of \( \theta \) with \( N \) samples. We drop the subscript \( N \) in the following text for short notation. Using the weak law of large numbers and the continuous mapping theorem we have that \( \hat{\theta} \) converges in probability, as \( N \to \infty \) to \( \theta^* = \begin{bmatrix} \gamma^* \\ \delta^* \end{bmatrix} \) where

\[
\theta^* = \left( \mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{X_{nt}X_{nt}^\top}{\pi_{nt}(1 - \pi_{nt})} \right] \right)^{-1} \left( \mathbb{E} \left[ \frac{1}{T} \sum_{t=1}^{T} \frac{R_{nt}X_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right] \right).
\]

Note that our goal is to show that \( \delta^* = \delta_0 \) and \( \gamma^* \) is given by the statement in the theorem. One can do this directly using the above definition for \( \theta^* \) or by noting that that \( \mathbb{E}[\frac{\partial L}{\partial \theta}]_{\theta=\theta^*} = 0 \). We use the latter approach here. Recall all the time series are independent and identical; thus

\[
\mathbb{E} \left[ \frac{\partial L}{\partial \theta} \right]_{\theta=\theta^*} = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - B_{nt}^\top \gamma^* - (A_{nt} - \pi_{nt})Z_{nt}^\top \delta^*}{\pi_{nt}(1 - \pi_{nt})} \begin{bmatrix} B_{nt} \\
(A_{nt} - \pi_{nt})Z_{nt} \end{bmatrix} \right] = 0 \quad (10)
\]

We first focus on the part with \( (A_{nt} - \pi_{nt})Z_{nt} \) which is related to \( \delta^* \)

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - B_{nt}^\top \gamma^* - (A_{nt} - \pi_{nt})Z_{nt}^\top \delta^*}{\pi_{nt}(1 - \pi_{nt})} (A_{nt} - \pi_{nt})Z_{nt} \right] = 0
\]

Note that given the history \( H_{nt} \), the current \( A_{nt} \) is independent of the features \( B_{nt}, Z_{nt} \). Thus, for all \( n, t \),

\[
\mathbb{E} \left[ \frac{-B_{nt}^\top \gamma^*(A_{nt} - \pi_{nt})Z_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right] = \mathbb{E} \left[ -B_{nt}^\top \gamma^* \mathbb{E} \left[ \frac{A_{nt} - \pi_{nt}}{\pi_{nt}(1 - \pi_{nt})} | H_{nt} \right] Z_{nt} \right] = \mathbb{E} \left[ -B_{nt}^\top \cdot 0 \cdot Z_{nt} \right] = 0
\]

which leaves us with

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - (A_{nt} - \pi_{nt})Z_{nt}^\top \delta^*}{\pi_{nt}(1 - \pi_{nt})} (A_{nt} - \pi_{nt})Z_{nt} \right] = 0.
\]
We then rewrite the reward $R_{nt}$ as $R_{nt}(0) + [R_{nt}(1) - R_{nt}(0)]A_{nt}$. Note for all $n, t$,

$$
\mathbb{E}\left[ \frac{R_{nt}(0)(A_{nt} - \pi_{nt})Z_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right] = \mathbb{E}\left[ R_{nt}(0)\mathbb{E}\left[ \frac{A_{nt} - \pi_{nt}}{\pi_{nt}(1 - \pi_{nt})} | H_{nt} \right] Z_{nt} \right] = 0.
$$

Thus, we only need to consider,

$$
\mathbb{E}\left[ \sum_{t=1}^{T} \frac{[R_{nt}(1) - R_{nt}(0)]A_{nt} - (A_{nt} - \pi_{nt})Z_{nt}^T\delta^*}{\pi_{nt}(1 - \pi_{nt})}(A_{nt} - \pi_{nt})Z_{nt} \right] = 0 \quad (11)
$$

We observe that for all $n, t$,

$$
\mathbb{E}\left[ \frac{[R_{nt}(1) - R_{nt}(0)]\pi_{nt}}{\pi_{nt}(1 - \pi_{nt})}(A_{nt} - \pi_{nt})Z_{nt} \right] = 0. \quad (12)
$$

Subtracting Equation 12 from Equation 11, we obtain

$$
\mathbb{E}\left[ \sum_{t=1}^{T} \frac{[R_{nt}(1) - R_{nt}(0)](A_{nt} - \pi_{nt}) - (A_{nt} - \pi_{nt})Z_{nt}^T\delta^*}{\pi_{nt}(1 - \pi_{nt})}(A_{nt} - \pi_{nt})Z_{nt} \right] = 0
$$

Since that given the history $H_{nt}$, the present action $A_{nt}$ is independent of $R_{nt}(0), R_{nt}(1), Z_{nt}$, we know

$$
\mathbb{E}\left[ \frac{(A_{nt} - \pi_{nt})^2}{\pi_{nt}(1 - \pi_{nt})} | H_{nt} \right] = 1.
$$

Now, we are only left with

$$
\mathbb{E}\left[ \sum_{t=1}^{T} (R_{nt}(1) - R_{nt}(0) - Z_{nt}^T\delta^*)Z_{nt} \right] = 0
$$

Solve for $\delta^*$, by Equation 1 in the main paper ($\mathbb{E}[R_{nt}(1) - R_{nt}(0)|H_{nt}] = Z_{nt}^T\delta_0$), we can see

$$
\mathbb{E}\left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right] (\delta_0 - \delta^*) = 0 \Rightarrow \delta^* = \delta_0.
$$

Similarly, we can solve for $\gamma^*$. Focus on the part related to $\gamma^*$ in Equation 10, we have

$$
\mathbb{E}\left[ \sum_{t=1}^{T} \frac{R_{nt} - B_{nt}^T \gamma^* - (A_{nt} - \pi_{nt})Z_{nt}^T\delta^*}{\pi_{nt}(1 - \pi_{nt})}B_{nt} \right] = 0.
$$

Since for all $n, t$, $\mathbb{E}\left[ \frac{(A_{nt} - \pi_{nt})}{\pi_{nt}(1 - \pi_{nt})} | H_{nt} \right] = 0$, we have

$$
\mathbb{E}\left[ \sum_{t=1}^{T} \frac{(R_{nt} - B_{nt}^T \gamma^*)B_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right] = 0.
$$
We can combine the two formulas above to get the following equality:

$$\gamma^* = \left( \mathbb{E} \left[ \sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right] \right)^{-1} \mathbb{E} \left[ \sum_{t=1}^{T} \frac{B_{nt}R_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right].$$

Thus $\delta^* = \delta_0$ and $\gamma^*$ is given by the theorem statement.

From the above, we have proved that as $N \to \infty$, $\delta^* = \delta_0$. Therefore, the distribution of $\sqrt{N}(\hat{\delta} - \delta_0)$ converges, as $N$ increases, to a normal distribution with zero mean. We still need to show that the covariance matrix $\Sigma_\delta$ is indeed $QW^{-1}Q$ where $Q = \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]^{-1}$, and

$$W = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}}{\pi_{nt}(1 - \pi_{nt})} \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta^*)(A_{nt} - \pi_{nt})Z_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right].$$

To derive the covariance matrix of $\sqrt{N}(\hat{\delta} - \delta_0)$, we first derive the covariance matrix of $\sqrt{N}(\hat{\theta} - \theta^*)$, denoted as $\Sigma_\theta$. Since $\Sigma_\theta = \mathbb{E} \left[ \Sigma_\gamma \Sigma_\gamma^T \right]$, we can simply extract $\Sigma_\delta$ from $\Sigma_\theta$.

We provide a sketch of the derivation below, starting with the following useful formulas about the loss and the expected loss at the optimal values of $\theta$:

1. $\frac{\partial L}{\partial \theta} = \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \hat{\theta}}{\pi_{nt}(1 - \pi_{nt})} X_{nt} = 0$

2. $\mathbb{E} \left[ \frac{\partial L}{\partial \theta} \right]_{\theta=\theta^*} = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \theta^*}{\pi_{nt}(1 - \pi_{nt})} X_{nt} \right] = 0$

We can combine the two formulas above to get the following equality:

$$0 = \frac{\partial L}{\partial \theta} - \mathbb{E} \left[ \frac{\partial L}{\partial \theta} \right]_{\theta=\hat{\theta}} + \mathbb{E} \left[ \frac{\partial L}{\partial \theta} \right]_{\theta=\theta^*} \tag{13}$$

We first focus on Term 2. This term can be expanded as

$$\mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \hat{\theta}}{\pi_{nt}(1 - \pi_{nt})} X_{nt} \right] - \mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \theta^*}{\pi_{nt}(1 - \pi_{nt})} X_{nt} \right]$$

$$= \mathbb{E} \left[ \sum_{t=1}^{T} \frac{1}{\pi_{nt}(1 - \pi_{nt})} \left[ B_{nt}B_{nt}^T A_{nt} - \pi_{nt} \right] \left[ B_{nt}Z_{nt}(A_{nt} - \pi_{nt}) Z_{nt}^T A_{nt} - \pi_{nt}^2 \right] \right] (\theta^* - \hat{\theta})$$

Note cross terms inside the matrix are 0 and $\mathbb{E} \left[ \sum_{t=1}^{T} \frac{Z_{nt}Z_{nt}^T (A_{nt} - \pi_{nt})^2}{\pi_{nt}(1 - \pi_{nt})} \right] = \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]$. We have

$$\text{Term 2} = - \mathbb{E} \left[ \sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right] (\hat{\theta} - \theta^*).$$

We now look at Term 1. Define

$$u_N(\theta) = \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \theta}{\pi_{nt}(1 - \pi_{nt})} X_{nt} - \mathbb{E} \left[ \sum_{t=1}^{T} \frac{R_{nt} - X_{nt}^T \theta}{\pi_{nt}(1 - \pi_{nt})} X_{nt} \right] \tag{14}$$

Power Constrained Bandits
and note that Term 1 is \( u_N(\hat{\theta}) \) estimated with \( N \) samples. We again drop \( N \) for short.

Plugging \( \hat{\theta}, \theta^* \) into \( u_N \) gives us the following fact

\[
u(\hat{\theta}) - u(\theta^*) = -\left( \frac{1}{N} \sum_{n=1}^{N} \sum_{t=1}^{T} \frac{X_{nt}X_{nt}^\top}{\pi_n(1-\pi_n)} - \mathbb{E} \left[ \sum_{t=1}^{T} \frac{X_{nt}X_{nt}^\top}{\pi_n(1-\pi_n)} \right] \right) (\hat{\theta} - \theta^*)
\]

Denote the right hand side of the equation as \(-v(\hat{\theta} - \theta^*)\). Now Term 1 can be written as

\[
\text{Term 1} = u(\hat{\theta}) = -v(\hat{\theta} - \theta^*) + u(\theta^*)
\]

Plugging Term 1 and Term 2 back into Equation 13 gives us

\[
\mathbb{E} \left[ \sum_{t=1}^{T} \begin{bmatrix} \frac{B_{nt}B_{nt}^\top}{\pi_n(1-\pi_n)} & 0 \\ 0 & Z_{nt}Z_{nt}^\top \end{bmatrix} \right] = v \left( \hat{\theta} - \theta^* \right) = u(\theta^*)
\]

where by the weak law of large numbers \( v \) converges in probability to 0. Therefore, as \( N \) increases, we have

\[
\sqrt{N}(\hat{\theta} - \theta^*) = \mathbb{E} \left[ \sum_{t=1}^{T} \begin{bmatrix} \frac{B_{nt}B_{nt}^\top}{\pi_n(1-\pi_n)} & 0 \\ 0 & Z_{nt}Z_{nt}^\top \end{bmatrix} \right]^{-1} \sqrt{Nu}(\theta^*)
\]

Note \( \mathbb{E}[u(\theta^*)] = 0 \) based on the definition in Equation 14. Apply central limit theorem on \( \sqrt{N}u(\theta^*) \); that is as \( N \to \infty \), \( \sqrt{N}u(\theta^*) \) converges in distribution to \( \mathcal{N}(0, \Sigma) \), where

\[
\Sigma = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^\top \theta^*)X_{nt}}{\pi_n(1-\pi_n)} \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^\top \theta^*)X_{nt}^\top}{\pi_n(1-\pi_n)} \right]
\]

By linear transformation of a multivariate Gaussian, we can convert this covariance on \( \sqrt{N}u(\theta^*) \) back to the desired covariance on \( \sqrt{N}(\hat{\theta} - \theta^*) \):

\[
\Sigma_{\theta} = \mathbb{E} \left[ \sum_{t=1}^{T} \begin{bmatrix} \frac{B_{nt}B_{nt}^\top}{\pi_n(1-\pi_n)} & 0 \\ 0 & Z_{nt}Z_{nt}^\top \end{bmatrix} \right]^{-1} \sum_{t=1}^{T} \mathbb{E} \left[ \begin{bmatrix} \frac{B_{nt}B_{nt}^\top}{\pi_n(1-\pi_n)} & 0 \\ 0 & Z_{nt}Z_{nt}^\top \end{bmatrix} \right]^{-1}
\]

Recall that \( \Sigma_{\theta} \) is the lower right matrix of \( \Sigma_{\theta} \). Denote the lower right matrix of \( \Sigma \) by \( W \). Then

\[
W = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^\top \theta^*)(A_{nt} - \pi_n)Z_{nt}}{\pi_n(1-\pi_n)} \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^\top \theta^*)(A_{nt} - \pi_n)Z_{nt}^\top}{\pi_n(1-\pi_n)} \right]
\]

Therefore, we have \( \sqrt{N}(\hat{\theta} - \delta_0) \sim \mathcal{N}(0, \Sigma_{\delta}) \) where \( \Sigma_{\delta} = \left( \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^\top \right] \right)^{-1} W \left( \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^\top \right] \right)^{-1} \).

We can estimate \( \Sigma_{\theta} \) by putting in sample averages and plugging in \( \hat{\theta} \) as \( \theta^* \).

Under the null hypothesis \( H_0 : \delta_0 = 0, \sqrt{N} \delta \sim \mathcal{N}(0, \Sigma_{\delta}) \) asymptotically follows \( \chi^2 \) with degree of freedom \( p \). Under the alternate hypothesis \( H_1 : \delta_0 = \delta, \sqrt{N} \delta \sim \mathcal{N}(0, \Sigma_{\delta}) \) asymptotically follows a non-central \( \chi^2 \) with degree of freedom \( p \) and non-central parameter \( c_N = \sqrt{N}(\delta^* \Sigma_{\delta}^{-1} \delta) \).
A.3. Proof of Theorem 2

Theorem 8 (Restate of Theorem 2) Let \( \epsilon_{nt} = R_{nt} - X_{nt}^T \theta^* \) where \( \theta^* \) is defined in Theorem 1. Assume that the working model in Equation 2 is correct. Further assume that

\[
\alpha \text{ error converges to time units, if the randomization probability is fixed at inverse cdf of a non-central } \chi^2 \text{ distribution with d.f. } p \text{ and non-central parameter } c_{\beta_0}, \quad \text{and non-central parameter } \beta_0.
\]

Proof 

According to Section A.2, under \( H_0 \), \( N\hat{\delta} \Sigma^{-1} \hat{\delta} \) will asymptotically follows a \( \chi^2 \) with degree of freedom \( p \). The rejection region for \( H_0 : \delta_0 = 0 \) is \( \{ N\hat{\delta} \Sigma^{-1} \hat{\delta} > \Phi_p^{-1}(1 - \alpha_0) \} \), thus resulting in an expected Type 1 error of 

\[
\alpha_0 = \Phi_p(\Phi_p^{-1}(1 - \alpha_0)),
\]

Under \( H_1 \), \( N\hat{\delta} \Sigma^{-1} \hat{\delta} \) will asymptotically follows a non-central \( \chi^2 \) with degree of freedom \( p \) and non-central parameter \( c_N = N(\delta_0^T \Sigma_{\delta}^{-1} \delta_0) \), which results in an expected power of, 

\[
1 - \Phi_{p,c_N}(\Phi_p^{-1}(1 - \alpha_0)) \tag{15}
\]

Note function 15 is monotonically increasing w.r.t \( c_N \). If we want the desired power to be asymptotically \( 1 - \beta_0 \), we need \( c_N = N(\delta_0^T \Sigma_{\delta}^{-1} \delta_0) = c_{\beta_0} \), where \( \Sigma_{\delta} \) is the term that involves \( \pi_{nt} \). To solve for \( \pi_{min} \), \( \pi_{max} \), we first simplify \( \Sigma_{\delta} \) with some additional assumptions in the following Remarks.

Remark 9 

Let \( \bar{\epsilon}_{nt} = R_{nt} - (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0 - \gamma_{nt} \). We make the further assumption that \( \mathbb{E}[\epsilon_{nt} | A_{nt}, H_{nt}] = 0 \) and that \( \text{Var}(\epsilon_{nt} | A_{nt}, H_{nt}) = \sigma^2 \). Then \( W \) can be further simplified as 

\[
W = \mathbb{E} \left[ \sum_{t=1}^{T} \frac{\sigma^2}{\pi_{nt}(1 - \pi_{nt})} Z_{nt}^T Z_{nt} \right] + \mathbb{E} \left[ \sum_{t=1}^{T} \frac{(\gamma_{nt} - B_{nt}^T \gamma^*)^2 Z_{nt}^T Z_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right],
\]

Proof [Proof of Remark 9] Since in any cross term,

1. \( \mathbb{E}[A_{nt} - \pi_{nt} | H_{nt}] = 0 \),
2. \( Z_{nt}, Z_{nt'}, B_{nt}, B_{nt'}, \gamma_{nt}, \gamma_{nt'}, \bar{\epsilon}_{nt'}, A_{nt'}, \pi_{nt'} \) are all determined by \( H_{nt} \) when \( t' < t \),
3. and \( \mathbb{E}[\epsilon_{nt} | A_{nt}, H_{nt}] = 0 \).
Note that $R_{nt} - X_{nt}^T \theta^* = R_{nt} - B_{nt}^T \gamma^* - (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0 + \gamma_{nt} - \gamma_{nt} = \epsilon_{nt} + \gamma_{nt} - B_{nt}^T \gamma^*$, we can simply $W$ in Theorem 7 to

$$W = E \left[ \sum_{t=1}^{T} \frac{(R_{nt} - X_{nt}^T \theta^*)^2(A_{nt} - \pi_{nt})^2Z_{nt}^T \delta_0}{\pi_{nt}^2(1 - \pi_{nt})^2} \right].$$

Recall $\text{Var}(\epsilon_{nt} | A_{nt}, H_{nt}) = \sigma^2$. Then,

$$W = E \left[ \sum_{t=1}^{T} \frac{\epsilon_{nt}^2(A_{nt} - \pi_{nt})^2Z_{nt}Z_{nt}^T}{\pi_{nt}^2(1 - \pi_{nt})^2} \right] + E \left[ \sum_{t=1}^{T} \frac{(\gamma_{nt} - B_{nt}^T \gamma^* + \tilde{\epsilon}_{nt})^2(A_{nt} - \pi_{nt})^2Z_{nt}Z_{nt}^T}{\pi_{nt}^2(1 - \pi_{nt})^2} \right].$$

Assuming the assumptions in the Remark 9, we have $\sqrt{N}(\hat{\delta} - \delta_0) \sim N(0, \Sigma_{\delta})$ where $\Sigma_{\delta}$ now simplifies to

$$\Sigma_{\delta} = E \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]^{-1} W' E \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]^{-1}.$$

where $W'$ is given in Equation 16.

We now show that when the working model of the marginal reward is correct (i.e. $\gamma_{nt} = B_{nt}^T \gamma_0$), Term 2 in Equation 16 goes to 0.

**Remark 10** With the same set of assumptions in Remark 9, suppose the working model of the marginal reward in Equation 9 is correct, then $\Sigma_{\delta}$ can be further simplified to

$$\Sigma_{\delta} = E \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]^{-1} E \left[ \sum_{t=1}^{T} \frac{\sigma^2}{\pi_{nt}(1 - \pi_{nt})} Z_{nt}Z_{nt}^T \right] E \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right]^{-1}.$$

**Proof** [Proof of Remark 10] We first show that when the working model of the marginal reward is correct, $\gamma^* = \gamma_0$. Recall that

$$\gamma^* = \left( E \left[ \sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right] \right)^{-1} E \left[ \sum_{t=1}^{T} \frac{B_{nt}R_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right],$$

and by definition of $\epsilon_{nt}$, $R_{nt} = \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0 + \epsilon_{nt}$ and $E[R_{nt} | H_{nt}, A_{nt}] = \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0$. Thus,

$$\gamma^* = \left( E \left[ \sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right] \right)^{-1} E \left[ \sum_{t=1}^{T} \frac{B_{nt}(\gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^T \delta_0 + \epsilon_{nt})}{\pi_{nt}(1 - \pi_{nt})} \right]$$

$$= \left( E \left[ \sum_{t=1}^{T} \frac{B_{nt}B_{nt}^T}{\pi_{nt}(1 - \pi_{nt})} \right] \right)^{-1} E \left[ \sum_{t=1}^{T} \frac{B_{nt}(\gamma_{nt} + \epsilon_{nt})}{\pi_{nt}(1 - \pi_{nt})} \right]$$
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where the last equality holds because of fact 1 listed in the proof of Remark 9. Given the assumption that $E[\tilde{\epsilon}_{nt}|A_{nt}, H_{nt}] = 0$, then for or all $n, t$,

$$E \left[ \frac{\tilde{\epsilon}_{nt} B_{nt}}{\pi_{nt}(1 - \pi_{nt})} \right] = E \left[ \tilde{\epsilon}_{nt} H_{nt}, A_{nt} \right] \frac{B_{nt}}{\pi_{nt}(1 - \pi_{nt})} = 0$$

and $\gamma^* = \left( E \left[ \sum_{t=1}^{T} B_{nt} B_{nt}^\top \pi_{nt}(1 - \pi_{nt}) \right] \right)^{-1} E \left[ \sum_{t=1}^{T} B_{nt} \gamma_{nt} \right] \pi_{nt}(1 - \pi_{nt})$.

When the working model in Equation 9 is true, we have $\gamma_{nt} = B_{nt} \gamma_0$ and thus

$$\gamma^* = \left( E \left[ \sum_{t=1}^{T} B_{nt} B_{nt}^\top \pi_{nt}(1 - \pi_{nt}) \right] \right)^{-1} E \left[ \sum_{t=1}^{T} B_{nt} \gamma_{nt} \right] = \gamma_0.$$

Recall that $W' = E \left[ \sum_{t=1}^{T} \frac{\sigma^2}{\pi_{nt}(1 - \pi_{nt})} Z_{nt} Z_{nt}^\top \right] + E \left[ \sum_{t=1}^{T} \frac{(\gamma_{nt} - B_{nt}^\top \gamma^*)}{\pi_{nt}(1 - \pi_{nt})} Z_{nt} Z_{nt}^\top \right].$

Given that $\gamma^* = \gamma_0$, we have $\gamma_{nt} = B_{nt} \gamma_0 = B_{nt} \gamma^*$. Thus Term 2 of $W'$ is equal to 0 (When the working model is false, later we will show that Term 2 is positive semidefinite and $\hat{\delta}$ will likely have inflated covariance matrix). Assuming the working model is correct and assuming the assumptions in the Remark, we simply have $\Sigma_\delta$ stated in the Remark.

We now proceed with the Proof of Theorem 8. When the working model is correct, we observe that $\epsilon = \tilde{\epsilon}$. The assumptions that $E[\epsilon_{nt}|A_{nt}, H_{nt}] = 0$ and that $Var(\epsilon_{nt}|A_{nt}, H_{nt}) = \sigma^2$ follows from the assumptions in Remark 9.

Suppose the patient is given treatment with a fixed probability at every trial. i.e. $p(A_{nt} = 1) = \pi$, with $\Sigma_\delta$ derived in Remark 10, we then have

$$\frac{c_N}{N} = c_{\beta_0},$$
$$N(\delta_0^{\top} \Sigma_\delta^{-1} \delta_0) = c_{\beta_0},$$
$$\frac{N \pi(1 - \pi)}{\sigma^2} \delta_0^{\top} \Sigma_\delta^{-1} \delta_0 = c_{\beta_0},$$
$$\pi(1 - \pi) = \Delta, \quad (19)$$

where $\Delta$ is given by the statement in the theorem. Solving the quadratic function 19 gives us $\pi = \frac{1 + \sqrt{1 - 4\Delta}}{2}$ and the theorem is proved. We let $\pi_{\min} = 1 - \sqrt{1 - 4\Delta}$ and $\pi_{\max} = 1 + \sqrt{1 - 4\Delta}$. Note that $\pi_{\min}$ and $\pi_{\max}$ are symmetric to 0.5. Also note that $N$ needs to be sufficiently large so that there exists a root for function 19. 
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A.4. Proof Theorem 3

Theorem 11 (Restate of Theorem 3) Given the values of $\pi_{\text{min}}, \pi_{\text{max}}$ we solved in Theorem 8, if for all $n$ and all $t$ we have that $\pi_{nt} \in [\pi_{\text{min}}, \pi_{\text{max}}]$, then the resulting power will converge to a value no smaller than $1 - \beta_0$ as $N \to \infty$.

Proof Function 15 is monotonically increasing w.r.t $c_N$. Hence, to ensure the resulting power is no smaller than $1 - \beta_0$, we just need

$$c_N = N\delta_0^T \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right] \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \frac{\sigma^2}{\pi_{nt}(1 - \pi_{nt})} \right]^{-1} \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right] \delta_0 \geq c_\beta_0.$$ 

We rewrite some of the terms for notation simplicity. Let $b = \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T \right] \delta_0$. Note $b$ is a vector and $b \in \mathbb{R}^{p \times 1}$, where $p$ is the dimension of $Z_{nt}$. Let $V = \mathbb{E} \left[ \sum_{t=1}^{T} Z_{nt}Z_{nt}^T a_{nt} \right]$ where $a_{nt} = \frac{1}{\pi_{nt}(1 - \pi_{nt})}$. Hence, we have $c_N(a_{nt}) = \frac{N \sigma^2 b^TV^{-1}b}{\pi_{nt}(1 - \pi_{nt})}$.

$$\frac{\partial c_N}{\partial a_{nt}} = \text{tr}\left( \left( \frac{\partial c_N}{\partial V^{-1}} \right)^{\top} \frac{\partial V^{-1}}{\partial a_{nt}} \right)$$
$$= \frac{N}{\sigma^2} \text{tr}(bb^{\top} \times -V^{-1} \frac{dV}{da_{nt}} V^{-1})$$
$$= \frac{N}{\sigma^2} \text{tr}(-bb^{\top} V^{-1} \mathbb{E}[Z_{nt}Z_{nt}^T] V^{-1})$$
$$= -\frac{N}{\sigma^2} (b^TV^{-1}) \mathbb{E}[Z_{nt}Z_{nt}^T] (V^{-1}b)$$

Since $Z_{nt}Z_{nt}^T$ is semi-positive definite, $\mathbb{E}[Z_{nt}Z_{nt}^T]$ is semi-positive definite. Thus $\frac{\partial c_N}{\partial a_{nt}} \leq 0$ and $c_N$ is non-increasing w.r.t $a_{nt}$. As long as we have

$$\frac{1}{\pi_{nt}(1 - \pi_{nt})} \leq \frac{1}{\pi_{\text{min}}(1 - \pi_{\text{min}})} \quad \text{and} \quad \frac{1}{\pi_{nt}(1 - \pi_{nt})} = \frac{1}{\pi_{\text{max}}(1 - \pi_{\text{max}})},$$

we will have that $c_N \geq c_\beta_0$.

Since for all $n, t$ and $\pi_{nt} \in [\pi_{\text{min}}, \pi_{\text{max}}]$, we have

$$\pi_{nt}(1 - \pi_{nt}) \geq \pi_{\text{min}}(1 - \pi_{\text{min}}) = \pi_{\text{max}}(1 - \pi_{\text{max}}),$$

and hence

$$\frac{1}{\pi_{nt}(1 - \pi_{nt})} \leq \frac{1}{\pi_{\text{min}}(1 - \pi_{\text{min}})} = \frac{1}{\pi_{\text{max}}(1 - \pi_{\text{max}})}.$$ 

Thus, $c_N \geq c_\beta_0$. The power constraint will be met. $\blacksquare$
A.5. The Effect of Model Mis-specification on Power

**Corollary 12** When the marginal reward structure is incorrect ($B_{nt}\gamma_0 \neq \gamma_{nt}$), the resulting power will converge to a value less than the desired power $1 - \beta_0$ as $N \to \infty$.

**Proof** When the construction model of the marginal reward is not correct, the estimator $\hat{\gamma}$ will be biased and now Term 2 in $W'$ (Equation 16) is non-zero. Using the same notation in Section A.4, $c_N = \frac{N}{\sigma^2} b^t V^{-1} b$, we now have

$$V' = E \left[ \sum_{t=1}^{T} Z_{nt} Z_{nt}^T a_{nt}(1+c_{nt}) \right], \text{ where } a_{nt} = \frac{1}{\pi_{nt}(1-\pi_{nt})} \text{ and } c_{nt} = \frac{(\gamma_{nt} - B_{nt}^T \gamma^*)^2}{\sigma^2}.$$ 

Following similar derivation in Section A.4, we have

$$\frac{\partial c_N}{\partial c_{nt}} = -\frac{N}{\sigma^2} (b^t \Sigma^{-1}) E[Z_{nt} Z_{nt}^T a_{nt}] (\Sigma^{-1} b)$$

Since $a_{nt} > 0$, $\frac{\partial c_N}{\partial c_{nt}} < 0$. Thus $c_N$ is monotonically decreasing w.r.t $c_{nt}$. Hence, when the reward mean structure is incorrect, the noncentral parameter $c_N$ will decrease and thus, power will be less than $1 - \beta_0$. \hfill \blacksquare

A.6. Regret Bound of Specific Algorithms

In the main text Section 5, we mentioned that there exists specific algorithms in which the regret rates with respect to a clipped oracle can be preserved by simply clipping the action selection probability to lie within $[\pi_{\min}, \pi_{\max}]$. Below, we list three specific algorithms, describe their environment assumptions and provide a proof sketch that the regret rates are preserved.

**Action-Centered Thompson Sampling (ACTS).** ACTS (Greenewald et al., 2017) already has optimal first order regret with respect to a clipped oracle in non-stationary, adversarial settings where the features and reward are a function of current context $C_{nt}$ (rather than the history $H_{nt}$). They do not consider power; using our probabilities will result in optimal regret and satisfy required power guarantees.

**Semi-Parametric Contextual Bandits (BOSE).** BOSE (Krishnamurthy et al., 2018) has optimal first order regret with respect to a standard oracle in a non-stationary, adversarial setting. Like ACTS, features and rewards are functions of the current context $C_{nt}$. They further assume noise term is action independent. In the two action case, BOSE will select actions with probability 0.5 or with probability 0 or 1. With probability clipping, the regret bound remains unaffected and the details are provided in Section 3.3 of (Krishnamurthy et al., 2018).

**A More Subtle Case: Linear Stochastic Bandits (OFUL).** Finally, consider the OFUL algorithm of Abbasi-Yadkori et al. (2011) which considers a linear assumption on the entire mean reward that $E[R_{nt} | A_{nt} = a] = x_{t,a}^T \theta$ for features $(x_{t,0}, x_{t,1})$. We prove that with probability clipping, OFUL will maintain the same regret rate with respect to a clipped oracle.
The clipped OFUL algorithm is given in Algorithm 1. The proof below is separate for each subject; thus for simplicity we drop the subscript \( n \) (e.g. use \( R_t \) instead of \( R_{nt} \)). We also only assume that \( 0 < \pi_{\min} \leq \pi_{\max} < 1 \), that is, we do not require the sum, \( \pi_{\min} + \pi_{\max} = 1 \). As we have binary actions, we can write Abbasi-Yadkori et al.’s decision set as \( D_t = \{x_{t,0}, x_{t,1}\} \); the second subscript denotes the binary action and \( x \) denotes a feature vector for each action. To adapt OFUL to accommodate the clipped constraint, we will make a slight change to ensure optimism under the constraint. Specifically, the definition of the regret and only Theorem 3 and its proof need be altered to be valid for construction of the confidence set. Neither Theorems 1, 2 or Lemma 11 concern the as well as their proofs remain the same with \( \theta \) coefficient satisfies for a finite positive constant \( \theta \).

### Algorithm 1 Clipped OFUL (Optimism in the Face of Uncertainty)

1: Input: \( \pi_{\max}, \pi_{\min} \)
2: for \( t = 1, 2, \ldots, T \) do
3: Observe context features for each possible action: \( \{x_{t,1}, x_{t,0}\} \)
4: \( (A_t, \tilde{\theta}_t) = \arg \max_{(a, \theta) \in \{0,1\} \times \mathbb{C}_{n-1}} \ell_t(a, \theta) \)
5: Play \( A_t^* \sim \text{Bernoulli}(\pi_{\max}^{1-a}) \) and observe reward \( R_t(A_t^*) \)
6: Update confidence set \( C_t \)
7: end for

**Proof** Clipped OFUL uses a two-step procedure to select the (binary) action in \( D_t \). It first selects an optimistic \( A_t \) in step 4. However, instead of implementing \( A_t \), it implements action \( A_t^* \) where \( A_t^* \sim \text{Bernoulli}(\pi_{\max}^{1-a}) \) given \( A_t = a \). This means that \( X_t \) in Abbasi-Yadkori et al. (2011) becomes \( x_t, A_t^* \) in clipped OFUL.

We use notations and assumptions similar to Abbasi-Yadkori et al. (2011). Let \( \{F_t\}_{t \geq 1} \) be a filtration, the error terms, \( \{\eta_t\}_{t \geq 1} \) be a real-valued stochastic process, the features, \( \{X_t\}_{t \geq 1} \) be a \( \mathbb{R}^d \)-valued stochastic process. \( \eta_t \) is \( F_t \) measurable and \( X_t \) is \( F_{t-1} \) measurable. Further assume that \( ||X_t||_2 \leq L \) for a constant \( L \). Define \( V = \lambda I \in \mathbb{R}^{d \times d} \) with \( \lambda \geq 1 \). The observed reward is assumed to satisfy

\[
R_t = \theta_t^* x_t + \eta_t
\]

for an unknown \( \theta* \in \mathbb{R}^d \). The error term \( \eta_t \) is assumed to be conditionally \( \sigma \)-sub-Gaussian for a finite positive constant \( \sigma \). This implies that \( \mathbb{E}[\eta_t|F_{t-1}] = 0 \) and \( \text{Var}[\eta_t|F_{t-1}] \leq \sigma^2 \). The coefficient satisfies \( ||\theta*||_2 \leq S \) for a constant \( S \). Lastly assume that \( \max \{\theta_t^T x_{t,1}, \theta_t^T x_{t,0}\} \leq 1 \).

Under these assumptions, Theorems 1, 2, Lemma 11 of Abbasi-Yadkori et al. (2011) as well as their proofs remain the same with \( X_t \) defined as \( x_t, A_t^* \). Theorem 2 concerns construction of the confidence set. Neither Theorems 1, 2 or Lemma 11 concern the definition of the regret and only Theorem 3 and its proof need be altered to be valid for clipped OFUL with the regret against a clipped oracle.

Define

\[
\ell_t(a, \theta) = a[\pi_{\max}\theta^T x_{t,1} + (1 - \pi_{\max})\theta^T x_{t,0}] + (1 - a)[\pi_{\min}\theta^T x_{t,1} + (1 - \pi_{\min})\theta^T x_{t,0}].
\]

Below it will be useful to note that \( \ell_t(a, \theta) = \mathbb{E}[\theta^T x_{t, A_t^*}|A_t = a, F_{t-1}] \).

First we define the clipped oracle. Recall the oracle action is \( A_t^* = \arg\max_a \theta_* x_{t,a} \). It is easy to see that \( A_t^* = \arg\max_a \mathbb{E}[\theta_t^T x_{t, A_t^*}|A_t = a, F_{t-1}] \) for \( A_t^* \sim \text{Bernoulli}(\pi_{\max}^{1-a}) \).
The clipped oracle action is \( A^*_t \). Note that \( \mathbb{E}[\theta^*_t x_t | A^*_t = a, F_{t-1}] = \ell_t(a, \theta) \). So just as \( A^*_t \) maximizes \( \ell_t(a, \theta) \), in clipped OFUL the optimistic action, \( A_t \), similarly provides an arg max of \( \ell_t(a, \theta) \); see line 4 in Algorithm 1.

The time \( t \) regret against the clipped oracle is given by \( r_t = \ell_t(A^*_t, \theta^*_t) - \ell_t(A_t, \theta^*_t) \). In the proof to follow it is useful to note that \( r_t \) can also be written as \( r_t = \mathbb{E}[\theta^*_t x_t | A^*_t, F_{t-1}] - \mathbb{E}[\theta^*_t x_t | A_t, F_{t-1}] \). In the following we provide an upper bound on the expected regret, \( \mathbb{E}[\sum_{t=1}^{n} r_t] \).

\[
 r_t = \ell_t(A^*_t, \theta^*_t) - \ell_t(A_t, \theta^*_t) \\
\leq \ell_t(A_t, \tilde{\theta}_t) - \ell_t(A_t, \theta^*_t) \quad \text{(by line 4 in Alg. 1)} \\
= \mathbb{E}[\tilde{\theta}_t x_t | A_t, F_{t-1}] - \mathbb{E}[\theta^*_t x_t | A_t, F_{t-1}] \quad \text{(by line 5 in Alg. 1)} \\
= \mathbb{E}[(\tilde{\theta}_t - \theta^*_t) x_t | A_t, F_{t-1}].
\]

Thus we have that

\[
\mathbb{E}[r_t] \leq \mathbb{E}[(\tilde{\theta}_t - \theta^*_t) x_t] = \mathbb{E}[(\tilde{\theta}_t - \theta^*_t) x_t]
\]

with the second equality holding due to the definition of \( X_t \). The proof of Theorem 3 in Abbasi-Yadkori et al. (2011) provides a high probability upper bound on \((\tilde{\theta}_t - \theta^*_t) x_t\). In particular the proof shows that with probability at least \((1 - \delta)\), for all \( n \geq 1 \),

\[
\sum_{t=1}^{n} (\tilde{\theta}_t - \theta^*_t) x_t \leq 4\sqrt{nd \log(\lambda + nL/d)} \left( \lambda^{1/2} S + R \sqrt{2 \log(1/\delta)} + d \log(1 + nL/(\lambda d)) \right)
\]

\[
\leq 4\sqrt{nd \log(\lambda + nL/d)} \left( \lambda^{1/2} S + R \sqrt{2 \log(1/\delta)} + d \sqrt{\log(1 + nL/(\lambda d))} \right)
\]

since for \( x > 0 \), \( \sqrt{1 + x} \leq 1 + \sqrt{x} \).

Let \( a_n = 4\sqrt{nd \log(\lambda + nL/d)}, b_n = \lambda^{1/2} S + R \sqrt{d \log(1 + nL/(\lambda d))} \) and \( c = R \sqrt{2} \). We have \( P \left[ \sum_{t=1}^{n} (\tilde{\theta}_t - \theta^*_t) x_t \geq a_n (b_n + c \sqrt{\log(1/\delta)}) \right] \leq \delta \). Let \( v = a_n \left( b_n + c \sqrt{\log(1/\delta)} \right) \) then solving for \( \delta \) one obtains \( \delta = \exp \left\{ - (v - b_n a_n)^2 / (a_n c)^2 \right\} \). Thus \( P \left[ \sum_{t=1}^{n} (\tilde{\theta}_t - \theta^*_t) x_t \geq v \right] \leq \exp \left\{ - (v - b_n a_n)^2 / (a_n c)^2 \right\} \).

Recall that for any random variable, \( Y \), \( \mathbb{E}[Y] \leq \int_{0}^{\infty} P[Y > u] du \). Thus

\[
\mathbb{E} \left[ \sum_{t=1}^{n} r_t \right] = \mathbb{E} \left[ \sum_{t=1}^{n} (\tilde{\theta}_t - \theta^*_t) x_t \right] \\
\leq \int_{0}^{\infty} \exp \left\{ - (v - b_n a_n)^2 / (a_n c)^2 \right\} dv \\
\leq a_n c \sqrt{\pi} \\
= 4R \sqrt{2 \pi n d \log(\lambda + nL/d)}.
\]

Thus the expected regret up to time \( n \) is of order \( O(\sqrt{n}) \) up to terms in \( \log(n) \) for clipped OFUL. \[\blacksquare\]
Algorithm 2 Data-Dropping Power-Preserving Wrapper Algorithm

1: Input: $\pi_{\min}$, $\pi_{\max}$, Algorithm $\mathcal{A}$
2: for $t = 1, 2, \ldots$ do
3: Observe context $C_t$ and outputs $\pi_{\mathcal{A}}(C_t)$ each action
4: if $\pi_{\max} \leq a \{ \pi_{\mathcal{A}}(a) \} \leq \pi_{\max}$ then
5: $A_t \sim \pi_{\mathcal{A}}$ {Sample action}
6: Observe $R_t$
7: Update Algorithm $\mathcal{A}$ with $(C_t, A_t, R_t)$
8: else
9: $u \sim \text{unif}(0, 1)$
10: $A^*_t = \arg \max_a \pi_{\mathcal{A}}(a)$
11: if $u \leq \pi_{\max}$ or $u > \max_a \{ \pi_{\mathcal{A}}(a) \}$ then
12: if $u \leq \pi_{\max}$ then
13: $A_t = A^*_t$
14: else
15: $A_t = \arg \min \{ \pi_{\mathcal{A}}(a) \}$
16: end if
17: Observe $R_t$
18: Update Algorithm $\mathcal{A}$ with $(C_t, A_t, R_t)$ {Both approaches agree on action}
19: else
20: $A_t = \arg \min \{ \pi_{\mathcal{A}}(a) \}$
21: Observe $R_t$ {Do not give data to $\mathcal{A}$}
22: end if
23: end if
24: end for

A.7. Data-Dropping Power-Preserving Wrapper Algorithm

In this section, we give full analyses of the data-dropping wrapper algorithm which can also be used for power preserving purpose. The algorithm implementation is given in Algorithm 2. The wrapper takes as input a contextual bandit algorithm $\mathcal{A}$ and pre-computed $\pi_{\min}$, $\pi_{\max}$ ($\pi_{\max} + \pi_{\min} = 1$) computed from Theorem 8. The input algorithm $\mathcal{A}$ can be stochastic or deterministic. Conceptually, our wrapper operates as follows: for a given context, if the input algorithm $\mathcal{A}$ returns a probability distribution over choices that already satisfies $\pi_{\mathcal{A}} \in [\pi_{\min}, \pi_{\max}]$, then we sample the action according to $\pi_{\mathcal{A}}$. However, if the maximum probability of an action exceeds $\pi_{\max}$, then we sample that action according to $\pi_{\max}$.

The key to guaranteeing good regret with this wrapper for a broad range of input algorithms $\mathcal{A}$ is in ensuring that the input algorithm $\mathcal{A}$ only sees samples that match the data it would observe if it was making all decisions. Specifically, the sampling approach in lines 9-22 determines whether the action that was ultimately taken would have been taken absent the wrapper; the context-action-reward tuple from that action is only shared with the input algorithm $\mathcal{A}$ if $\mathcal{A}$ would have also made that same decision.

Now, suppose that the input algorithm $\mathcal{A}$ was able to achieve some regret bound $\mathcal{R}(T)$ with respect to some setting $\mathcal{B}$ (which, as noted before, may be more specific than that in
Section 3 in main paper). The wrapped version of input $\mathcal{A}$ by Algorithm 2 will achieve the desired power bound by design; but what will be the impact on the regret? We prove that as long as the setting $\mathcal{B}$ allows for data to be dropped, then an algorithm that incurs $\mathcal{R}$ regret in its original setting suffers at most $(1 - \pi_{\text{max}})$ linear regret in the clipped setting. Specifically, if an algorithm $\mathcal{A}$ achieves an optimal rate $O(\sqrt{T})$ rate with respect to a standard oracle, its clipped version will achieve that optimal rate with respect to the clipped oracle.

**Theorem 13 (Restate of Theorem 4)** Assume as input $\pi_{\text{max}}$ and a contextual bandit algorithm $\mathcal{A}$. Assume algorithm $\mathcal{A}$ has a regret bound $\mathcal{R}(T)$ under one of the following assumptions on the setting $\mathcal{B}$: (1) $\mathcal{B}$ assumes that the data generating process for each context is independent of history, or (2) $\mathcal{B}$ assumes that the context depends on the history, and the bound $\mathcal{R}$ for algorithm $\mathcal{A}$ is robust to an adversarial choice of context.

Then our wrapper Algorithm 2 will (1) return a dataset that satisfies the desired power constraints and (2) has expected regret no larger than $\mathcal{R}(\pi_{\text{max}}T) + (1 - \pi_{\text{max}})T$ if assumptions $\mathcal{B}$ are satisfied in the true environment.

**Proof** Satisfaction of power constraints: By construction our wrapper algorithm ensures that the selected actions always satisfy the required power constraints.

Regret with respect to a clipped oracle: Note that in the worst case, the input algorithm $\mathcal{A}$ deterministically selects actions $A_t$, which are discarded with probability $1 - \pi_{\text{max}}$. Therefore if running in an environment satisfying the assumptions $\mathcal{B}$ of the input algorithm $\mathcal{A}$, our wrapper could suffer at most linear regret on $T(1 - \pi_{\text{max}})$ points, and will incur the same regret as the algorithm $\mathcal{A}$ on the other points (which will appear to algorithm $\mathcal{A}$ as if these are the only points it has experienced).

Note that since the wrapper algorithm does not provide all observed tuples to algorithm $\mathcal{A}$, this proof only works for assumptions $\mathcal{B}$ on the data generating process that assumes the contexts are independent of history, or in a setting in which $\mathcal{A}$ is robust to adversarially chosen contexts.

Essentially this result shows that one can get robust power guarantees while incurring a small linear loss in regret (recall that $\pi_{\text{max}}$ will tend toward 1, and $\pi_{\text{min}}$ toward 0, as $T$ gets large) if the setting affords additional structure commonly assumed in stochastic contextual bandit settings. Because our wrapper is agnostic to the choice of input algorithm $\mathcal{A}$, up to these commonly assumed structures, we enable a designer to continue to use their favorite algorithm—perhaps one that has seemed to work well empirically in the domain of interest—and still get guarantees on the power.

**Corollary 14** For algorithms $\mathcal{A}$ that satisfy the assumptions of Theorem 13, our wrapper algorithm will incur regret no worse than $O(\mathcal{R}(\pi_{\text{max}}T))$ with respect to a clipped oracle.

**Proof** Recall that a clipped oracle policy takes the optimal action with probability $\pi_{\text{max}}$ and the other action with probability $1 - \pi_{\text{max}}$. By definition, any clipped oracle will suffer a regret of $(1 - \pi_{\text{max}})T$. Therefore relative to a clipped oracle, our wrapper algorithm will have a regret rate $O(\mathcal{R}(\pi_{\text{max}}T))$ that matches the regret rate of the algorithm in its assumed setting when the true environment satisfies those assumptions. This holds for algorithms $\mathcal{A}$ satisfying the assumptions of Theorem 13.
A.8. Action Flipping Wrapper Algorithm

In this section, we provide full analyses of the action flipping wrapper algorithm described in Section 5.2 in the main paper. We first prove that the wrapper algorithm can be applied to a large class of algorithms and achieves good regret rate with respect to a clipped oracle and then we listed common algorithms on which the wrapper algorithm can be used. The proof below will drop the subscript \( n \) since the algorithm is for each user separately.

**Meta-Algorithm: Action-Flipping** (Restated)

1. Given current context \( C_t \), algorithm \( A \) produces action probabilities \( \pi_A(C_t) \).
2. Sample \( A_t \sim \text{Bern}(\pi_A(C_t)) \).
3. If \( A_t = 1 \), sample \( A'_t \sim \text{Bern}(\pi_{\max}) \). If \( A_t = 0 \), sample \( A'_t \sim \text{Bern}(\pi_{\min}) \).
4. We perform \( A'_t \) and receive reward \( R_t \).
5. The algorithm \( A \) stores the tuple \( C_t, A_t, R_t \). (Note that if \( A_t \) and \( A'_t \) are different, then, unbeknownst to the algorithm \( A \), a different action was actually performed.)
6. The scientist stores the tuple \( C_t, A'_t, R_t \) for their analysis.

**Theorem 15 (Restate of Theorem 5)** Given \( \pi_{\min}, \pi_{\max} \) and a contextual bandit algorithm \( A \), assume that algorithm \( A \) has expected regret \( R(T) \) for any environment in \( \Omega \), with respect to an oracle \( O \). If there exists an environment in \( \Omega \) such that the potential rewards, \( R'_t(a) = R_t(G(a)) \) for \( a \in \{0, 1\} \), then the wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have expected regret no larger than \( R(T) \) with respect to a clipped oracle \( O' \).

**Proof** Satisfaction of power constraints: Note that in step 6, we store the transformed action \( A'_t \), thus we need to compute \( \pi'_A \). From step 3, we see that we can write the transformed probability \( \pi'_A \) as follows:

\[
\pi'_A = p(A'_t = 1) = \pi_A \pi_{\max} + (1 - \pi_A) \pi_{\min}.
\]

Since \( \pi_{\max} - \pi'_A = (\pi_{\max} - \pi_{\min})(1 - \pi_A) \geq 0 \) and \( \pi'_A - \pi_{\min} = (\pi_{\max} - \pi_{\min}) \pi_A \geq 0 \), it follows that \( \pi'_A \in [\pi_{\min}, \pi_{\max}] \). Thus, by Theorem 11, the power constraint is met.

Regret with respect to a clipped oracle: Under the wrapper algorithm, \( A_t \) is transformed by the stochastic mapping \( G \) and the potential rewards can be written as \( R'_t(a) = R_t(G(a)) \) for \( a \in \{0, 1\} \). And by assumption there is an environment in \( \Omega \) with these rewards. Further algorithm \( A \) has regret rate no greater than \( R(T) \) with respect to an oracle \( O \) on the original environment. The expected reward of an oracle on the new environment is the same as the expected reward of the wrapper algorithm applied to the oracle on the original environment, i.e. \( \mathbb{E}[R_t(O')] = \mathbb{E}[R_t(G(O))] \). Thus, we can equivalently state that the algorithm resulting from transforming \( A_t \) by \( G \) has expected regret bound \( R(T) \) with respect to a clipped oracle \( O' \).

For sure, we should ask what collections of environments \( \Omega \) are closed under the reward transformation above. In the following, we characterize properties of \( \Omega \) satisfying Theorem 15.
Lemma 16  For a stochastic contextual bandit, the following environment class has the closure property assumed by Theorem 15 under the action-transforming operation $G$ - that is, for all environments in $\Omega$, the potential rewards $\{R_t(1), R_t(0)\}$ transforms to $\{R_t(G(1)), R_t(G(0))\}$, which are still in $\Omega$:

1. $R_t(a) \leq L$, where $L$ is a constant.
2. $R_t - \mathbb{E}[R_t|A_t, C_t]$ is $\sigma$-sub-Gaussian

Proof Condition 1. above clearly holds for $R_t(G(a))$ as $G(a) \in \{0,1\}$. Now, under the stochastic mapping $G$ on actions, the new reward is

$$R'_t = R_t(G(A_t)) = [A_t G(1) + (1 - A_t) G(0)] R_t(1) + [A_t (1 - G(1)) + (1 - A_t) (1 - G(0))] R_t(0)$$

and the new reward function is given by:

$$\mathbb{E}[R'_t | C_t, A_t] = [A_t \pi_{\text{max}} + (1 - A_t) \pi_{\text{min}}] \mathbb{E}[R_t(1) | C_t] + [A_t (1 - \pi_{\text{max}}) + (1 - A_t) (1 - \pi_{\text{min}})] \mathbb{E}[R_t(0) | C_t].$$

Since $A_t, G(0), G(1)$ are binary, and the set of sub-Gaussian random variables is closed under finite summation, Condition 2. still holds albeit with a different constant $\sigma$.

Next, we discuss how Lemma 16 applies to a set of common algorithms. In the derivations of regret bounds for these algorithms, in addition to the environmental assumptions outlined in Lemma 16, each derivation makes further assumptions on the environment. We discuss how each set of assumptions is preserved under the closure operation defined by our stochastic transformation $G$.

Remark 17 LinUCB (Abbasi-Yadkori et al., 2011), SupLinUCB (Chu et al., 2011), SupLinREL (Auer, 2002) and TS (Agrawal and Goyal, 2012) further assume that the reward takes the form of $\mathbb{E}[R_t(a) | C_{t,a}] = C_{t,a}^T \theta$. They assume that $\|\theta\| \leq S_1$, $\|C_{t,a}\| \leq S_2$. Thus, under $G$,

$$\mathbb{E}[R_t(G(a)) | C_t] = \pi_a \min_a \pi_{\text{max}} C_{t,0}^T \theta + \pi_a \min_a \pi_{\text{max}} C_{t,1}^T \theta,$$

$\{\theta, \pi_{\text{min}} \pi_{\text{max}} C_{t,0}^T + \pi_{\text{min}} \pi_{\text{max}} C_{t,1}^T\}$ are still bounded but possibly with different constants.

Differently, $\epsilon$-greedy (Langford and Zhang, 2007) assumes the learner is given a set of hypothesis $\mathcal{H}$ where each hypothesis $h$ maps a context $C_t$ to an action $A_t$. The goal is to choose arms to compete with the best hypothesis in $\mathcal{H}$. They assume that $(C_t, R_t) \sim P$ for some distribution $P$. Under $G$ this remains true but now with a different distribution $(C'_t, R'_t) \sim P'$ under $G$. Langford and Zhang derived the regret bounds when the hypothesis space is finite $|\mathcal{H}| = m$ with an unknown expected reward gap. Let $R(h)$ be the total reward under hypothesis $h$ and $\mathcal{H} = \{h_1, h_2, \ldots, h_m\}$. Without loss of generality, they assume $R(h_1) \geq R(h_2) \geq \ldots R(h_m)$ and $R(h_1) \geq R(h_2) + \Delta$ where $\Delta$ is the unknown expected reward gap, $\Delta > 0$. Now, under $G$, the hypothesis space needs to change accordingly to $\mathcal{H}'$ where each new hypothesis $h'$ may map a context to actions different from before (Each new hypothesis needs to lie within the power-preserving policy class that we derived in Theorem 11); however, the hypothesis space size remains the same, $|\mathcal{H}'| = m$. And without loss of generality, we can reorder $R'(h')$ so that $R'(h'_1) \geq R'(h'_2) \geq \ldots R'(h'_m)$, thus the environment is closed under $G$. 
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Adversarial Case  There are several ways of specifying adversarial versions of contextual bandits. Some of those are amenable to our flipping process in the Algorithm described in this section, and others are not. In particular, the flipping process introduces stochasticity into the perceived rewards, so algorithms that assume deterministic rewards (the context is drawn from some unknown distribution but the reward is picked by an adversary) in the environment will not apply directly (Auer and Chiang (2016); Auer et al. (2002); Beygelzimer et al. (2011); Bubeck and Slivkins (2012); Seldin and Lugosi (2017)).

Other adversarial contextual bandit algorithms are designed for environments with stochastic rewards. We specifically focus on adversarial contextual bandits where the contexts are chosen by an adversary but the reward is drawn from a fixed (but unknown) conditional distribution given context. We allow the adversary to be aware of the action flipping. The analysis is similar to that of the stochastic bandit.

Since the contexts are assigned by the adversary deterministically, we denote the context at time step $t$ of action $a$ as $c_{t,a}$. The rewards are stochastic and we denote the potential rewards as $\{R_t(0), R_t(1)\}$ and the reward function as $\mathbb{E}[R_t|A_t, c_t]$.

**Lemma 18** Given an adversarial contextual bandit, the context $c_{t,a} \in \Omega$ is assigned by an adversary. Assume the adversary has the knowledge of the stochastic mapping $G$. There are two sufficient conditions for Theorem 5 to hold. First, the context $c_{t,a}$ is allowed to evolve arbitrarily. Second, the stochastic rewards $R_t$ belongs to one those described in Corollary 16.

**Proof** With the knowledge of the stochastic mapping $G$, the adversary may generate a new assignment of contexts $c'_{t,a}$ different than the one generated without $G$. Since the context can evolve arbitrarily, the new assignment $c'_{t,a}$ is still in $\Omega$. And by proof in Lemma 16, the potential rewards is closed under transformation $G$. Thus, the environment is closed under $G$.

**Remark 19** SupLinUCB (Chu et al., 2011) and SupLinREL Auer (2002), which are analyzed in Remark 17, allow the context vector to be chosen by an oblivious adversary (the adversary is not adaptive) and don’t make assumptions on how the contexts evolve. In Remark 17, we already show that under $G$, the new reward function of both algorithms, $\mathbb{E}[R_t(G(a)|c_t)]$, is still in the environment class. Therefore, in the adversarial scenario, the environment class is still closed under $G$.

A.9. Action Flipping Wrapper Algorithm in MDP Setting

In this section, we prove that our action flipping strategy can also be applied to an MDP setting since our test statistic allows the features to depend on the full history. We again drop $n$ for convenience. A MDP $M$ is defined with a set of finite states $S$ and a set of finite actions $A$. An environment for an MDP is defined by the initial state distribution $S_0 \sim P_0$, the transition probability $P^{a}_{s,s'}$ and the reward which is a function of current state, action and next state, $R_t = r(S_t, A_t, S_{t+1})$.

Again we use potential outcome notation; this notation is coherent with the standard MDP notation and allows us to make the role of the stochastic transformation, $G$, clear. At time $t$, given the current state $S_t$, the algorithm selects the action $a$ and transits to the next state $S_t$ with transition probability $P^{a}_{s,s'} = P(S_{t+1} = s'|S_t = s, A_t = a)$. The observed
reward is $R_t(A_t)$ and the expected reward given a state-action pair is $E[R_t(A_t)|S_t = s, A_t = a] = \sum_{s'} P_{s,s'}^a r(s, a, s')$.

Recall that the set of environments is denoted by $\Omega$. At state $S_t$, an algorithm $A$ maps the history for each user up to time $t$: $H_t = (\{S_j, A_j, R_j\}_{j=t}^{t-1}, S_t)$ to a probability distribution over action space $A$. As before the wrapper algorithm makes the input algorithm $A$ believe that it is in an environment more stochastic than it truly is (particularly the distribution of $S_{t+1}$ is more stochastic). Intuitively, if algorithm $A$ is capable of achieving some rate in this more stochastic environment, then it will be optimal with respect to the clipped oracle.

**Corollary 20** Given $\pi_{\min}$, $\pi_{\max}$ and an MDP algorithm $A$, assume that algorithm $A$ has an expected regret $R(T)$ for any MDP environment in $\Omega$, with respect to an oracle $O$. Under stochastic transformation $G$, if there exists an environment in $\Omega$ that contains the new transition probability function: $P^a_{s,s'} = \left(\pi_{\min}^{a} \pi_{\max}^{1-a} P^0_{s,s'} + \pi_{\min}^{1-a} \pi_{\max}^{a} P^1_{s,s'}\right)$ then the wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have expected regret no larger than $R(T)$ with respect to a clipped oracle $O'$.

**Proof** The proof of satisfaction of power constraints follows as in Theorem 15.

Regarding regret: Under the wrapper algorithm, the action $A_t$ is transformed by the stochastic mapping $G$, which only impacts the next state $S_{t+1}$. The new transition probability function $P^a_{s,s'}$ can be written as $\left(\pi_{\min}^a \pi_{\max}^{1-a} P^0_{s,s'} + \pi_{\min}^{1-a} \pi_{\max}^a P^1_{s,s'}\right)$. And by assumption there is an environment in $\Omega$ with this probability transition function. Recall that the reward is a deterministic function of the current state, the action and the next state. Further recall that $A$ has regret rate no greater than $R(T)$ with respect to an oracle $O$ on the original environment. Thus the expected reward of an oracle on this environment is the same as the expected reward of the wrapper algorithm applied to the oracle on the original environment, i.e. $E[R_t(G(O))|S_t, A_t] = E[R_t(O')|S_t, A_t]$. Thus, we can equivalently state that the algorithm resulting from transforming $A_t$ by $G$ has expected regret bound $R(T)$ with respect to a clipped oracle $O'$.

### Appendix B. Descriptions of Algorithms

Below, we provide pseudocode of all the algorithms we used for reference. All the algorithms listed below is for each user $n$ and we drop subscript $n$ for simplicity.

#### B.1. Fixed Randomization with $\pi = 0.5$

**Algorithm 3** Fixed Randomization with $\pi = 0.5$

1: for $t = 1, 2, \ldots, T$ do
2: $A_t \sim \text{Bern}(0.5)$
3: Observe $R_t$
4: end for
B.2. ACTS

Algorithm 4 Clipped ACTS (Action Centered Thompson Sampling)

1: Input: $\sigma^2$, $\pi_{\text{min}}$, $\pi_{\text{max}}$
2: $b = 0, V = I, \delta = V^{-1}b, \hat{\Sigma} = \sigma^2 V^{-1}$
3: for $t = 1, 2, \ldots, T$ do
4: Observe $C_t$
5: if $1 - \phi_{C_t^\top \delta, C_t^\top \hat{\Sigma} C_t}(0) < \pi_{\text{min}}$ then
6: $\pi_t = \pi_{\text{min}}$
7: $A_t \sim \text{Bern}(\pi_t)$
8: else if $1 - \phi_{C_t^\top \delta, C_t^\top \hat{\Sigma} C_t}(0) > \pi_{\text{max}}$ then
9: $\pi_t = \pi_{\text{max}}$
10: $A_t \sim \text{Bern}(\pi_t)$
11: else
12: $\tilde{\delta} \sim \mathcal{N}(C_t^\top \hat{\delta}, C_t^\top \hat{\Sigma} C_t)$
13: $A_t = \arg\max(0, C_t^\top \tilde{\delta})$
14: $\pi_t = 1 - \phi_{C_t^\top \delta, C_t^\top \hat{\Sigma} C_t}(0)$
15: end if
16: Observe $R_t$
17: Update $V = V + (1 - \pi_t)\pi_t C_t C_t^\top, b = b + (A_t - \pi_t) R_tC_t, \delta = V^{-1}b$
18: end for

B.3. BOSE

Algorithm 5 Clipped BOSE (Bandit Orthogonalized Semiparametric Estimation)

1: Input: $\pi_{\text{min}}$, $\pi_{\text{max}}$, $\eta$
2: $b = 0, V = I, \delta = V^{-1}b$
3: for $t = 1, 2, \ldots, T$ do
4: Observe $C_t$
5: if $C_t^\top \delta > \eta C_t^\top V^{-1}C_t$ then
6: $\pi_t = \pi_{\text{max}}$
7: else if $-C_t^\top \delta > \eta C_t^\top V^{-1}C_t$ then
8: $\pi_t = \pi_{\text{min}}$
9: else
10: $\pi_t = 0.5$
11: end if
12: $A_t \sim \text{Bern}(\pi_t)$ and observe $R_t$
13: Update $V = V + (A_t - \pi_t)^2 C_tC_t^\top, b = b + (A_t - \pi_t)R_tC_t, \delta = V^{-1}b$
14: end for
B.4. linUCB

**Algorithm 6** linUCB(linear Upper Confidence Bound)

1: Input: $\pi_{\text{min}}, \pi_{\text{max}}, \eta$
2: $b = 0$, $V = I$, $\hat{\theta} = V^{-1}b$
3: for $t = 1, 2, \ldots, T$ do
4: Observe $C_t(0), C_t(1)$
5: For $a \in \{0, 1\}$, compute $L_{t,a} = C_t(a)\hat{\theta} + \eta\sqrt{C_t(a)V^{-1}C_t(a)}$
6: $A^*_t = \arg\max_a L_{t,a}$
7: $\pi_t = \pi_{\text{min}} + \frac{1-A^*_t}{\pi_{\text{max}} - \pi_{\text{min}}} A^*_t$
8: $A_t \sim \text{Bern}(\pi_t)$ and observe $R_t$
9: Update $V = V + C_tC_t^\top, b = b + C_tR_t, \hat{\theta} = V^{-1}b$
10: end for

Appendix C. Environments

In this section, we describe the details of the simulated environments we used in the experiment. Recall that the reward function is defined as

$$E[R_{nt}|A_{nt}, C_{nt}] = \gamma_{nt} + (A_{nt} - \pi_{nt})Z_{nt}^\top\delta_0$$

The marginal reward $\gamma_{nt}$ is approximated as $B_{nt}\gamma_0$. To construct an environment, we need to specify the feature vectors $Z_{nt}$, $B_{nt}$ and the vectors $\delta_0$, $\gamma_0$. We also need to specify a noise model for $\tilde{\epsilon}_{nt}$.

C.1. Mobile Health Simulator

The mobile health simulator, which mimics the data generation process of a mobile application to increase users’ physical activities, was originally developed in (Liao et al., 2016). In this environment, the effect changes over time but is still independent across days. The noise terms are correlated and follows Gaussian AR(1) process. The response to the binary action $A_t \in \{0, 1\}$ is $R_t$, which is interpreted as $\sqrt{\text{Step count on day } t}$.

$$R_{nt} = A_{nt}Z_{nt}^\top\delta + \alpha(t) + \frac{\sigma(t)}{\sqrt{2}}\epsilon_{nt}$$
$$\epsilon_{nt} = \phi\epsilon_{n,t-1} + \epsilon_{nt}$$
$$\epsilon_{nt} \sim \mathcal{N}(0, 1)$$
$$\epsilon_0 \sim \mathcal{N}\left(0, \frac{1}{1-\phi^2}\right)$$
$$A_{nt} \in \{0, 1\}$$

Note $Var(\epsilon_{nt}) = \frac{1}{1-\phi^2}$ for all $t$. One can choose $\phi = 1/\sqrt{2}$. The features are

$$Z_{nt} = [1, \frac{t-1}{45}, \left(\frac{t-1}{45}\right)^2]^\top$$

(21)
The $\alpha(t)$ represents the square root of the step-count under no action $A_t = 0$. Let $\alpha(t)$ vary linearly from 125 at $t = 0$ to 50 at $t = T$. The $\sigma^2(t)$ is the residual variance in step count. We set $\sigma(t) = 30$. For $\delta_0$, under null hypothesis, $\delta_0 = 0$. Under alternate hypothesis, $\delta^{(0)} = 6$. There is no effect at $T = 90$ and peak effect at $T = 21$. By solving the system, we have $\delta_0^T = [6.00, -2.48, -2.79]$, $\delta = \sum_{t=1}^{T} Z_{nt}^T \delta_0 \approx 1.6$.

To construct a correct working model for the marginal reward, we let $B_{nt}^T = [\alpha(t), \pi_{nt} Z_{nt}^T]$ $\gamma_0 = [1, \delta_0^T]$  

C.2. Environmental Set-up for Type 1 error Experiment
For all environments, to verify Type 1 error is recovered, during simulation, we set $\delta_0 = 0$ where $0$ is a zero vector. When solving for $\pi_{\min}$, $\pi_{\max}$, we used $\delta_0$ values specified in the above sections.

C.3. Semi-parametric Contextual Bandit (SCB)
In this environment, for each user $n$, at each round, a feature $Z_{nt}$ is independently drawn from a sphere with norm 0.4. Additionally:

$$ R_{nt} = f_{nt} + A_{nt} Z_{nt}^T \delta_0 + \epsilon_{nt} $$
$$ \delta_0^T = [0.382, -0.100, 0.065] \quad (||\delta_0|| = 0.4) $$
$$ f_{nt} = \frac{1}{900} t - 0.05 $$
$$ \epsilon_{nt} \sim \mathcal{N}(0, \sigma^2) \quad \text{where} \quad \sigma^2 = 0.25 $$

We can see that $E[R_{nt}(0)|H_{nt}] = f_{nt}$. According to Section A.1, the marginal reward $\gamma_{nt} = f_{nt} + \pi_{nt} Z_{nt}^T \delta_0$. To construct a correct working model for the marginal reward, we let $B_{nt}^T = [t, 1, \pi_{nt} Z_{nt}^T]$ $\gamma_0 = [\frac{1}{900}, -0.05, \delta_0^T]$  

C.4. Adversarial Semi-parametric Contextual Bandit (ASCB)
The adversarial semi-parametric contextual bandit is similar to SCB except that in each round, $\gamma_{nt}$ is chosen by an adaptive adversary. We specifically used the adversary ($f_{nt}$ below) introduced in (Abbasi-Yadkori et al., 2018). The environment is defined as follows:

$$ R_{nt} = f_{nt} + A_{nt} Z_{nt}^T \delta_0 + \epsilon_{nt} $$
$$ Z_{nt}^T = [-0.5, 0.3 \cdot (-1)^t, (t/100)^2] $$
$$ \delta_0^T = [0.2, 0.2, 0.2] $$
$$ f_{nt} = -\max(0, A_{nt} Z_{nt}^T \delta) $$
$$ \epsilon_{nt} \sim \mathcal{N}(0, \sigma^2) \quad \text{where} \quad \sigma^2 = 0.25 $$
Similar to SCB (Section C.3), \( \gamma_{nt} = f_{nt} + \pi_{nt}Z_{nt}^T\delta_0 \). We let

\[
B^n_t = \left[ -\max(0, A_{nt}Z_{nt}^T\delta), \pi_{nt}Z_{nt}^T \right]
\]

\[
\gamma_0 = [1, \delta_0^T]
\]

C.5. Environmental Set-up for Robustness Test

Robustness test of mis-estimated treatment effect. To study the impact of the estimated effect size, we tested two different types of mis-estimation: underestimation and overestimation of the average treatment effect. For the experiment purpose, the guessed size of each dimension \( d \) is set as \( \delta^{(d)}_{\text{est}} = \delta^{(d)}/1.1 \) (underestimation) and \( \delta^{(d)}_{\text{est}} = \delta^{(d)} \times 1.1 \) (overestimation) while the effect size of the simulation environment remains as \( \delta_0 = \delta \).

Robustness test of mis-estimated noise variance. To study the impact of the estimated noise variance size, we tested two different types of noise mis-estimation for SCB and ASCB: underestimation and overestimation of the environment noise. For the experiment purpose, the guessed size of the noise variance is set as \( \sigma^2_{\text{est}} = \sigma^2_{\text{est}}/1.2 \) (underestimation) and \( \sigma^2_{\text{est}} = \sigma^2_{\text{est}} \times 1.2 \) (overestimation) while the noise variance of the simulation environment remains as \( \sigma^2 \) specified above. For mobile health, we mimic the data pattern that during the weekends, the users’ behaviors are more stochastic due to less motivation. Specifically, we let the noise variance of the weekend be \( 1.5^2 \) times larger than that of the weekdays. The estimated noise variance is calculated using the average variance over time \( \sigma^2_{\text{est}} = \frac{1}{T} \sum_{t=1}^{T} \sigma^2_t \).

Robustness test of mis-specified marginal reward model. To test the robustness of the power against the working model of the marginal reward, for all environments, we used a bad approximation where \( B_{nt} = 1 \).

Robustness test of mis-specified treatment effect model. We conducted two types of environments to demonstrate the robustness of the power against the treatment effect model mis-specification. (1) In the first experiment, we consider the effect where the constructed model lies within a subspace of the true model. We suppose that the experts consider the last feature in \( Z_{nt} \) as irrelevant and drops it during the experiment. (2) In the second experiment, we consider the situation where the true treatment effect model is a nonlinear function of \( Z_{nt} \). Specifically, the true treatment effect model is defined as in ASCB (Section C.4) and we approximated it with \( R_{nt} = -0.15 + 0.003t + \epsilon_{nt} \).

Appendix D. Experiment Settings

For all environments, we use \( N = 20 \) subjects and \( T = 90 \) trajectory length. We ran 1,000 simulations in total. In the regret minimization algorithm, \( C_{nt} \) is set as \( Z_{nt} \).

D.1. Identifying optimal hyperparameters

For all algorithms, the hyperparameters are chosen by maximizing the average return over 1,000 individuals. The prior of the ACTS algorithm is set as \( \mathcal{N}(0, \sigma^2_0) \) and \( \sigma^2_0 \) is chosen between \([0.05, 0.5]\) for SCB and ASCB, and between \([50, 150]\) for the mobile health simulator. The parameter \( \eta \) of BOSE is chosen between \([0.1, 2.0]\) for SCB and ASCB, and between \([10, 150]\) for the mobile health simulator. The hyperparameter \( \eta \) of linUCB is chosen between \([0.01, 0.25]\) for SCB and ASCB, and between \([10, 100]\) for the mobile health simulator. (Note:
in reality, we would not be able to repeatedly run experiments of 1000 individuals to find the optimal hyperparameters; we do this to give the baseline versions of the algorithms their best chance for success.) The optimal hyperparameters, that is, those that minimize empirical regret, are listed below:

Table 1: Optimal hyperparameter chosen for a given pair of an algorithm and an environment

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SCB</th>
<th>ASCB</th>
<th>Mobile Health Simulator</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTS((\sigma_0^2))</td>
<td>0.15</td>
<td>0.05</td>
<td>60</td>
</tr>
<tr>
<td>BOSE((\eta))</td>
<td>0.2</td>
<td>0.2</td>
<td>120</td>
</tr>
<tr>
<td>linUCB((\eta))</td>
<td>0.03</td>
<td>0.02</td>
<td>95</td>
</tr>
</tbody>
</table>

D.2. Solved \(\pi_{\text{min}}, \pi_{\text{max}}\)

Table 2 lists solved \(\pi\) values given a pair of an environment and a guessed effect size as well as given a pair of an environment and a guessed noise variance. We see the smaller in magnitude of \(\delta_{\text{est}}\) or the larger \(\sigma^2\), the closer \(\pi_{\text{min}}, \pi_{\text{max}}\) are to 0.5, which results in more exploration. The larger in magnitude of \(\delta_{\text{est}}\) or the smaller \(\sigma^2\), the further \(\pi_{\text{min}}, \pi_{\text{max}}\) are from 0.5 exploration, which results in less exploration.

Table 2: Solved \(\pi_{\text{min}}, \pi_{\text{max}}\) given a pair of an environment and a guessed effect size or given a pair of an environment and a guessed noise variance

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>(\delta_{\text{est}} &lt; \delta)</th>
<th>(\delta_{\text{est}} = \delta)</th>
<th>(\delta_{\text{est}} &gt; \delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\pi_{\text{min}})</td>
<td>(\pi_{\text{max}})</td>
<td>(\pi_{\text{min}})</td>
</tr>
<tr>
<td>SCB</td>
<td>0.288</td>
<td>0.712</td>
<td>0.216</td>
</tr>
<tr>
<td>ASCB</td>
<td>0.301</td>
<td>0.699</td>
<td>0.225</td>
</tr>
<tr>
<td>Mobile Health</td>
<td>0.335</td>
<td>0.665</td>
<td>0.243</td>
</tr>
</tbody>
</table>

Appendix E. Additional Results

E.1. Results for Additional Benchmark Environments

In this section, we show that our approaches can be generalized to other settings. We consider one stochastic environment (semiparametric contextual bandit (SCB)) and one adversarial environment (adversarial semiparametric contextual bandit (ASCB)) for benchmark testing. SCB samples \(Z_{nt}\) and \(\delta_0\) uniformly from a sphere and \(\epsilon_{nt}\) are i.i.d.. Our adversarial semiparametric (ASCB) setting is from Krishnamurthy et al. (2018); it uses a
non-parametric component in the reward to corrupt the information the learner receives. Details in Appendix C.3 and C.4.

Figure 4: Type 1 error with 95\% Confidence Interval: We see some Type 1 errors are close to $\alpha_0 = 0.05$ while some are a little larger than 0.05, due to bias in our estimates of the covariance matrix.

**Type 1 Error.** When there is no treatment effect, we see that benchmark environments also suffer from bias in $\hat{\Sigma}$ and results in Type 1 errors slightly higher than 0.05 (In Figure 4, some bars are slightly higher than the red dashed line), suggesting that bias reduction is necessary for future work.

Figure 5: Average Return v.s. Resulting power: $x$-axis denotes average return and $y$-axis denotes the resulting power. Power tends to decrease as average return increases, though clipped $\text{linUCB}$ preserves power with a stronger performance than the other baselines.

**Power and Average Return.** Similar to the mobile health simulator, we also see the trade-off between the power and the average return in SCB and ASCB. Based on Figure 5, in both environments, Fixed Policy ($\pi = 0.5$) achieves the highest power. Comparing the powers of non-clipped algorithms to those of clipped algorithms, our clipping scheme achieves the desired power while the non-clipped algorithms fail especially in the harder environment (In ASCB, non-clipped algorithms are below the desired power level (even below 0.3) while clipped ones are above). Clipped $\text{linUCB}$ achieves the highest average rate while preserving the power guarantee.

**Treatment Effect Size Mis-specification.** We consider the effect on the power when our guess of the effect size is overestimated ($Z_{nt}\delta_{\text{est}} > Z_{nt}\delta_0$) or underestimated ($Z_{nt}\delta_{\text{est}} < Z_{nt}\delta_0$). Similar to the mobile health simulator, in both cases, underestimation results in more
Power Constrained Bandits

Figure 6: Effect of mis-estimated treatment effect size on power: In general, when $Z_t \delta_{est} < Z_t \delta_0$, power is higher and when $Z_t \delta_{est} > Z_t \delta_0$, power is lower. ACTS and BOSE are more robust to effect mis-specification.

Figure 7: Effect of mis-estimated noise model on power: In general, when $\sigma_{est} > \sigma$, power is higher and when $\sigma_{est} < \sigma$, power is lower. ACTS and BOSE are more robust to noise mis-estimation.

Noise Model Mis-specification. For SCB and ASCB, we test our approaches when the noise variance is overestimated ($\sigma^2_{est} > \sigma^2$) or underestimated ($\sigma^2_{est} < \sigma^2$). We show that overestimated noise variance results in more exploration because more information is needed in a noisy environment, and thus higher power, while underestimation results in less exploration and lower power, with worst case above 0.7. The results are consistent to our discussion of Theorem 2.

Figure 9: Effect of mis-specified treatment effect model on power: Excluding a key feature can cause the power to decrease significantly with the worst case above 0.4. When the feature dimension is correct but the features are incorrect, algorithms are still robust in terms of power with inflated resulting power.
Marginal Reward Model Mis-specification. For both environments, we use $B_{nt} = 1$ as a bad approximation of the marginal reward structure. The resulting powers are similar to those of correctly specified models (Figure 8). Thus, our methods are robust to marginal reward mis-specification in various settings.

Treatment Effect Model Mis-specification. For SCB and ASCB, we consider the case where the constructed feature space is smaller than the true feature space. Excluding a key feature can have a big effect in a challenging environment: In Figure 9(b), for linUCB, power drops to around 0.4. We also consider the situation where the true treatment effect, which is a nonlinear function of features $Z_{nt}$, is approximated by a linear function. A different environment is built for this experiment (Appendix Section C). In Figure 9(c), we see that all the powers are similar to those when the model is correctly specified.

Based on the results of the robustness experiments, we see that although clipped linUCB performs the best in term of the average return (Figure 5), it is the least robust in terms of various model mis-specifications (Figure 6, 7, 8 and 9).

Regrets with respect to the Clipped Oracle. In both environments, the regret of clipped algorithms with respect to a clipped oracle is on the same scale as the regret of non-clipped algorithms with respect to a non-clipped oracle (Figure 5).
comparing to the other two. For ACTS, BOSE in environments SCB, ASCB, action flipping results in most power and most regret as we have more exploration due to forced stochasticity and a smaller perceived treatment effect in the modified environment (unlike dropping).

E.2. Type 1 Error

Table 3: Type 1 error (Figure 1(a), 4) with 2 standard error(\(\hat{\alpha}_0 \pm 2\sqrt{\hat{\alpha}_0(1 - \hat{\alpha}_0)/S}\) where \(S = 1000\)). We see some Type 1 errors are close to \(\alpha_0 = 0.05\) while some are larger than 0.05 but not significantly.

<table>
<thead>
<tr>
<th></th>
<th>ASCB</th>
<th>ASCB (clip)</th>
<th>BOSE</th>
<th>BOSE (clip)</th>
<th>linUCB(clip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fix (\pi = 0.5)</td>
<td>0.060 ± 0.015</td>
<td>0.074 ± 0.017</td>
<td>0.054 ± 0.014</td>
<td>0.078 ± 0.017</td>
<td>0.063 ± 0.015</td>
</tr>
<tr>
<td>SCB</td>
<td>0.053 ± 0.014</td>
<td>0.054 ± 0.014</td>
<td>0.06 ± 0.015</td>
<td>0.071 ± 0.016</td>
<td>0.071 ± 0.016</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mobile Health Simulator</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Fix (\pi = 0.5)</td>
<td>0.072 ± 0.016</td>
<td>0.075 ± 0.017</td>
<td>0.061 ± 0.015</td>
<td>0.062 ± 0.015</td>
<td>0.062 ± 0.015</td>
</tr>
</tbody>
</table>

E.3. Power, Average Return & Regrets

<table>
<thead>
<tr>
<th></th>
<th>ASCB</th>
<th>ASCB (clip)</th>
<th>BOSE</th>
<th>BOSE (clip)</th>
<th>linUCB(clip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>0.925 ± 0.017</td>
<td>0.241 ± 0.027</td>
<td>0.836 ± 0.023</td>
<td>0.340 ± 0.030</td>
<td>0.848 ± 0.023</td>
</tr>
<tr>
<td>AR</td>
<td>-3.210 ± 0.067</td>
<td>-2.425 ± 0.066</td>
<td>-2.696 ± 0.066</td>
<td>-2.755 ± 0.071</td>
<td>-2.837 ± 0.068</td>
</tr>
<tr>
<td>(\text{reg}_{\alpha})</td>
<td>3.210 ± 0.067</td>
<td>2.425 ± 0.066</td>
<td>-</td>
<td>2.755 ± 0.071</td>
<td>-</td>
</tr>
<tr>
<td>(\text{reg}_{\beta})</td>
<td>2.949 ± 0.067</td>
<td>-</td>
<td>2.434 ± 0.066</td>
<td>-</td>
<td>2.575 ± 0.068</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>SCB</th>
<th>SCB (clip)</th>
<th>BOSE</th>
<th>BOSE (clip)</th>
<th>linUCB(clip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>0.931 ± 0.016</td>
<td>0.594 ± 0.031</td>
<td>0.861 ± 0.022</td>
<td>0.628 ± 0.031</td>
<td>0.847 ± 0.023</td>
</tr>
<tr>
<td>AR</td>
<td>-0.143 ± 0.067</td>
<td>0.590 ± 0.068</td>
<td>0.397 ± 0.068</td>
<td>0.434 ± 0.070</td>
<td>0.190 ± 0.068</td>
</tr>
<tr>
<td>(\text{reg}_{\alpha})</td>
<td>3.479 ± 0.067</td>
<td>2.747 ± 0.068</td>
<td>-</td>
<td>2.903 ± 0.070</td>
<td>-</td>
</tr>
<tr>
<td>(\text{reg}_{\beta})</td>
<td>2.759 ± 0.067</td>
<td>-</td>
<td>2.219 ± 0.068</td>
<td>-</td>
<td>2.426 ± 0.068</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Mobile Health Simulator</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Power</td>
<td>0.911 ± 0.018</td>
<td>0.390 ± 0.031</td>
<td>0.789 ± 0.026</td>
<td>0.667 ± 0.030</td>
<td>0.901 ± 0.019</td>
</tr>
<tr>
<td>AR((\times 10^3))</td>
<td>8.089 ± 0.010</td>
<td>8.271 ± 0.009</td>
<td>8.204 ± 0.010</td>
<td>8.109 ± 0.010</td>
<td>8.094 ± 0.010</td>
</tr>
<tr>
<td>(\text{reg}_{\alpha})</td>
<td>0.223 ± 0.010</td>
<td>0.041 ± 0.009</td>
<td>-</td>
<td>0.204 ± 0.010</td>
<td>-</td>
</tr>
<tr>
<td>(\text{reg}_{\beta})</td>
<td>0.117 ± 0.010</td>
<td>-</td>
<td>0.003 ± 0.010</td>
<td>-</td>
<td>0.112 ± 0.010</td>
</tr>
</tbody>
</table>

Table 4: Resulting power, average return (AR), the regret with respect to the standard oracle (\(\text{reg}\)) and the regret with respect to the clipped oracle (\(\text{reg}_{\alpha}\)) with 2 standard error (Figure 1(b), 5). With probability clipping, the correct power \(\beta_0 = 0.80\) is recovered while without clipping, sufficient power is not guaranteed. There is a trade-off between the average return and the resulting power. The regrets of the clipped algorithms converge as expected with respect to the clipped oracle.
E.4. Robustness Analysis

In this section, we list the resulting power of the robustness experiments against various model mis-specifications in tables.

Table 5: Resulting power with 2 standard error with mis-estimated treatment effect size (Figure 2(a), 6) where $\delta_{est}$ denotes the estimated treatment effect size. In general, the power is lower when $\delta_{est} > \delta$ and higher when $\delta_{est} < \delta$. The power is robust against mis-estimated treatment effect with most powers above 0.7.

<table>
<thead>
<tr>
<th>$\sigma_{est} &gt; \sigma$</th>
<th>$\sigma_{est} = \sigma$</th>
<th>$\sigma_{est} &lt; \sigma$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTS</td>
<td>0.883 ± 0.020</td>
<td>0.836 ± 0.023</td>
<td>0.796 ± 0.025</td>
<td>0.881 ± 0.020</td>
<td>0.861 ± 0.022</td>
<td>0.820 ± 0.024</td>
<td>0.862 ± 0.022</td>
<td>0.789 ± 0.026</td>
</tr>
<tr>
<td>BOSE</td>
<td>0.894 ± 0.019</td>
<td>0.848 ± 0.023</td>
<td>0.781 ± 0.026</td>
<td>0.889 ± 0.020</td>
<td>0.847 ± 0.023</td>
<td>0.815 ± 0.025</td>
<td>0.918 ± 0.017</td>
<td>0.901 ± 0.019</td>
</tr>
<tr>
<td>linUCB</td>
<td>0.857 ± 0.022</td>
<td>0.791 ± 0.026</td>
<td>0.698 ± 0.029</td>
<td>0.879 ± 0.021</td>
<td>0.788 ± 0.026</td>
<td>0.683 ± 0.029</td>
<td>0.879 ± 0.021</td>
<td>0.797 ± 0.025</td>
</tr>
</tbody>
</table>

Table 6: Resulting power with 2 standard error with mis-estimated noise (Figure 2(b), 7) variance where $\sigma_{est}$ denotes the estimated noise. In general, the power is lower when $\sigma_{est} < \sigma$ and higher when $\sigma_{est} > \sigma$. The power is robust against noise variance as the worst case is still above 0.7 (given by linUCB in ASCB).

<table>
<thead>
<tr>
<th>$\sigma_{est} &gt; \sigma$</th>
<th>$\sigma_{est} = \sigma$</th>
<th>$\sigma_{est} &lt; \sigma$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTS</td>
<td>0.883 ± 0.020</td>
<td>0.836 ± 0.023</td>
<td>0.799 ± 0.025</td>
<td>0.896 ± 0.019</td>
<td>0.861 ± 0.022</td>
<td>0.841 ± 0.023</td>
<td>0.802 ± 0.025</td>
<td>0.789 ± 0.025</td>
</tr>
<tr>
<td>BOSE</td>
<td>0.868 ± 0.021</td>
<td>0.843 ± 0.023</td>
<td>0.797 ± 0.025</td>
<td>0.888 ± 0.020</td>
<td>0.844 ± 0.023</td>
<td>0.794 ± 0.026</td>
<td>0.801 ± 0.025</td>
<td>0.901 ± 0.019</td>
</tr>
<tr>
<td>linUCB</td>
<td>0.854 ± 0.022</td>
<td>0.793 ± 0.026</td>
<td>0.7 ± 0.029</td>
<td>0.865 ± 0.022</td>
<td>0.788 ± 0.026</td>
<td>0.721 ± 0.026</td>
<td>0.824 ± 0.025</td>
<td>0.793 ± 0.026</td>
</tr>
</tbody>
</table>

Table 7: Resulting power with 2 standard error with mis-specified marginal reward model (Figure 2(c), 8). Powers is robust to reward model mis-specification as most resulting powers are close to 0.8.

<table>
<thead>
<tr>
<th>$\sigma_{est} &gt; \sigma$</th>
<th>$\sigma_{est} = \sigma$</th>
<th>$\sigma_{est} &lt; \sigma$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
<th>$\delta_{est} &gt; \delta$</th>
<th>$\delta_{est} = \delta$</th>
<th>$\delta_{est} &lt; \delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACTS</td>
<td>0.925 ± 0.017</td>
<td>0.910 ± 0.018</td>
<td>0.931 ± 0.016</td>
<td>0.926 ± 0.017</td>
<td>0.911 ± 0.018</td>
<td>0.887 ± 0.020</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOSE</td>
<td>0.836 ± 0.023</td>
<td>0.826 ± 0.024</td>
<td>0.861 ± 0.022</td>
<td>0.853 ± 0.022</td>
<td>0.789 ± 0.026</td>
<td>0.792 ± 0.026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>linUCB</td>
<td>0.791 ± 0.026</td>
<td>0.757 ± 0.027</td>
<td>0.788 ± 0.026</td>
<td>0.782 ± 0.026</td>
<td>0.797 ± 0.025</td>
<td>0.818 ± 0.024</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Resulting power with 2 standard error with mis-specified treatment effect model (Figure 2(d), 9). We see that the power is robust against both types of treatment effect mis-specification. linUCB is the least robust with the worst resulting power above 0.4.
E.5. Comparison of Wrapper Algorithms

The full results of action-flipping/ data-dropping/ probability-clipping wrapper algorithms are listed in Table 9.

<table>
<thead>
<tr>
<th></th>
<th>SCB</th>
<th>ASCB</th>
<th>Mobile Health Simulator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACTS</td>
<td>ACTS (flip)</td>
<td>ACTS (drop)</td>
</tr>
<tr>
<td>power</td>
<td>0.594 ± 0.031</td>
<td>0.892 ± 0.020</td>
<td>0.845 ± 0.023</td>
</tr>
<tr>
<td>AR</td>
<td>0.590 ± 0.069</td>
<td>0.125 ± 0.068</td>
<td>0.420 ± 0.067</td>
</tr>
<tr>
<td>reg</td>
<td>2.747 ± 0.069</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>reg&lt;sub&gt;c&lt;/sub&gt;</td>
<td>-</td>
<td>2.492 ± 0.068</td>
<td>2.197 ± 0.067</td>
</tr>
<tr>
<td>BOSE</td>
<td>BOSE (flip)</td>
<td>BOSE (drop)</td>
<td>BOSE (clip)</td>
</tr>
<tr>
<td>power</td>
<td>0.628 ± 0.030</td>
<td>0.86 ± 0.020</td>
<td>0.863 ± 0.022</td>
</tr>
<tr>
<td>AR</td>
<td>0.434 ± 0.070</td>
<td>-</td>
<td>0.508 ± 0.068</td>
</tr>
<tr>
<td>reg</td>
<td>2.903 ± 0.070</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>reg&lt;sub&gt;c&lt;/sub&gt;</td>
<td>-</td>
<td>2.649 ± 0.067</td>
<td>2.437 ± 0.069</td>
</tr>
<tr>
<td>linUCB</td>
<td>linUCB (flip)</td>
<td>linUCB (drop)</td>
<td>linUCB (clip)</td>
</tr>
<tr>
<td>power</td>
<td>0.797 ± 0.025</td>
<td>0.775 ± 0.025</td>
<td>0.788 ± 0.026</td>
</tr>
<tr>
<td>AR</td>
<td>1.243 ± 0.069</td>
<td>0.455 ± 0.068</td>
<td>0.508 ± 0.068</td>
</tr>
<tr>
<td>reg</td>
<td>2.093 ± 0.069</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>reg&lt;sub&gt;c&lt;/sub&gt;</td>
<td>-</td>
<td>2.161 ± 0.068</td>
<td>2.109 ± 0.068</td>
</tr>
</tbody>
</table>
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Table 9: Average Return, \( \text{reg} \), \( \text{reg}_c \) with 2 standard errors: All wrapper algorithms achieve good regret rate with slightly different trade-offs given the situation.