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Abstract

The PhD thesis of Maillard (2013) presents
a rather obscure algorithm for the K-armed
bandit problem. This less-known algorithm,
which we call Maillard sampling (MS), com-
putes the probability of choosing each arm in
a closed form, which is not true for Thomp-
son sampling, a widely-adopted bandit algo-
rithm in the industry. This means that the
bandit-logged data from running MS can be
readily used for counterfactual evaluation, un-
like Thompson sampling. Motivated by such
merit, we revisit MS and perform an improved
analysis to show that it achieves both the
asymptotical optimality and

√
KT logT min-

imax regret bound where T is the time hori-
zon, which matches the known bounds for
asymptotically optimal UCB. We then pro-
pose a variant of MS called MS+ that improves
its minimax bound to

√
KT logK. MS+ can

also be tuned to be aggressive (i.e., less ex-
ploration) without losing the asymptotic op-
timality, a unique feature unavailable from
existing bandit algorithms. Our numerical
evaluation shows the effectiveness of MS+.

1 INTRODUCTION

The K-armed bandit problem (Thompson, 1933; Latti-
more and Szepesvári, 2020) poses a unique challenge of
balancing between exploration and exploitation in se-
quential decision-making tasks. Researchers have stud-
ied this problem and propose algorithms extensively
since its widely adopted commercial applications includ-
ing online news recommendations (Li et al., 2010). In
this problem, the learner is given a set of K arms where
each arm i has an associated reward distribution ⌫i with
an unknown mean µi ∈ R. At each time t, the learner
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chooses an arm It ∈ [K] ∶= {1, . . . ,K} and then receives
a reward yt ∼ ⌫i associated with the chosen arm It. In
this paper, we focus on the assumption that yt − µIt is
�
2-sub-Gaussian, i.e., E[exp(�⌘t)] ≤ exp(�2

�
2�2), and

that the algorithm knows �
2, which is standard.1 The

standard performance measure of a bandit algorithm
is cumulative (pseudo-)regret, or simply regret, defined
as follows:

RegT = T�
t

max
a∈[K]µa − µIt (1)

where T is the time horizon.

Among many algorithms with regret guarantees, ran-
domized algorithms such as Thompson sampling have
attracted significant attention due to their high per-
formance and the fact that the actions are chosen ran-
domly (Chapelle and Li, 2011). The latter property
is useful for off-policy evaluation where one has ac-
cess to a set of chosen arms and their rewards as a
result of deploying a bandit algorithm A and desires
to estimate “How much reward would I have collected,
had I used a different algorithm B?” (Precup, 2000; Li
et al., 2011; 2015). Solutions for such a question are at-
tractive since they enable the evaluation of alternative
algorithms without deploying thus are an active area
of research. However, all the existing methods with
good regret guarantees require that the probability
value with which the pulled arm was chosen is available
precisely; e.g., inverse propensity scoring (Horvitz and
Thompson, 1952) and doubly robust estimators (Robins
and Rotnitzky, 1995). Thompson sampling, however,
does not maintain explicit probability values, and there
is no closed-form expression for computing them. While
one can simulate the sampling rule from Thompson
sampling and estimate the probability, this is computa-
tionally expensive especially for web-scale deployments.

Surprisingly, there exists a novel randomized algorithm
in the PhD thesis of Maillard (2013) that computes
the probability of choosing each arm in a closed form,

1
In many cases, practitioners have access to a reasonable

value of �2
. For example, clicks ({0, 1}) or scaled 5-star rat-

ings ({1, 2, 3, 4, 5}) are bounded, and if a reward is bounded

by [a, b] then it is
(a−b)2

4
-sub-Gaussian.
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which we call Maillard sampling (MS). At time step t,
MS for �

2 = 1 chooses arm a with probability

pt,a ∝ exp�−Nt−1,a
2

�̂2
t−1,a�

where Nt−1,i is the number of times arm i has been
pulled up to (and including) time step t − 1, �̂t−1,i ∶=
maxj µ̂t−1,j − µ̂t−1,i is the empirical gap, and µ̂t−1,i is
the empirical mean up to time step t − 1. The author
shows a regret bound of MS that is asymptotically
optimal, although the bound does not satisfy the sub-
UCB-ness and implies a minimax regret of O(√KT

3�4)
that is substantially higher than

√
KT logT achieved

by existing algorithms like UCB1 (Auer et al., 2002)
(see Section 2 for the definitions of the optimalities).
We provide a detailed comparison of MS and other
algorithms in Section 3.

MS is a lesser-known type of bandit algorithm that can
be viewed as a correction to the popular Boltzmann
exploration (BE) (Sutton, 1990; Kaelbling et al., 1996),
which chooses arm i with pt,i ∝ exp(⌘tµ̂t−1,i) for some
step size ⌘t. That is, since BE can be rewritten as
pt,i ∝ exp(−⌘t�̂t−1,a), one can obtain MS by squaring
the empirical gap and taking arm-specific step size of
Nt−1,i�2 in place of ⌘t. For practitioners, we recommend
that they use Eq. (4) as a replacement to BE.

Motivated by the simplicity of MS and its friendli-
ness to the off-policy evaluation, we revisit MS and
make two main contributions. First, we streamline
the proof of its theoretical guarantee2 and show that
MS achieves not only asymptotically optimality but
also the sub-UCB-ness and a minimax regret bound of
O(�KT log(T )), matching the guarantees of asymp-
totically optimal UCB Lattimore and Szepesvári (2020,
Section 8). Second, we propose a new algorithm called
Maillard Sampling+ (MS+). Besides all the optimali-
ties that MS possesses, MS+ further enjoys a minimax
regret bound of O(�KT log(K)). We present the al-
gorithms and the regret bounds of MS and MS+ in
Section 4 and 5 respectively.

MS+ further possesses a unique, practically relevant
property. In the design of MS+, we allow an exploitation
parameter that we call the ‘booster’, which encourages
exploitation without breaking theoretical guarantees.
Increasing the booster parameter only affects a lower-
order term in the regret bound. This means that even
for a very aggressive booster, which is likely to incur lin-
ear regret for some time in the beginning, the algorithm
has the ability to recover from it in a finite time. This
is in stark contrast to the common heuristic of reducing
the confidence width of UCB (Zhang et al., 2016) or

2
In fact, we were not able to verify the correctness of

the original proof. The original author has confirmed that

the proof is not clear.

posterior variance of Thompson sampling (Chapelle
and Li, 2011), which breaks the regret guarantee and
risks suffering a linear regret from which one may never
recover. The practical implication is that, given do-
main knowledge on the noise level, one can tune the
booster parameter to perform well without such a risk.

In section 6, we perform an empirical evaluation of MS+,
which achieves either the best or on par regret among
the anytime algorithms. Our evaluation also shows the
effect of the booster parameter, which indeed allows us
to reduce the expected regret without risking a linear
regret at the price of increasing variance. Finally, we
conclude our paper in Section 7 with future research
directions enabled by our paper.

2 PRELIMINARIES

Notations. Without loss of generality, we assume
µ1 ≥ µ2 ≥ � ≥ µK . Define the gap �a ∶= µ1 − µa,∀i ∈ [K] ∶= {1, . . . ,K}.
Regret optimality. For the expected regret ERegT ,
there are multiple optimality criteria. An algorithm is
called asymptotically optimal if it satisfies the following
(Lai and Robbins, 1985; Burnetas and Katehakis, 1996):

lim sup
T→∞

ERegT
log(T ) = �i∶�i>0

2�2

�i
. (2)

The minimax optimal regret is the smallest achievable
worst-case regret with respect to the number of arms K
and the time horizon T . The minimax optimal regret of
the bandit problem is ⇥(√KT ) (Audibert et al., 2009),
meaning that there exists an algorithm with the mini-
max regret of O(√KT ) and a problem instance where
any algorithm must suffer regret of ⌦(√KT ). We say
that an algorithm has a minimax ratio of f(K,T ) if
it has a minimax regret bound of O(√KTf(K,T )).
Finally, an algorithm is said to be sub-UCB if ERegT ≤
C1∑i∈[K]�i + C2∑i∶�i>0 �2

�i
log(T ) for absolute con-

stants C1, C2 > 0 (Lattimore and Szepesvári, 2020).
While sub-UCB is satisfied by most existing algorithms
including UCB1 (Auer et al., 2002), some algorithms
like MOSS (Audibert et al., 2009) are so aggressive
on certain instances that they are not sub-UCB; see
Lattimore and Szepesvári (2020) for details.

An algorithm A is said to be anytime if it does not
take in the time horizon T whereas A is fixed budget if
it requires T as input and enjoys a regret bound only
for the time horizon T .

3 RELATED WORK

We summarize existing K-armed bandit algorithms for
sub-Gaussian rewards in Table 1. In this table, TS-SG
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Sub-UCB Asympt.

optimality

Minimax

ratio

Anytime Closed-form

probability

UCB1 (Auer et al., 2002) 3 7
√
logT 3 N/A

AOUCB (Lattimore and Szepesvári, 2020, Sec. 8) 3 3
√
logT 3 N/A

TS-SG (Agrawal and Goyal, 2017, Alg. 2) 3 7
√
logK 3 7

MOSS (Lattimore and Szepesvári, 2020, Sec. 9) 7 7 1 7 N/A

UCB
+

(Lattimore, 2015, Alg. 2) 3 7*
√
logK 7 N/A

OCUCB (Lattimore, 2015, Alg. 1) 3 7* 1 7 N/A

MS (this work; Algorithm 1) 3 3
√
logT 3 3

MS
+

(this work; Algorithm 2) 3 3
√
logK 3 3

Table 1: Comparison of bandit algorithms for sub-Gaussian rewards. Our algorithms enjoy the best guarantee
except for the minimax ratio. See Section 3 for details. The mark 7* means that the optimality is not explicitly
reported but might actually be achieved.

stands for Thompson sampling for sub-Gaussian re-
wards, which is originally designed for bounded rewards
(yt ∈ [0,1]) yet trivially enjoys the same guarantee for(1�2)2-sub-Gaussian rewards. We emphasize that TS-
SG is different from TS for Gaussian rewards (Korda
et al., 2013) as TS-SG inflates the posterior variance
by a factor of 4, which is why it does not have the
asymptotic optimality. Note that there are much more
algorithms if we restrict to Gaussian rewards. We refer
to Lattimore and Szepesvári (2020, Table 2) for a more
comprehensive summary.

Note that we only report results available in the litera-
ture in Table 1. For example, while MOSS and UCB+
are fixed-budget algorithms, one should be able to
modify these algorithms and prove anytime guarantees
using existing techniques. Such a modification comes
with a cost of inflating the width of the confidence
bound, which likely degrades the practical performance.
Similarly, one should be able to modify AdaUCB (Latti-
more, 2018), which achieves all the possible optimality
criteria in the literature for Gaussian rewards, to allow
sub-Gaussian rewards. However, we emphasize that
the focus of this paper is the (re-)introduction of a
new type of algorithm with desirable properties and
good regret guarantees, leaving further improvements
in regret bounds for future work.

Finally, MS is closely related to many existing algo-
rithms including Thompson sampling, we review in
detail in Appendix A.

After the submission of the paper, the authors of Honda
and Takemura (2015) have informed us that MS is in
fact an instantiation of MED (Honda and Takemura,
2011) for Gaussian rewards and that at that time (‘pre-
Thompson-sampling’ era) randomized algorithms were
not preferred by reviewers, which necessitated deter-
ministic versions of MED such as DMED (Honda and
Takemura, 2010) and IMED (Honda and Takemura,
2015). However, the analysis of MED makes a lot of
assumptions and is inherently an asymptotic argument.
In contrast, our analysis of MS is finite time, and shows

Algorithm 1 Maillard Sampling
Input: K ≥ 2, �2 > 0.
for t = 1,2, ... do

if t ≤K then
Pull the arm It = t and observe reward yt.

else
pt,a ∝ exp(− 1

2�2Nt−1,a�̂2
t−1,a)

Pull the arm It ∼ pt and observe reward yt.
end if

end for

that it achieves a near-optimal minimax regret for the
first time.

4 MAILLARD SAMPLING

We now formally introduce Maillard sampling (MS),
which originally appeared in Maillard (2013, Figure
1.8). Algorithm 1 describes the pseudocode of MS with
an explicit dependence on the sub-Gaussian parameter
�
2. MS has a very simple closed-form computation of

sampling probability that directly uses the estimated
gap �̂t,a. Interestingly, the sampling probability pt,a

is proportional to the sub-Gaussian tail at deviation
�̂t−1,a. Such a form of probability has a close connec-
tion to Thompson sampling as we discuss in Section A.
Theorem 1. (Maillard, 2013, Theorem 1.10) Maillard

sampling (Algorithm 1) with �
2 = 1�4 satisfies that,∀T ≥ 1 and c > 0,

ERegT ≤ �
a∶�a>0

�
�
(1 + c)2
2�a

log(T ) +O �(1 + c)4
c4�3

a

K��� .

Theorem 1 implies that MS is asymptotically optimal
by choosing c = 1�o(log1�4(T )). Specifically, such a
value of c makes (1 + c)2 asymptotically 1 and (1+c)4

c4

asymptotically o(log(T )). However, Theorem 1 does
not imply that MS is sub-UCB due to the second
term with a larger dependence on 1��a. Furthermore,
using the standard technique such as Lattimore and
Szepesvári (2020, Theorem 7.2), one can show that
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Theorem 1 implies a minimax regret bound of ERegT =
O(√KT

3�4).
Altogether, Theorem 1 implies that MS has a worse
regret upper bound than basic UCB algorithms such as
AOUCB (asymptotically optimal UCB) (Cappé et al.,
2013; Lattimore and Szepesvári, 2020), which is not
only asymptotically optimal but also sub-UCB along
with minimax regret of O(�KT log(T )). Is this an
intrinsic limitation of MS or merely a consequence of a
loose analysis?

Our main result below shows that it is indeed a con-
sequence of a loose analysis and that MS enjoys the
same regret guarantees as AOUCB.
Theorem 2. MS satisfies that, ∀T ≥ 1 and c > 0,

ERegT ≤ �
a∈[K]∶�a>0

���
2�2(1 + c)2 ln(T�2

a

�2 )
�a

+O���a ∨ �(1 + c)2�2

c2�a
ln
(1 + c)2�2

c2�2
a

���
��� .

Theorem 2 implies that MS is sub-UCB (note ln(T�2
a)+

ln( 1
�2

a
) = ln(T )). Setting c = 1�o(ln1�2(T )), we achieve

the asymptotic optimality in the same way described
above. Finally, we show the minimax reget bound in
the following corollary as a consequence of Theorem 2.
Hereafter, all the proofs are in the appendix unless
noted otherwise.
Corollary 3. MS satisfies that that, ∀T ≥ 1,

ERegT ≤ O(��KT ln(T )) .

4.1 Proof of Theorem 2

Let T ≥ K. Let Nt,a be the number of times arm
a has been pulled up to (and including) time step t.
Using ERegT = ∑a∶�>0�aE[Nt,a], it suffices to bound
E[NT,a]. Fix a ∈ [K] such that �a > 0 and define

u ∶=
�������
2�2(1 + c)2 ln(T�2

a

2�2 )
�2

a

�������
.

Then,

E[NT,a] ≤ u +E
������

T�
t=u+11

�It = a and Nt−1,a > u�
������

= u +E������
T−1�
t=u 1�It+1 = a and Nt,a > u�

������ .

Let µ̂t,max = maxa µ̂t,a. Let " > 0 be a variable to
be tuned later. Recall that �a = µ1 − µa and �̂t,a =
µ̂t,max − µ̂t,a. We further split the second term as

follows:

E
������
T−1�
t=u 1�It+1 = a and Nt,a > u�

������
= E T−1�

t=u 1�It+1 = a,Nt,a > u, µ̂t,max ≥ µ1 − ", �̂t,a > �a

1 + c�
+E T−1�

t=u 1�It+1 = a,Nt,a > u, µ̂t,max ≥ µ1 − ", �̂t,a ≤ �a

1 + c�
+E T−1�

t=u 1�It+1 = a,Nt,a > u, µ̂t,max < µ1 − "� .

We call the three terms above (F1), (F2), and (F3)
respectively.

The term (F1) is a desirable event where both the em-
pirically best mean is close to µ1 and the gap estimation
of arm a is good enough. Then,

(F1)

≤ T−1�
t=u P�At+1 = a � Nt,a > u, �̂t,a > �a

1 + c�
× P�Nt,a > u, �̂t,a > �a

1 + c�
≤ T−1�

t=u exp
�
�−

1

2�2
u� �a

1 + c�
2�
� ⋅ 1 ≤

2�2

�2
a

.

For the term (F2), it is easy to see that

�µ̂t,max ≥ µ1 − "� ∩ ��̂t,a ≤ 1

1 + c�a�
⊆ �µ̂t,a − µa ≥ c

1 + c�a − "� .

Let ⌧a(k) be the time step t such that the arm a was
pulled at t and the number of arm pulls of arm a
becomes k at the end of the time step t; i.e., ⌧a(k) =
min�t ≥ 1 ∶ Nt,a = k�. We use the shortcut µ̂a,(k) ∶=
µ̂⌧a(k),a to denote the sample mean of arm a after
pulling it for the k-th time, . Thus,

E
T−1�
t=u 1�It+1 = a, Nt,a > u, µ̂t,max ≥ µ1 − ", �̂t,a ≤ �a

1 + c�
≤ T−1�

t=u P�It+1 = a, µ̂t,a − µa ≥ c�a

1 + c − "�
≤ E������

∞�
k=1

⌧1(k+1)−1�
t=⌧1(k)

1{It+1 = a} ⋅ 1�µ̂t,a − µa ≥ c�a

1 + c − "�
������

= E������
∞�
k=1

1�µ̂a,(k) − µa ≥ c�a

1 + c − "�
⌧1(k+1)−1�
t=⌧1(k)

1{It+1 = a}
������

= E������
∞�
k=1

1�µ̂a,(k) − µa ≥ c�a

1 + c − "�
������

= �
k≥1

P�µ̂a,(k) − µa ≥ c�a

1 + c − "� (u ≥ k)
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≤ �
k≥1

exp
�
�−

k

2�2
� c�a

1 + c − "�
2�
�

= 1

exp� 1
2�2 � c�a

1+c − "�2� − 1
≤ 2�2

� c�a

1+c − "�2
.

The term (F3) deals with the case where the best em-
pirical mean is much lower than the true best mean
µ
∗. This part of the proof is the most nontrivial part

where we essentially show that that exists a sufficient
amount of probability assigned to the true best arm
so that eventually we can recover from the case where
the empirical mean of the best arm is actually not
empirically the best. Let Ft be the �-algebra gener-
ated by (A1,R1, . . . ,At,Rt). We define the shortcuts
Pt(E) ∶= P(E � Ft) and Et[X] ∶= E[X � Ft].
We first relate the probability of choosing the arm a

with that of the true best arm. If µ̂t,max < µ1 − ", then
Pt(It+1 = a)
= exp(− 1

2�2Nt,a ⋅ �̂2
t,a)

exp(− 1
2�2Nt,1 ⋅ �̂2

t,1) Pt(It+1 = 1)
≤ 1

exp(− 1
2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2+) Pt(It+1 = 1) .

(3)
Let ⌧1(k) be the time step after which the num-
ber of arm pulls of just becomes k; i.e., ⌧1(k) =
min�t ≥ 1 ∶ Nt,1 = k�. Let us use the shortcut µ̂1,(k) ∶=
µ̂⌧1(k),1. Define Bt ∶= 1{µ̂t,max < µ1 − "}, which is at
most Bt,1 = 1{µ̂t,1 < µ1 − "}. Let At+1,i = 1{It+1 =
i},∀i ∈ [K]. With this, we can bound (F3) as follows:

E
T−1�
t=u 1�It+1 = a, Nt,a > u, µ̂t,max < µ1 − "�
≤ E �T−1�

t=u Et �BtAt+1,a��
= E �T−1�

t=u BtEt �At+1,a��
≤ E �T−1�

t=u Bt exp
�
�
Nt,1(µ1 − " − µ̂t,1)2

2�2

�
�Et �At+1,1��

(by (3))

= E �T−1�
t=u Et �Bt exp

�
�
Nt,1(µ1 − " − µ̂t,1)2

2�2

�
�At+1,1��

= E �T−1�
t=u Bt exp

�
�
Nt,1(µ1 − " − µ̂t,1)2

2�2

�
� ⋅At+1,1�

≤ E �T−1�
t=u Bt,1 exp

�
�
Nt,1(µ1 − " − µ̂t,1)2

2�2

�
� ⋅At+1,1�

= E � ∞�
k=1

⌧1(k+1)�
t=⌧1(k)+1

Bt,1 exp
�
�
Nt,1(µ1 − " − µ̂1,(k))2

2�2

�
�At+1,1�.

Using the trivial fact that ∑⌧1(k+1)
t=⌧1(k)+1At+1,1 = 1 and

with a new notation X̄k ∶= µ1 − µ̂1,(k), we have that

(F3) ≤ E������
∞�
k=1

1�X̄k > "� ⋅ exp� 1

2�2
k ⋅ (X̄k − ")2�

������ .

The evaluate this integral, we perform peeling to upper
bound the above by

E � ∞�
k=1

∞�
q=11
�������µ1 − µ̂1,(k) ∈ �" + q − 1

2
", " + q

2
"��������

× exp� 1

2�2
k ⋅ �q"

2
�2��

= ∞�
k=1

∞�
q=1P

�
�µ1 − µ̂1,(k) ∈ �" + q − 1

2
", " + q

2
"���

× exp� 1

2�2
k ⋅ �q"

2
�2�

≤ ∞�
k=1

∞�
q=1 exp

�
�−

1

2�2
k �q + 1

2
"�2�� ⋅ exp�

1

2�2
k ⋅ �q"

2
�2�

= ∞�
k=1

∞�
q=1 exp�−

1

4�2
k"

2(q + 1

2
)�

= ∞�
q=1

1

exp( 1
4�2 (q + 1

2)"2) − 1
(a)≤ 4�2

"2

q̄−1�
q=1

1

q + 1
2

+ ∞�
q=q̄

1

exp( 1
4�2 (q + 1

2)"2) − 1
where (a) introduces a free variable q̄ ∈ {1,2, . . .} and
uses e

z ≥ z + 1. Note that as long as q̄ = ⇥(1), this is
tight because X ∈ (0, 1) then 1+X ≤ eX ≤ (e− 1)X + 1.
It remains to bound the above and tune q̄. Leaving the
algebra to the appendix, we obtain

(F3) = O ��2

"2
(1 + ln(1 + �

2

"2
))� .

Altogether, choosing " = c�a

2(1+c) , we have that

E[NT,a] ≤ u + (F1) + (F2) + (F3)

≤ u +O �(1 + c)2�2

c2�2
a

(1 + ln(1 + (1 + c)2�2

c2�2
a

))� ,

which concludes the proof.

5 MAILLARD SAMPLING PLUS

(MS+)

We now propose an improved version of MS described in
Algorithm 2, which we call MS+. MS+ differs from MS
in two aspects. First, the probability of being sampled
is inflated by a small amount, and the empirical best
arms are also inflated but in a slightly different way.
This helps achieving the minimax ratio of

�
log(K),

which is better than
�
log(T ) of MS. Second, we have
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Algorithm 2 Maillard Sampling+ (MS+)
Input: B ≥ 1,0 ≤ C ≤ 1,0 <D ≤ 1,�2 > 0
for t = 1,2, ... do

if t ≤K then
Pull the arm It = t and observe reward yt.

else
For all a ∈ [K] with µ̂t−1,a =maxb µ̂t−1,b,

p̂t,a = B ⋅ (1 +C ln(1 + ln( t

Nt−1,a ))) .
For other arms,

p̂t,a = exp(− 1

2�2
Nt−1,a�̂2

a,t−1
+ ln(1 + D

2�2
Nt−1,a�̂2

a,t−1)) .
Compute pt,a = p̂t,a∑b p̂t,b

.
Pull the arm It ∼ pt and observe reward yt.

end if
end for

introduced a number of parameters B, C, and D. We
remark that while the parameters C and D are less
important in practice, which we set to C = D = 0.01
in our experiments later, the parameter B, which we
call the ‘booster’, affects the performance a lot. We
recommend B = 4 to be safe, but depending on the
situation one may want to set it to B = 8 or even a
higher value; see our experiments in Section 6 for more
discussion.

MS+ enjoys the following regret bound.
Theorem 4. MS

+
(Algorithm 2) satisfies that, for

every T ≥ 1 and c > 0,
ERegT ≤ �

a∶�a>0
2�2(1 + c)2 ln(T�2

a

2�2 (1 + ln(1 + T�2
a

2�2 )))
�a

+O���B
�
2(1 + c)2 ln(1 + ln(T�2

a

2�2 ))
c2�a

+�a

���
where we omit the dependence on C and D for brevity.

Proof. The key difference from the proof of MS is the
term (F3) therein that resulted in O( �2

�2 ln( �2

�2 )). In-
specting how we obtain the minimax regret bound, one
can see that we would obtain the minimax ratio of�
log(K) if we could bound (F3) by O( �2

�2 ). Indeed,
this was the driving force behind the design of MS+.
The inflated sampling probability helps us to obtain
such a bound. We refer to our appendix for the full
proof.

Just like MS, MS+ is sub-UCB, one can obtain an
asymptotic optimality by setting c = 1�o(ln1�2(T )).
One can see that the dependence on B is on the lower
order term only. This means that however large B is,
for large enough T , the leading term will dominate the
regret.

The following corollary shows that we can obtain a min-
imax bound of

�
KT log(K), which is an improvement

of MS.
Corollary 5. MS

+
with absolute constants B, C, and

D satisfies that, ∀T ≥ 1,
ERegT ≤ O(��KT ln(K)) .

We remark that MS+ enjoys the same minimax bound
with C = 0, and the parameter C can be viewed as
another way to encourage exploitation that goes away
with a large enough t, which is has a milder effect
compared to B.

6 EXPERIMENTS

In this section, we numerically investigate the effects
of the parameter B of MSP and evaluate the perfor-
mance of MSP with existing bandit algorithms for sub-
Gaussian rewards. Throughout, we set C = D = 0.01
for MSP, which seems to work well overall.

The effect of the booster parameter B. We con-
sider a Gaussian arm set with variance 1. There
are 10 arms with mean rewards that decrease lin-
early: {0.9,0.8, . . . ,0.0}. We run MS+ 200 times with
B ∈ {2,4,8, . . . ,128}. Figure 1 plots the average re-
gret and its standard deviation. The average regret
goes down up to B = 16 and then starts to increase.
The variance starts to increase from B = 8 and then
soon increases dramatically. This shows the tradeoff
between the expected regret and the variance of the
regret. Note, however, that even with a very aggressive
booster log2(B) = 7, the average regret is not dra-
matically higher than the best and certainly far from
suffering a linear regret. This is not surprising because
MSP still enjoys a valid regret bound; in fact, even
with B = 128, MSP is asymptotically optimal. Such ag-
gressive exploitation of the empirical best arm without
losing theoretical guarantee (and without linear regret)
is the unique characteristic of MSP that is not found
in other existing algorithms.

Methods. Since there are so many bandit algorithms
for various reward settings, we limit the set of base-
line methods to those that have a regret guarantee for
sub-Gaussian rewards. For MSP, we use B ∈ {4, 8, 16},
which we denote by MS+4, MS+8, and MS+16 respec-
tively. We consider the following baseline methods:

• TS: Thompson sampling for Gaussian rewards (Ko-
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Noise Gaps K µ1∶K
Gaussian Linear ∈ {10,100} µi = 1 − i

K
Gaussian Equal ∈ {2,10,100} µ1 = 1, µ2∶K = .5
Bernoulli Linear ∈ {10,100} µi = 1 − i

K
Bernoulli Equal ∈ {2,10,100} µ1 = 0.1, µ2∶K = .05
Table 2: Synthetic bandit problems for evaluation.

rda et al., 2013). This is the only baseline that
does not have a regret guarantee for sub-Gaussian
rewards, which we include as a comparison point.

• TS-SG: Gaussian Thompson sampling for bounded
rewards by Agrawal and Goyal (2017) that is (triv-
ially) adapted for sub-Gaussian rewards. The theo-
retical guarantees for bounded rewards transfer to
the sub-Gaussian rewards naturally. The key dif-
ference is that this algorithm inflates the posterior
variance by a factor of 4 for technical reasons.

• AOUCB: Asymptotically optimal UCB (Lattimore
and Szepesvári, 2020).

• UCB+: Almost optimally confidence UCB (a.k.a.
UCB plus) (Lattimore, 2015). This is a fixed-
budget algorithm (more comments below).

• OCUCB: Optimally confidence UCB (Lattimore,
2015), a fixed-budget algorithm.

• MOSS: MOSS (Audibert et al., 2009), a fixed-
budget algorithm.

Note that the comparison will not be entirely fair since
the fixed-budget algorithms use the extra information of
the time horizon T to adjust the amount of exploration.
Note that it should be possible to adjust UCB+ and
MOSS to not require T as input such as Ménard and
Garivier (2017), but this will inflate the confidence
width, likely increasing regret in practice. On the other
hand, it is not clear to us how to make OCUCB anytime.
All the algorithms were implemented so it takes in the
sub-Gaussian parameter �

2 = 1�4.
Synthetic bandit problems. We test the algorithms
above with the bandit problems summarized in Table 2.
For Bernoulli problems, our test algorithms with the
sub-Gaussian parameter of �2 = 1�4, which is the tight-
est one without losing their regret guarantees. The
intention of running Bernoulli problems is not to claim
that the tested algorithms will excel at them but to
observe how they behave under non-Gaussian rewards.

Results. We run evaluation of the algorithms on every
bandit problem in Table 2 with T = 20,000 and 200
trials and report the resulting average regrets and its
standard deviations in Figure 2 and 3. Note that the
number of trials is high enough to make the average
regret a good estimate of the expected regret except for
a few cases with a very large variance. For Gaussian
environments, the overall winner is OCUCB, which is

Figure 1: The effect of tuning B for MSP. The error
bars are standard deviation over 200 trials.

not surprising given that its regret bounds are much
better than the rest and that it is a fixed-budget al-
gorithm. Among anytime algorithms, MS+8, MS+16,
and TS are all comparable with respect to the average
regret while MS+8 and MS+16 often come with a larger
variance. This is still an encouraging result against TS
since TS is optimized for Gaussian rewards; we expect
that optimizing MS+ for Gaussian rewards may make
MS+ be comparable to TS in both expected regret and
the variance. For the remaining methods, MS+4 has
smaller variances than other MS+’s, but its average
regrets are mostly behind them, and both TS-SG and
AOUCB are much worse than the rest. We remark
that while the variance of MS+16 seems detrimental in
Figure 2(a), it is still far from suffering a linear regret;
the maximum regret of MS+16 over 200 trials was 450.5
while the largest possible regret of any algorithm is
20,000 ⋅ 0.5 = 10,000.
For Bernoulli instances, we still observe the same trend
except for minor differences: (i) the relative perfor-
mance of TS is not as good as Gaussian environments
due to the non-Gaussian nature of the rewards, and
(ii) MS+16 consistently has the smallest average regret
among anytime algorithms. The second observation is
due to the fact that the actual variances are small. This
confirms the benefit of MS+. When we have domain
knowledge or experience from similar tasks that the
variances tend to be small, we can tune the booster pa-
rameter to enjoy a better performance without worrying
about suffering a linear regret when such information
is not true. In contrast, existing tuning techniques
of UCB or TS (Zhang et al., 2016) break their regret
guarantees and risk suffering from a linear regret.
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(a) Equal, K = 2 (b) Equal, K = 10 (c) Equal, K = 100

(d) Linear, K = 10 (e) Linear K = 100
Figure 2: Experimental results for Gaussian environments from Table 2 with T = 20,000 and 200 trials. We
show the average regrets as bars and the standard deviations with error bars. The shaded bar means that the
method does not have a regret guarantee for sub-Gaussian rewards. The hatched bar means that the method is
fixed-budget, which requires an extra information of T , making the comparison not exactly fair.

(a) Equal, K = 2 (b) Equal, K = 10 (c) Equal, K = 100

(d) Linear, K = 10 (e) Linear K = 100
Figure 3: Experimental results for Bernoulli environments from Table 2.
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7 CONCLUSION

We have revisited Maillard sampling, improved its re-
gret bound, and proposed a variant that enjoys a better
minimax regret bound. As Boltzmann exploration is
popular in reinforcement learning for its simplicity yet
is provably suboptimal (Cesa-Bianchi et al., 2017), we
highly recommend that the practitioners try the fol-
lowing simplified version of MS as a replacement for
Boltzmann exploration:

pt,a ∝ B
1{a∈argmaxb µ̂t−1,b} exp(−�̂2

t−1,a
2�2

) (4)

where both B ≥ 1 is to be tuned and �
2 can also be

tuned when the sub-Gaussian parameter is unknown.
This version is simple enough to cause no friction for
a quick implementation yet enjoys good guarantees in
bandit problems.

Our work opens up numerous exciting research direc-
tions. First, we can further investigate MS or even im-
prove its mathematical properties. For example, while
MS+ allowed us to achieve the minimax ratio

�
log(K),

it is not clear whether MS can achieve the same guar-
antee without further modifications. The same issue
happens with Thompson sampling – the minimax ratio
of
�
log(K) of Thompson sampling is achieved only

after inflating the posterior probability (Agrawal and
Goyal, 2017, Theorem 1.3). Also, we conjecture that
MS is better than UCB under the delayed-reward set-
ting since this is known to be true for randomized
algorithms such as Thompson sampling (Chapelle and
Li, 2011); see also Dudík et al. (2011, Section 6). It
would be interesting to verify the conjecture theoreti-
cally and empirically. Second, It would be interesting
to further improve MS to match the regret guarantees
of AdaUCB, which has the best-known regret bound
in the literature. Third, it would be interesting to gen-
eralize MS to the exponential family of distributions
or to the linear bandit setting. A natural candidate
for the former is to take the MED algorithm (Honda
and Takemura, 2011), which is a generalization of MS
as mentioned in related work, and perform finite time
analyses. Finally, while MS can be tuned to enjoy small
expected regret, it tends to have a large variance. It
would be interesting to study the fundamental tradeoff
between the expected pseudo regret and its variance.
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A Related Algorithms

Beside Boltzmann exploration, there are a number of algorithms that shares a similar shape. Among deterministic
algorithms, IMED is the most similar one. While IMED only has regret guarantees when rewards have (semi-
)bounded support, IMED for the case of Gaussian that is reported in Lattimore (2018) has a striking similarity
to MS:

It = arg min
i∈[K]

Nt−1,i
2

�̂2
t−1,i + log(Nt−1,i) .

Except for the second term, the first term is exactly the negative of the exponent of MS. In a similar vein,
Locatelli et al. (2016) propose an algorithm called APT for thresholding bandits. While their problem is a pure
exploration, their algorithm selects an arm by

It = arg min
i∈[K]

�
Nt−1,i�̂′t−1,i

where �̂′t−1,i = �µ̂t−1,i−⌧ �+" where both ⌧ and " are given from the problem setup. Except for the slight differences
in the definition of �̂′t−1,i, APT’s index can be interpreted as the negative of MS’s exponent. Note, however,
their estimated gap �̂′t−1,i is relative to a given problem parameter since the target reward level is given in
thresholding bandit problems. Thus, proof techniques from APT do not help analyzing MS that involves the
gap based on the empirical best arm. On the other hand, problem-dependent regret bounds necessarily include
gaps �i =maxj∈[K] µj − µi, which means that design of algorithms would be easier if we knew �i since we can
try to sample just enough number of times required by the lower bound. Our results on MS reveals that one
can directly use �̂i in the algorithm and perform a tight finite-time analysis of it. We speculate that our regret
analysis scheme can be useful for other similar bandit problems such as pure exploration.

Among many randomized stochastic bandit algorithms (Kveton et al., 2019b;a; Thompson, 1933; Agrawal and
Goyal, 2013; Kaufmann et al., 2012; Korda et al., 2013), Thompson sampling (TS) is the most popular one due to
its simplicity and practical performance (Chapelle and Li, 2011). While TS’s sampling probabilities do not have a
closed-form expression, the special case of K = 2 arms reveals a connection between TS for Gaussian rewards
and MS. Suppose arm 1 has a higher mean reward than arm 2, and the reward noise is Gaussian with variance
1. Let us use the Gaussian TS algorithm by Korda et al. (2013) whose posterior samples X1 ∼N (µ̂1,1�T1) and
X2 ∼N (µ̂2,1�T2) where T1 and T2 are the pull counts of each arm. Then, the probability of sampling arm 2 is
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P(Z ∶=X2 −X1 ≥ 0). One can show that Z ∼N (−�̂ ∶= µ̂2 − µ̂1,
1
T1
+ 1

T2
). We can show that, with !

2 ∶= 1
T1
+ 1

T2
,

pt,2 = P(Z ≥ 0) = P(Z − (−�̂)
!

≥ �̂

!
)

= 1 −�(�̂
!
)

= 1

2
(1 − erf

�
�

�̂√
2!

�
�)

= 1

2
erfc
�
�

�̂√
2!

�
�

≤ 1

2

1
�̂

!
√
2

√
⇡

exp
�
�−

�̂2

2!2

�
�

After a large enough iterations, note that !
2 will be close to 1�T2 as most arm pulls will be on arm 1. Then,

except for the factor outside exp() above, the sampling probability almost coincides with MS. Specifically,
TS pulls arm 2 with probability 1

2 exp �−T2�̂
2

2 � roughly speaking and MS pulls arm 2 with probability like

exp(−T2�̂
2

2 )�(1 + exp(−T2�̂
2

2 )), which is asymptotically exp �−T2�̂
2

2 �. Note that TS has erfc(x) that decays
slightly faster than exp(−x2). While this looks more efficient (i.e., less exploration), such a difference is rooted
at the Gaussian reward assumption as opposed to the intrinsic benefit of the algorithmic framework. The MS
algorithm presented in our paper is for sub-Gaussian rewards that include a much larger family of distributions,
so MS must explore a bit more than Gaussian TS to maintain valid regret guarantees. Designing MS for Gaussian
rewards is likely to result in a tighter exploration and possibly a contender to TS.

B Proofs for Maillard Sampling

B.1 Proof of Theorem 2

We finish the proof by expanding on the term (F3). Recall that (F3) is bounded by the following:

4�2

"2

q̄−1�
q=1

1

q + 1
2

+ ∞�
q=q̄

1

exp( 1
4�2 (q + 1

2)"2) − 1 .

For the second term, note that, for q ≥ q̄, we have exp( 1
4�2 (q + 1

2)"2) ≥ exp( 1
4�2 (q̄ + 1

2)"2) =∶ ⌘. Using the fact that
X ≥ ⌘ �⇒ 1

X−1 ≤ 1
1−⌘−1 1

X ,

∞�
q=q̄

1

exp( 1
4�2 (q + 1

2)"2) − 1 =
1

1 − ⌘−1
∞�
q=q̄

1

exp( 1
4�2 (q + 1

2)"2) =
1

1 − ⌘−1 ⋅
exp(− 1

4�2 (q̄ + 1
2)"2)

1 − exp(− 1
4�2 "

2)
= 1

1 − ⌘−1 ⋅
exp(− 1

4�2 (q̄ − 1
2)"2)

exp( 1
4�2 "

2) − 1
(a)≤ 2 ⋅ exp(− 1

8�2 "
2)

1
4�2 "

2
≤ 8�2

"2

where (a) is by e
z ≥ z + 1 and the choice of q̄ ∶= �1 ∨ �4�2

"2 − 1
2�� that ensures ⌘ ≥ e and q̄ ≥ 1.

For the first term,

4�2

"2

q̄−1�
q=1

1

q + 1
2

≤ 4�2

"2

q̄−1�
q=1

1

q
≤ 4�2

"2
(1 +� q̄−1

q=1
1

q
dq)

≤ 4�2

"2
�1 + ln(q̄ − 1)�
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≤ 4�2

"2
�1 + ln(4�2

"2
+ 1

2
)� .

Hence

(F3) ≤ 8�2

"2
+ 4�2

"2
�1 + ln(4�2

"2
+ 1

2
)�

= 4�2

"2
�3 + ln(4�2

"2
+ 1

2
)�

= O��
�
2

"2
�1 + ln(1 + �

2

"2
)��� .

Altogether with the choice of u ∶= ������
2�2(1+c)2 ln(T�2

a
2�2 )

�2
a

������, " =
c�a

2(1+c)
E[NT,a] ≤ u + (F1) + (F2) + (F3)

=
�������
2�2(1 + c)2 ln(T�2

a

2�2 )
�2

a

�������
+ 2�2

�2
a

+ 2�2

� c�a

1+c − "�2
+O��

�
2

"2
�1 + ln(1 + �

2

"2
)���

=
�������
2�2(1 + c)2 ln(T�2

a

2�2 )
�2

a

�������
+ 2�2

�2
a

+ 8�2(1 + c)2
c2�2

a

+O��
4(1 + c)2�2

c2�2
a

�1 + ln(1 + 4(1 + c)2�2

c2�2
a

)���
= 2�2(1 + c)2 ln(T�2

a

�2 )
�2

a

+O���1 ∨
�
�
(1 + c)2�2

c2�2
a

ln�1 + (1 + c)2�2

c2�2
a

���
��� .

Hence
ERegT = �

a∈[K]∶�a>0
�a ⋅E[NT,a]

≤ �
a∈[K]∶�a>0

���
2�2(1 + c)2 ln(T�2

a

�2 )
�a

+O����a ∨ ��
(1 + c)2�2

c2�a
ln�1 + (1 + c)2�2

c2�2
a

���
���
��� .

B.2 Proof of Corollary 3

Proof. From Section B.1 we have: MS satisfies that, ∀T ≥ 1 and c > 0,
E[NT,a] ≤ 2�2(1 + c)2 ln(T�2

a

�2 )
�2

a

+O���1 ∨
�
�
(1 + c)2�2

c2�2
a

ln�1 + (1 + c)2�2

c2�2
a

���
��� .

Therefore,
ERegT = �

a∈[K]∶�a>0
�aE[NT,a]

= �
a∈[K]∶�a<�

�aE[NT,a] + �
a∈[K]∶�a≥�

�aE[NT,a]

< T� +K ���
2�2(1 + c)2 ln(T�2

�2 )
�

+O��
(1 + c)2�2

c2�
ln�1 + (1 + c)2�2

c2�2
���
��� + �

a∈[K]∶�a>0
O(�a) .

Then by choosing � = ⇥(��K ln(T )
T ), the upper bound will become

ERegT < O(��KT ln(T )) +O(��KT ln(T )) + �
a∈[K]∶�a>0

O(�a)
= O(��KT ln(T )) .
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C Proofs for Maillard Sampling+

C.1 Proof of Theorem 4

Proof. Just like the proof of MS, it suffices to upper bound E[Na] for arm a such that �a > 0. Let T ≥K. First,
using the definition of the initialization step, for all u > 0 we have

E[NT,a] = E[NK,a] +E[NT,a −NK,a]
≤ 1 + v +E������

T�
t=K+v+1

1�It = a and Nt−1,a > v�
������

= 1 + v +E������
T−1�

t=K+v
1�It+1 = a and Nt,a > v�

������
= u +E������

T−1�
t=K−1+u

1�It+1 = a and Nt,a ≥ u�
������ .

Let µ̂t,max =maxa µ̂t,a. Let c > 0. Then, we consider the following branching conditions under �It+1 = a,Nt(a) ≥ u�:
• (F1) µ̂t,max ≥ µ1 − ", �̂t,a > �a

1+c
• (F2) µ̂t,max ≥ µ1 − ", �̂t,a ≤ �a

1+c
• (F3) µ̂t,max < µ1 − " .

For case (F1), by definition of pt+1 and u ∶= ������
2�2(1+c)2 ln(T�2

a
2�2 (1+ln(1+T�2

a
2�2 )))

�2
a

������, we have

E
T−1�

t=K−1+u
1�It+1 = a, Nt,a ≥ u, µ̂t,max ≥ µ1 − ", �̂t,a > �a

1 + c�
≤ T−1�

t=K−1+u
P�It+1 = a � Nt,a ≥ u, �̂t,a > �a

1 + c�P�Nt,a ≥ u, �̂t,a > �a

1 + c�
(a)≤ T−1�

t=K−1+u
1

B
exp
�
�−

1

2�2
u� �a

1 + c�
2�
� ⋅ (1 +

D

2�2
u� �a

1 + c�
2) ⋅ 1

where (a) is by the fact that for D ∈ (0,1], (1 + Dx) ⋅ exp(−x) is decreasing in x > 0. Let A = 2�2

�2
a
. Then,

u ≥ (1 + c)2A ln(TA(1 + ln(1 + T
A))). The last line above is then bounded by

T

B
exp�− 1

A(1 + c)2u� ⋅ (1 +
D

A(1 + c)2u) ⋅ 1
≤ 1

B

A

1 + ln(1 + T
A) ⋅ �1 +D ln(T

A
(1 + ln(1 + T

A
))�

≤ 1

B
⋅A ⋅ 2D

= 2D

B
⋅ 2�2

�2
a

.

For case (F2), note that

�µ̂t,max ≥ µ1 − "� ∩ ��̂t,a ≤ 1

1 + c�a� ⊆ �µ̂t,a − µa ≥ c

1 + c�a − "� .

Let ⌧a(k) be the time step t such that the arm a was pulled at t and the number of arm pulls of arm a becomes k
at the end of the time step t; i.e., ⌧a(k) =min�t ≥ 1 ∶ Nt,a = k�. We use the shortcut µ̂a,(k) ∶= µ̂⌧a(k),a to denote
the sample mean of arm a after pulling it for the k-th time, . Thus,

E
T−1�

t=K−1+u
1�It+1 = a, Nt,a ≥ u, µ̂t,max ≥ µ1 − ", �̂t,a ≤ �a

1 + c�
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≤ T−1�
t=K−1+u

P�It+1 = a, µ̂t,a − µa ≥ c�a

1 + c − "�
≤ E������

∞�
k=1

⌧1(k+1)−1�
t=⌧1(k)

1{It+1 = a} ⋅ 1�µ̂t,a − µa ≥ c�a

1 + c − "�
������

= E������
∞�
k=1

1�µ̂a,(k) − µa ≥ c�a

1 + c − "�
⌧1(k+1)−1�
t=⌧1(k)

1{It+1 = a}
������

= E������
∞�
k=1

1�µ̂a,(k) − µa ≥ c�a

1 + c − "�
������

= �
k≥1

P�µ̂a,(k) − µa ≥ c�a

1 + c − "� (Nt,a ≥ 1,∀t ≥K, since u > 1)
≤ �

k≥1
exp
�
�−

1

2�2
k � c�a

1 + c − "�
2�
� =

1

exp� 1
2�2 � c�a

1+c − "�2� − 1
≤ 2�2

� c�a

1+c − "�2
.

We now consider case (F3). This is the case where the best arm behaves badly. Let Ft be the �-algebra generated
by (A1,R1, . . . ,At,Rt). We define the shortcut Pt(E) ∶= P(E � Ft) and similarly Et[X] = E[X � Ft].
Recall B ≥ 1 and C,D ∈ (0,1]. Let Z = ∑a p̂t+1,a. Note that, for every a ∈ [K], the following is true regardless of
whether a is the empirical best arm or not:

1

Z
exp�− 1

2�2
Nt,a�̂

2
t,a + ln(1 + D

2�2
Nt,a�̂

2
t,a)� ≤ Pt(It+1 = a) ≤ B(1 +C ln(1 + ln( t

Nt,a
)))

Z
.

This helps us relate the probability of pulling arm a with arm 1. Thus, under the event µ̂t,max < µ1 − ", we have

Pt(It+1 = a) ≤ B ⋅ (1 +C ln(1 + ln( t
Nt,a
)))

exp(− 1
2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2+) ⋅ (1 + D

2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2+) Pt(It+1 = 1) . (5)

Let ⌧1(k) be the time step t such that the arm 1 was pulled at t and the number of arm pulls of arm 1 becomes k
at the end of the time step t; i.e., ⌧1(k) =min�t ≥ 1 ∶ Nt,1 = k�. We use the shortcut µ̂1,(k) ∶= µ̂⌧1(k),1. With this,
we can bound (A) as follows:

E
T−1�

t=K−1+u
1�It+1 = a, Nt,a ≥ u, µ̂t,max < µ1 − "�

≤ E������
T−1�

t=K−1+u
Et �1�It+1 = a, µ̂t,max < µ1 − "��

������
= E������

T−1�
t=K−1+u

1�µ̂t,max < µ1 − "�Et �1{It+1 = a}�
������

≤ E������
T−1�

t=K−1+u
1�µ̂t,max < µ1 − "� ⋅ exp � 1

2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2�
1 + D

2�2 ⋅Nt,1 ⋅ (µ1 − " − µ̂t,1)2 ⋅ �B ⋅ (1 +C ln(1 + ln( t

Nt,a
)))�Et �1{It+1 = 1}�

������
= E
�������

T−1�
t=K−1+u

Et

������1�µ̂t,max < µ1 − "� ⋅ exp � 1
2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2�

1 + D
2�2 ⋅Nt,1 ⋅ (µ1 − " − µ̂t,1)2 ⋅ �B ⋅ (1 +C ln(1 + ln( t

Nt,a
)))� ⋅ 1{It+1 = 1}

������
�������

= E������
T−1�

t=K−1+u
1�µ̂t,max < µ1 − "� ⋅ exp � 1

2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2�
1 + D

2�2 ⋅Nt,1 ⋅ (µ1 − " − µ̂t,1)2 ⋅ �B ⋅ (1 +C ln(1 + ln( t

Nt,a
)))� ⋅ 1{It+1 = 1}

������
≤ E������

T−1�
t=K−1+u

1�µ̂t,1 < µ1 − "� ⋅ exp � 1
2�2Nt,1 ⋅ (µ1 − " − µ̂t,1)2�

1 + D
2�2 ⋅Nt,1 ⋅ (µ1 − " − µ̂t,1)2 ⋅ �B ⋅ (1 +C ln(1 + ln( t

Nt,a
)))� ⋅ 1{It+1 = 1}

������
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= E������
∞�
k=1

⌧1(k+1)−1�
t=⌧1(k)

1�µ̂1,(k) < µ1 − "� ⋅ exp � 1
2�2 k ⋅ (µ1 − " − µ̂1,(k))2�

1 + D
2�2 ⋅ k ⋅ (µ∗ − " − µ̂1,(k))2 ⋅ �B ⋅ (1 +C ln(1 + ln(T

u
)))� ⋅ 1{It+1 = 1}

������
≤ E������

∞�
k=1

1�µ̂1,(k) < µ1 − "� ⋅ exp � 1
2�2 k ⋅ (µ1 − " − µ̂1,(k))2�

1 + D
2�2 ⋅ k ⋅ (µ1 − " − µ̂1,(k))2 ⋅ �B ⋅ (1 +C ln(1 + ln(T

u
)))� ⌧1(k+1)−1�

t=⌧1(k)
1{It+1 = 1}

������
= E������

∞�
k=1

1�µ̂1,(k) < µ1 − "� ⋅ exp � 1
2�2 k ⋅ (µ1 − " − µ̂1,(k))2�

1 + D
2�2 ⋅ k ⋅ (µ1 − " − µ̂1,(k))2 ⋅ �B ⋅ (1 +C ln(1 + ln(T

u
)))�������

= E������
∞�
k=1

1�X̄k > "� ⋅ exp � 1
2�2 k ⋅ (X̄k − ")2�

1 + D
2�2 k ⋅ (X̄k − ")2 ⋅B ⋅ (1 +C ln(1 + ln(T

u
)))������

where the last line is by defining X̄k ∶= µ1 − µ̂1,(k).
We bound the following term:

E
������
∞�
k=1

1�X̄k > "� ⋅ exp � 1
2�2 k ⋅ (X̄k − ")2�

1 + D
2�2 k ⋅ (X̄k − ")2

������
≤ E
���������
∞�
k=1

∞�
q=11
�������µ1 − µ̂1,(k) ∈ �" + q − 1

2
", " + q

2
"�������� ⋅

exp� 1
2�2 k ⋅ � q"2 �2�

1 + D
2�2 k( q"2 )2

���������
= ∞�

k=1
∞�
q=1P

�
�µ1 − µ̂1,(k) ∈ �" + q − 1

2
", " + q

2
"��� ⋅

exp� 1
2�2 k ⋅ � q"2 �2�

1 + D
2�2 k( q"2 )2

≤ ∞�
k=1

∞�
q=1 exp

�
�−

1

2�2
k �q + 1

2
"�2�� ⋅

exp� 1
2�2 k ⋅ � q"2 �2�

1 + D
2�2 k( q"2 )2

= ∞�
k=1

∞�
q=1

exp �− 1
4�2 (q + 1

2)k"2�
1 + Dkq2"2

8�2

< ∞�
k=1

∞�
q=1

exp �− 1
4�2 (q + 1

2)k"2�
1 ∨ Dkq2"2

8�2

= ∞�
q=1

�����
k< 8�2

Dq2"2�
k=1

exp�− 1

4�2
(q + 1

2
)k"2� + ∞�

k≥ 8�2

Dq2"2

8�2 exp �− 1
4�2 (q + 1

2)k"2�
Dkq2"2

�����
.

For the first term, let us define Q = 8�2

D"2 and R = "2

4�2 . Then,

∞�
q=1

k< Q

q2�
k=1

exp�−R(q + 1

2
)k� ≤�

q

1 − exp(−R(q + 1
2) Qq2 )

exp(R(q + 1
2)) − 1

(a)≤ Q�
q

1

q2

= 2Q
where (a) is by e

z ≥ z + 1.
For the second term,

∞�
q=1 �k≥Q�q2

Q

kq2
exp�−R(q + 1

2
)k� ≤ ∞�

q=1 �
k∈[Q�q2,Q�q]

Q

kq2
exp�−R(q + 1

2
)k�

������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������=∶ G1

+ ∞�
q=1 �k>Q�q

Q

kq2
exp�−R(q + 1

2
)k�

���������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������������=∶ G2

.



Jie Bian, Kwang-Sung Jun

We bound G1 as follows:

G1 ≤ ∞�
q=1 �

k∈[Q�q2,Q�q]
Q

kq2

(a)≤ ∞�
q=1

Q

q2
�1 + ln( Q�q

Q�q2 )�
= ∞�

q=1
Q

q2
�1 + ln(q)�

= Q(⇡2

6
+ ∞�

q=1
ln(q)
q2
)

≤ 3Q
where (a) is by the fact that

b�
i=a

f(i) ≤ max
x∈[a,b] f(x) +�

b

a
f(x)dx . (6)

We bound G2 as follows:

G2 ≤ ∞�
q=1 �k>Q�q

Q

kq2
exp�−R(q + 1

2
)k�

≤ ∞�
q=1

1

q
�

k>Q�q
exp�−R(q + 1

2
)k�

≤ ∞�
q=1

1

q

exp(−R(q + 1
2)((1 ∨ Q

q ) − 1))
exp(R(q + 1

2)) − 1 (note k ≥ 1)
≤ ∞�

q=1
1

q

1

R(q + 1
2) (by e

z ≥ z − 1)
≤ 2

R
.

Thus,

E
������
∞�
k=1

1�X̄k > "� ⋅ exp � 1
2�2 k ⋅ (X̄k − ")2�

1 + D
2�2 k ⋅ (X̄k − ")2

������ ≤ �
40

D
+ 8� �2

"2
.

Hence

�B ⋅ (1 +C ln(1 + ln(T
u
)))� ⋅E

���������
∞�
k=1

∞�
q=11
�������X̄k ∈ �" + q − 1

2
", " + q

2
"�������� ⋅

exp� 1
2�2 k ⋅ � q"2 �2�

1 + D
2�2 ⋅ k( q"2 )2

���������
.

is upper bounded by

�B ⋅ (1 +C ln(1 + ln(T
u
)))� ⋅ �40

D
+ 8� �2

"2

< ����B ⋅ (1 +C ln(1 + ln( T

2�2(1+c)2 ln(T�2
a�(2�2))

�2
a

)))���� ⋅ �
40

D
+ 8� �2

"2

< O �B ⋅ (1 +C(ln(1 + ln(T�2
a

�2
))))� ⋅ �40

D
+ 8� �2

"2

where the last inequality is by the safe assumption of ln(T�2
a�(2�2)) ≥ 1 since otherwise we have a trivial bound
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on u as follows: 2�2

�2
a
e > T ≥ u. Altogether, we choose " ∶= c�a

2(1+c) and show that

E[Nt,a] ≤ 2�2(1 + c)2 ln(T�2
a

2�2 (1 + ln(1 + T�2
a

2�2 )))
�2

a

+ (1 + 2D)�2

B�2
a

+ 2�2

� c�a

1+c − "�2
+O �B ⋅ (1 +C(ln(1 + ln(T�2

a

�2
))))� ⋅ �40

D
+ 8� �2

"2
+O(1)

≤ 2�2(1 + c)2 ln(T�2
a

2�2 (1 + ln(1 + T�2
a

2�2 )))
�2

a

+O���1 + �
BC

D
+ 1

B
+ (1 + c)2

c2
� ⋅ �2 ln(1 + ln(T�2

a

�2 ))
�2

a

��� .

In terms of the upper bound of the regret, for every T ≥ 1 and c > 0,
ERegT = �

a∈[K]∶�a>0
�a ⋅E[Nt,a]

≤ �
a∈[K]∶�a>0

2�2(1 + c)2 ln(T�2
a

�2 (1 + ln(1 + T�2
a

�2 )))
�a

+O����a + �BC

D
+ 1

B
+ (1 + c)2

c2
� �2 ln(1 + ln(T�2

a

�2 ))
�a

���
≤ �

a∶�a>0
2�2(1 + c)2 ln(T�2

a

2�2 (1 + ln(1 + T�2
a

2�2 )))
�a

+O����a + �BC

D
+ 1

B
+ (1 + c)2

c2
� �2 ln(1 + ln(T�2

a

�2 ))
�a

���
where we omit the dependence on C for brevity.

To verify the asymptotic optimality, let us choose c = ln−1�4(T ) and take B, C, and D as absolute constants.
Then,

lim
T→∞

E[Nt,a]
ln(T ) ≤ lim

T→∞
2�2(1 + c)2 ln(T�2

a

�2 (1 + ln(1 + T�2
a

�2 )))
�2

a ln(T ) + lim
T→∞

O

���1 ∨
�
�

�2(1+c)2 ln(1+ln(T�2
a

�2 ))
c2�2

a

�
�
���

ln(T )
= lim

T→∞
2�2(1 + c)2 ln(T�2

a

�2 (1 + ln(1 + T�2
a

�2 )))
�2

a ln(T )
= 2�2

�2
a

.

This shows the asymptotic optimality of MS+.

C.2 Proof of Corollary 5

Proof. Let us set B, C and D as absolute constants. From the Proof of MS+ in Appendix C, in terms of the
upper bound of the regret,
ERegT = �

a∈[K]∶�a>0
�a ⋅E[Nt,a]

= �
a∶�a<�

�a ⋅E[Nt,a] + �
a∶�a≥�

�a ⋅E[Nt,a]

< T� +K ����
2�2(1 + c)2 ln(T�2

�2 (1 + ln(1 + T�2

�2 )))
�

+O����
2 (1 + c)2 ln(1 + ln(T�2

a

�2 ))
c2�

���
���� + �

a∶�a≥�
O(�a) .

By choosing � = ⇥(��K ln(K)
T ), we have:

ERegT = O(��KT ln(K)) +K ����
2�2(1 + c)2 ln(T�2

�2 (1 + ln(1 + T�2

�2 )))
�

+O����
2 (1 + c)2 ln(1 + ln(T�2

a

�2 ))
c2�

���
����
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+O( �
a∈[K]

�a)
= O ���KT log(K)� .

Hence this algorithm achieves both
�
ln(K) minimax ratio and the asymptotically optimality.
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