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Abstract

Density ratio estimation (DRE) is a funda-
mental machine learning technique for com-
paring two probability distributions. However,
existing methods struggle in high-dimensional
settings, as it is difficult to accurately com-
pare probability distributions based on finite
samples. In this work we propose DRE-8, a
divide-and-conquer approach to reduce DRE
to a series of easier subproblems. Inspired
by Monte Carlo methods, we smoothly in-
terpolate between the two distributions via
an infinite continuum of intermediate bridge
distributions. We then estimate the instan-
taneous rate of change of the bridge distribu-
tions indexed by time (the “time score”)—a
quantity defined analogously to data (Stein)
scores—with a novel time score matching ob-
jective. Crucially, the learned time scores
can then be integrated to compute the de-
sired density ratio. In addition, we show that
traditional (Stein) scores can be used to ob-
tain integration paths that connect regions
of high density in both distributions, improv-
ing performance in practice. Empirically, we
demonstrate that our approach performs well
on downstream tasks such as mutual informa-
tion estimation and energy-based modeling
on complex, high-dimensional datasets.

1 INTRODUCTION

Machine learning algorithms often require a way to
compare and contrast two probability distributions
qpxq and ppxq, given a set of finite samples from each
distribution. A natural quantity for such a task is the
likelihood ratio rpxq “ qpxq{ppxq of the two densities
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(Nguyen et al., 2007; Sugiyama et al., 2008), which
leads to the problem of density ratio estimation (DRE).
DRE enjoys a wide range of applications such as gener-
ative modeling (Goodfellow et al., 2014; Nowozin et al.,
2016), representation learning and mutual information
estimation (Oord et al., 2018; Belghazi et al., 2018;
Poole et al., 2019; Song and Ermon, 2019a), domain
adaptation (Gretton et al., 2009; Yamada et al., 2013),
importance sampling (Meng and Wong, 1996; Gelman
and Meng, 1998; Neal, 2001; Sinha et al., 2020; Yao
et al., 2020), and propensity score matching for causal
inference (Abadie and Imbens, 2016; Shalit et al., 2017;
Johansson et al., 2018).

Despite its widespread use, accurate DRE from finite
samples is challenging in high dimensions. A naive
construction of an estimator for this likelihood ratio
can require a number of samples exponential in the
Kullback-Leibler (KL) divergence of the two densi-
ties to be accurate (Chatterjee and Diaconis, 2018;
McAllester and Stratos, 2020). Therefore, prior works
have found success in a divide-and-conquer approach
(Rhodes et al., 2020). They split the global problem
into a sequence of easier DRE subproblems for T ą 0
intermediate bridging distributions that are closer to
each other, thereby “shrinking” the gap between ppxq
and qpxq. Rhodes et al. (2020) takes a discriminative
approach by training multiple classifiers—one for each
pair of bridge distributions—and aggregates their out-
puts to obtain the desired ratio estimates. Although
they demonstrate that using more intermediate dis-
tributions helps performance, naively increasing the
number of bridging distributions T is undesirable. Not
only does the model size and complexity grow linearly
with the number of bridges, but also the approach re-
quires evaluating more classifiers at test time, which is
computationally expensive.

To address such limitations, we draw inspiration from
annealed importance sampling and path sampling
(Neal, 1993; Meng and Wong, 1996; Gelman and Meng,
1998) to generalize this divide-and-conquer approach
by considering its limiting case. We connect qpxq and
ppxq by constructing an infinite number of bridge distri-
butions ptpxq—indexed by a continuous “time” variable
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Figure 1: An overview of DRE-8’s time score matching framework. Instead of bridging p0pxq ” qpxq and
p1pxq ” ppxq with a finite number of bridges, we smoothly interpolate and estimate the instantaneous rate of
change of each intermediate distribution B

Bt log ptpxq. The x-coordinates of the vector field on the right denote
the time scores, while the y-coordinates denote data scores. Arrows are colored by the time score values.

t P r0, 1s—via an interpolation mechanism. This gives
our method DRE-8 its namesake. The key to our
approach is to estimate for each location x the instan-
taneous rate of change of the intermediate log-density
ptpxq along this path of bridging distributions. The rate
of change B

Bt log ptpxq measures how each intermediate
density is locally changing along a prescribed trajec-
tory in distribution space over time. As this is in direct
analogy to the traditional (Stein) score or data score
p∇x log ppxqq, which measures how a density is chang-
ing over its input domain (Hyvärinen, 2005; Kingma
and LeCun, 2010), we call this quantity B

Bt log ptpxq the
time score. The intuition is that since B

Bt log ptpxq «

plog pt`∆tpxq ´ log ptpxqq{∆t “ plog pt`∆tpxq
ptpxq

q{∆t, the
time score characterizes the log density ratio between
two distributions with an infinitesimal gap (∆t). This
allows us to compute the original density ratio rpxq
by integrating (rather than summing) the time scores
over t P r0, 1s. Figure 1 illustrates an overview of our
DRE-8 method.

Because the true underlying time scores are unknown,
we introduce a framework to estimate them from data.
We propose a new time score matching objective to
efficiently train a neural network for learning the time
scores. We additionally prove that this time score
matching objective is equivalent to solving a series
of “infinitesimal classification” tasks between two ex-
tremely close bridge distributions. Perhaps counterintu-
itively, DRE-8 generalizes TRE to an infinite number
T of bridge distributions while simultaneously over-
coming its various computational limitations. We also
show that this framework also naturally allows for in-
corporating auxiliary information from the data scores
p∇x log ptpxqq of the bridge distributions that is help-
ful for estimating density ratios more accurately in
practice. To do so, we introduce a hybrid training
objective that jointly learns both the data and time
scores, which allows for the construction of integra-
tion paths connecting regions of high data density for

both qpxq and ppxq. Empirically, we demonstrate the
efficacy of our approach on downstream tasks which re-
quire access to accurate density ratios, such as mutual
information estimation and energy-based modeling on
complex, high-dimensional data.

In summary, the contributions of our work are:

1. We propose DRE-8, a DRE technique that
smoothly interpolates between two distributions
and involves learning the rate of change of the
intermediate log densities (time scores).

2. We introduce a novel framework to learn the time
scores from data—time score matching— that al-
lows for the scalable estimation of such time scores,
and demonstrate how to leverage black-box numer-
ical integrators to obtain density ratios.

3. We demonstrate how to leverage data scores via
a hybrid objective to improve our density ratio
estimates in practice, by connecting regions of high
data density in both distributions.

2 PRELIMINARIES

Notation and Problem Setup. Let ppxq and qpxq
be two unknown distributions over X P RD, for which
we have access to i.i.d. samples DP “ txiuNi“1 „ ppxq
and DQ “ txiuNi“1 „ qpxq. The goal of density ratio
estimation (DRE) is to accurately estimate rpxq “
qpxq{ppxq given DP and DQ.

DRE via Probabilistic Classification. A well-
known technique for DRE is probabilistic classification,
where a binary classifier hθ : X Ñ r0, 1s is trained to
discriminate between two sets of samples DP and DQ
(Sugiyama et al., 2008; Menon and Ong, 2016). Each
“dataset” from a particular distribution is assigned a
pseudolabel of either y “ 0 or y “ 1 depending on
its source. Once the classifier has been trained, the
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corresponding ratios can be recovered from its class
probabilities via Bayes Rule:

rpxq “
qpxq

ppxq
“
ppx | y “ 1q

ppx | y “ 0q
“

h˚θ pxq

1´ h˚θ pxq
(1)

where h˚θ denotes the Bayes optimal classifier. Despite
its elegant simplicity, this method fails in settings where
qpxq and ppxq are sufficiently different. The discrimina-
tive task becomes trivial, and the classifier can achieve
perfect accuracy but fail to estimate the ratios correctly
due to poorly calibrated output probabilities (Rhodes
et al., 2020; Choi et al., 2021). Such a failure mode
is illustrated on a simple DRE task for 2-dimensional
Gaussians in Figure 2(a), where ppxq “ N p0, Iq and
qpxq “ N p4, Iq. In particular, the classifier cannot
capture the entire range of variation of the likelihood
ratios (see Fig. 2(a)).

Improving Estimates with Bridges. To sidestep
this challenge, Telescoping Density Ratio Estimation
(TRE) (Rhodes et al., 2020) proposes a divide-and-
conquer approach and partitions the binary classifica-
tion problem in Eq. (1) into several easier subproblems.
TRE constructs T ą 0 bridge densities tptpxquTt“1 by
interpolating between p0pxq ” qpxq and p1pxq ” ppxq,
and trains T (conditional) classifiers to discriminate
between samples from ptpxq and pt`1pxq. Intuitively,
each of the likelihood ratios log rtpxq “ log ptpxq

pt`1pxq
are

better behaved and thus easier to learn than those
in the original problem, as in Figure 2(a). Then, a
telescoping sum of the intermediate classifier outputs
allows for the recovery of the desired likelihood ratio:

log rpxq “ log qpxq ´ log ppxq “
T
ÿ

t“1

log rtpxq

“

T
ÿ

t“1

log ptpxq ´ log pt`1pxq

(2)

Figures 2(b)-(c) demonstrate that TRE with 4 and 9
intermediate distributions respectively dramatically im-
proves performance for our 2-D task, as the histograms
of the learned ratios significantly overlap with those of
ground truth. However, naively increasing T is undesir-
able for a number of reasons. Not only does the model
size and complexity in TRE grow with T , but also the
approach requires the evaluation of multiple classifiers
at test time, which can be prohibitively expensive.

3 FROM DISCRETE BRIDGES TO
CONTINUOUS PATHS

As an alternative to Eq. (2), we consider a contin-
uous path of T Ñ 8 bridge distributions connect-
ing p0pxq ” qpxq and p1pxq ” ppxq in distribution

space. Concretely, we denote this sequence of proba-
bility densities indexed by t P r0, 1s as tptpxqu1t“0 and
let pptq “ Ur0, 1s denote a uniform distribution over
time steps. We note that there are several ways to
construct the intermediate bridges ptpxq. A benefit
of DRE-8 (which also holds for TRE) is that it only
requires we be able to efficiently sample from ptpxq
without necessarily knowing its analytical form. For
example, we can define xptq :“

a

1´ αptq2x ` αptqy,
where x „ q, y „ p, xptq „ pt, and α : r0, 1s Ñ R` is a
positive function that satisfies αp0q “ 0 and αp1q “ 1.

To build some intuition for DRE-8, we observe the be-
havior of the log density ratio between two bridge distri-
butions as the gap (∆t “ 1

T ) between ptpxq and pt`1pxq
becomes infinitesimal. Using finite differences, we can
see that the intermediate densities ptpxq are changing
at each timestep t by: plog pt`∆tpxq ´ log ptpxqq{∆t “
´

log pt`∆tpxq
ptpxq

¯

{∆t « B
Bt log ptpxq. As T Ñ 8 (and

therefore ∆tÑ 0), this demonstrates that the object
of interest is now not the individual log-ratios log rtpxq
as in Eq. (2), but the instantaneous rate of change of
the intermediate log densities B

Bt log ptpxq, which we
denote as the time score.

We formalize this intuition in the following proposition.
The identity is well known in the path sampling litera-
ture and we include it here for completeness (Gelman
and Meng, 1998; Owen, 2013; Yao et al., 2020).

Proposition 1. Let log rpxq denote the log density
ratio between the two densities p0pxq and p1pxq. When
T Ñ8, we have the following:

log rpxq “ log
p0pxq

p1pxq
“

T
ÿ

t“1

log

ˆ

ppt´1q{T pxq

pt{T pxq

˙

“

ż 0

1

B

Bλ
log pλpxqdλ.

(3)

We provide a more detailed derivation in Appendix A.1.

There are two key takeaways from Proposition 1. First,
as the number of bridge distributions increase to infinity,
the telescoping sum in Eq. (2) becomes an integral. The
integration is important because it can be computed
using any off-the-shelf numerical integrator—the fact
that it is one-dimensional also means that it will be
very efficient to compute. This eliminates the need
to evaluate all T intermediate classifiers at inference
time as in Eq. (2). Instead, we have an additional
degree of freedom where we can choose how accurately
we want to estimate

ş0

1
B
Bt log ptpxqdt by specifying the

error tolerance of the numerical integrator. This will
adaptively determine the total number of necessary
function (intermediate classifier) evaluations, making
DRE-8’s inference procedure more efficient than that
of TRE. In fact, a surprising insight of DRE-8 is
that taking the number of bridges to the infinite limit
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(a) Baseline MSE: 952.8 (b) TRE(4) MSE: 1.1 (c) TRE(9) MSE: 0.63 (d) Time MSE (Ours): 0.58

Figure 2: Motivating example on a synthetic 2-D Gaussian dataset, with learned density ratio estimates by
method relative to the ground truth values for (a-d). The performance of TRE improves with more intermediate
bridge distributions, while DRE-8 outperforms the rest. The x-axis denotes the log-ratios.

actually confers significant computational benefits over
the finite regime of TRE.

Next, we see that the log ratios log rtpxq in Eq. (2)
become the time scores B

Bt log ptpxq in Proposition 1.
The time score captures—for each input x—the in-
stantaneous rate of change of the intermediate ptpxq
along the prescribed path in distribution space. But as
we rarely have access to the true time scores in most
practical scenarios, we must learn them from data.

4 TIME SCORE MATCHING VIA
INFINITESIMAL
CLASSIFICATION

We propose to train a time score model stime
θ px, tq

to estimate the true time scores B
Bt log ptpxq via the

following objective:

Jtimepθq “ EpptqEptpxq
„

λptq

ˆ

B

Bt
log ptpxq ´ s

time
θ px, tq

˙2 

(4)

where λptq : r0, 1s Ñ R` is a positive weighting
function and pptq is the uniform distribution over
timescales. While this objective is clearly minimized
when stime

θ px, tq “ B
Bt log ptpxq, it might not seem pos-

sible to evaluate and optimize it since B
Bt log ptpxq is

unknown. However, using integration by parts as in
(Hyvärinen, 2005), this objective can be simplified to
the following expression in Proposition 2. As used in
traditional score matching techniques (Kingma and Le-
Cun, 2010; Song et al., 2020; Song and Ermon, 2019b),
integration by parts allows us to obtain a practical
objective function for training stime

θ px, tq that does not
depend on the true time scores B

Bt log ptpxq.

Proposition 2 (Informal). Under certain regularity
conditions, the optimal solution θ˚ of Eq. (4) is the

same as the optimal solution of:

Ltimepθq “ 2Eqpxqrλp0qstime
θ px, 0qs ´ 2Eppxqrλp1qstime

θ px, 1qs

` EpptqEptpxq
„

2λptq
B

Bt
stime
θ px, tq ` 2λ1ptqstime

θ px, tq ` λptqstime
θ px, tq



(5)

where the first two terms of Proposition 2 denote the
boundary conditions for t “ t0, 1u, and the expecta-
tions can be approximated via Monte Carlo. Our abil-
ity to estimate the objective via Monte Carlo samples
makes training DRE-8 much more efficient than TRE,
which requires the explicit construction of T additional
batches per gradient step for all intermediate classifiers.
Even with a fixed batch size B that is divided among
T intermediate classifiers, TRE requires that B grow
with T (since it is necessary that B{T ě 1 to train each
classifier). We defer the exact assumptions and proof to
Appendix A.4, and provide pseudocode in Appendix B.

The optimal time score model, denoted by stime
θ˚ px, tq,

satisfies stime
θ˚ px, tq « B

Bt log ptpxq. Therefore after train-
ing, the log-density-ratio can be estimated by:

log rpxq «

ż 0

1

stime
θ˚ px, tqdt. (6)

4.1 Joint Training Objective

We can also incorporate helpful auxiliary information
from the data scores into the training objective in
Eq. (4). Specifically, we can define a vector-valued score
model sjoint

θ px, tq and train it with a hybrid objective
that seeks to jointly learn ∇rx;ts log ppx, tq:

Jjointpθq “ EpptqEptpxq
„

1
2λptq

∥∥∥∇rx;ts log ppx, tq ´ sjoint
θ px, tq

∥∥∥2

2



.

(7)

The data score component in Eq. (7) can be obtained
by DSM (Vincent, 2011) or SSM (Song et al., 2020).
For the SSM variant, (Hyvärinen, 2005; Song et al.,
2020) shows that optimizing Eq. (7) is equivalent to
optimizing the following objective.



Kristy Choi˚, Chenlin Meng˚, Yang Song, Stefano Ermon

Theorem 1 (Informal). Under certain regularity con-
ditions, the solution to the optimization problem in
Eq. (7) can be written as follows:

θ˚ “ arg min
θ

EpptqEptpxqEppvq
„

1

2
λptq

∥∥∥sjoint
θ px, tqrxs

∥∥∥2

2
` λptqvT∇xs

joint
θ px, tqrxsv

` λptq
B

Bt
sjoint
θ px, tqrts ` λ1ptqsjoint

θ px, tqrts



` Ep0pxqrλp0qs
joint
θ px, 0qrtss ´ Ep1pxqrλp1qs

joint
θ px, 1qrtss.

(8)

where v „ ppvq “ N p0, Iq, sjoint
θ px, tqrxs denotes the

data score component of sjoint
θ , and sjoint

θ px, tqrts de-
notes the time-score component of sjoint

θ . We defer the
proof and detailed assumptions to Appendix A.5. In
practice, the expectation in Eq. (8) can be approxi-
mated via Monte Carlo sampling. We can leverage
DSM when the data follows a known stochastic differ-
ential equation (SDE) and ppxq “ N p0, Iq since the
analytical form of ptpxq is tractable.

4.2 Link to Infinitesimal Classification

Recall that our motivation was to generalize TRE
by taking the number of intermediate bridge distribu-
tions T to the infinite limit. With an infinite number
of bridges, each intermediate classifier is tasked with
distinguishing samples from two bridge distributions
pt`∆tpxq and ptpxq. In fact, the following proposition
states that the optimal form of this infinitesimal classi-
fier is given by the time score B

Bt log ptpxq.
Proposition 3. When T Ñ 8, the Bayes-optimal
classifier between two adjacent bridge distributions
pt{T pxq and ppt`1q{T pxq for any t P r0, 1s is:

hθ˚px, tq “
1

2
`

1

4

ˆ

B

Bt
log ptpxq

˙

∆t` op∆tq. (9)

where ∆t “ 1
T , and hθ˚px, tq P r0, 1s is a conditional

probabilistic classifier.

While the above result is instructive, it does not provide
us with a practical algorithm for time score estimation—
we cannot train an infinite number of such binary clas-
sifiers. To tackle this challenge, we consider the limit of
the binary cross-entropy loss function for the optimal
infinitesimal classifier (Proposition 3) when T Ñ8.
Proposition 4. Let ∆t “ 1{T and parameterize the
binary classifier as hθpx, tq “ 1

2`
1
4s

time
θ px, tq∆t, where

stime
θ px, tq « B

Bt log ptpxq denotes a time score model.
Then from the binary cross-entropy objective:

arg max
θ

Eptpxqrlogp1´ hθpx, tqqs ` Ept`∆tpxqrloghθpx, tqs

“ arg max
θ
´

1

4
p∆tq2Eptpxq

«

ˆ

stime
θ px, tq ´

B

Bt
log ptpxq

˙2
ff

` opp∆tq2q

(10)

We defer the proof to Appendix A.3. Notably, the form
of the objective function in Proposition 4 exactly mir-
rors that of Eq. (4), drawing the equivalence between
solving an infinite number of “infinitesimal” classifica-
tion problems and time score matching. This extends
the previous connection between infinitesimal classifi-
cation problems and score matching as mentioned in
(Gutmann and Hirayama, 2012) and (Ceylan and Gut-
mann, 2018) in the context of estimating unnormalized
probability models.

5 LEARNING TIME SCORES IN
PRACTICE

5.1 Variance Reduction via Importance
Weighting

In our preliminary experiments, we found that a naive
implementation of Proposition 2 led to unstable train-
ing due to the high variance in the objective across the
different timescales t. This finding is in accordance with
recent work on diffusion probabilistic models (Nichol
and Dhariwal, 2021; Kingma et al., 2021; Song et al.,
2021a), which emphasize the critical role of applying the
proper weighting function λptq rather than randomly
sampling t „ Ur0, 1s. This problem is also exacer-
bated by the fact that our training objective requires
backpropagating through the score network s time

θ px, tq
with respect to t, which can cause training to diverge
or progress extremely slowly for certain design choices.

Drawing inspiration from Nichol and Dhariwal (2021);
Song et al. (2021a); Kingma et al. (2021), we learn an
importance weighting scheme of the distribution over
timescales pptq. We optimize the following importance-
weighted objective rather than Proposition 2:

Jrw-timepθq “ EpiwptqEptpxq
„

pptqλptq

piwptq

ˆ

B

Bt
log ptpxq ´ s

time
θ px, tq

˙2 

(11)

where pptq „ Ur0, 1s and piwptq is a learned proposal
distribution. We approximate the importance weight-
ing distribution by maintaining a history buffer of the
B most recent loss values in Proposition 2 (excluding
the boundary conditions which are constant w.r.t. t).
Then, we use this buffer to estimate an importance sam-
pling distribution piwptq over t designed to reduce the
variance of the loss. We report specific implementation
details in Appendix D.1.

5.2 Incorporating Auxiliary Information via
Data Scores

Another advantage of DRE-8 is that it allows for con-
siderable flexibility in the way that the likelihood ratios
rpxq are computed. Recall that in Eq. (6), the time
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Figure 3: An example of the simple line path yptq “
x` t ¨ pz´ xq bridging the high-density regions of qpxq
and ppxq, where z is sampled from ppxq. Brighter color
indicates higher density.

scores B
Bt log ptpxq are integrated over t P r0, 1s while x

is fixed along a horizontal path. However, we are not re-
quired to stick to this simple integral. We can actually
construct arbitrary paths—that is, vary both x and t
in the integral—with a theoretical guarantee that we
will recover the same density ratios as before. We find
that this approach often helps improve performance in
practice, and call it the “pathwise method."

The pathwise method aims to compute a variant of
Eq. (6) by evaluating our time score model at vari-
ous points yptq where its estimates will be the most
accurate. To do so, we prescribe a path yptq such
that it connects x in the high data density region of
p0pxq ” qpxq to z in the high data density region of
p1pxq ” ppxq. This trajectory can be described by an
ordinary differential equation (ODE):

#

y1ptq “ dpy, tq

yp0q “ x.

where d is any function that captures the relationship
between y and t. A simple example of such a path is
the line yptq “ x ` t ¨ pz ´ xq as shown in Figure 3,
where y1ptq “ pz´xq. A reasonable choice for z in this
case are samples from ppxq, but we note that there are
several possible choices for the path connecting ppxq
and qpxq (Gelman and Meng, 1998).

Using this path, the difference between log qpxq and
log ppyq can be obtained by integration:

log qpxq ´ log ppyq

“

ż 0

1

B

Bt
log ptpyptqq ` dpyptq, tq

T∇x log ptpyptqqdt.

Finally, we can compute the density ratio via the fol-

lowing expression:

rpxq “ plog qpxq ´ log ppyqq ` plog ppyq ´ log ppxqq

“

ˆ
ż 0

1

B

Bt
log ptpyptqq ` dpyptq, tq

T∇x log ptpyptqqdt

˙

loooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooon

Term 1

`

ˆ
ż 0

1

∇x log ppy ` tpx´ yqqTpx´ yqdt

˙

loooooooooooooooooooooooooomoooooooooooooooooooooooooon

Term 2

.

(12)

Eq. (12) decomposes the density ratio into 2 terms,
where the first term depends on both the time score
and data score, while the second term only depends
on the data score. The integrals in Eq. (12) can be
approximated using off-the-shelf ODE solvers. Note
that when the density of p is tractable (e.g. a Gaussian
distribution, as in energy based modeling), the second
term log ppyq ´ log ppxq can be computed in closed
form. This property of the pathwise method makes
it a particularly attractive alternative to Eq. (6). We
note that this method can be trained with the joint
objective function in Eq. (7).

6 EXPERIMENTAL RESULTS

In this section, we are interested in empirically investi-
gating the following questions:

1. Does DRE-8 lead to more accurate density ratio
estimation than existing baselines?

2. Does incorporating auxiliary information for DRE
(e.g. learning the data scores) help to learn more
accurate ratios?

6.1 Synthetic Gaussian Experiments

Our running example with the 2-D synthetic dataset of
Gaussian mixtures is comprised of 10K samples each
from ppxq “ N p0, Iq and qpxq “ N p4, Iq. We use the
Variance Preserving SDE (VPSDE) noise schedule as in
(Ho et al., 2020; Song et al., 2021b) for the construction
of xptq. Thus xptq „ qpxq when t “ 0 and xptq „ ppxq
when t “ 1. Our score networks are fully-connected
MLPs with ELU activation functions, with the time
conditioning signal concatenated to the inputs before
feeding them into the network. As shown in Figure 2,
our DRE-8 outperforms all baselines with a finite
number (0, 4, 9) of intermediate distributions.

Additionally, the benefits of the pathwise approach
(Section 5.2) is shown in Figure 4(d), where all models
trained on ppxq “ N p0, Iq and qpxq “ N p4, Iq are
evaluated on 10K samples drawn from N p0, Iq and
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(a) TRE(4) MSE: 2.8 (b) TRE(9) MSE: 1.8 (c) Time MSE (Ours): 1.0 (d) Joint MSE (Ours): 0.6

Figure 4: Additional results on the synthetic 2-D Gaussian dataset on a more challenging evaluation task, where
half the samples are shifted by 1. While all models’ performance slightly degrade, our joint score matching
objective still accurately recovers the density ratio estimates. The x-axis denotes the log ratios.

N p5, Iq each. Although all models perform worse than
in Figure 2 due to the slight mismatch in train and test
conditions (the baseline binary classifier is not shown,
as it performed extremely poorly), the additional in-
tegration path helps the jointly trained score model
to more accurately recover the density ratios relative
to other methods. We also note that the pathwise
approach yielded the lowest MSE of 0.35 among all
methods shown in Figure 2. We refer the reader to
Appendix D for more details on the model architecture
and hyperparameter settings, as well as Appendix F.1
for additional synthetic experiments on 1-D problems.

6.2 Mutual Information Estimation for
High-Dimensional Gaussians

Figure 5: Estimated MI between two correlated high-
dimensional Gaussian random variables, where our
joint score matching objective outperforms TRE in all
settings. Results are averaged over 3 runs.

Next, we evaluate our approach on a mutual infor-
mation (MI) estimation task between two correlated,
high-dimensional Gaussians. MI estimation between
two random variables is a direct application of DRE,
as the problem can be reduced to estimating average
density ratios between their joint density and the prod-
uct of their marginals: Ipx; yq “ Eppx,yq

”

log ppx,yq
qpxqppyq

ı

.
We adapt the experimental setting of (Belghazi et al.,
2018; Poole et al., 2019; Rhodes et al., 2020), where we

sweep over the dimensions d “ t40, 80, 160, 320u, and
fix the correlation coefficient to be ρ “ 0.8.

For the TRE baseline, we use the default hyperparam-
eter settings in (Rhodes et al., 2020). We use the joint
score matching objective for our method, where we
use the same interpolation procedure as in the 2-D
Gaussian experiment in Section 6.1. We find that our
method’s estimated MI values overlap with the ground
truth in all settings as shown in Figure 5. DRE-8
outperforms TRE in all cases and the performance gap
between the two methods increase in higher dimen-
sions. A single binary classifier, on the other hand,
fails completely for dimensions greater than d “ 40.
For additional details on the experimental setup, we
refer the reader to Appendix F.2.

6.3 Energy-based Modeling with MNIST

In this experiment, we train an energy-based model
(EBM) of the MNIST dataset (LeCun, 1998) using time-
wise score matching. Specifically, we let qpxq denote the
distribution over MNIST digits and experiment with
three different settings for ppxq as in (Rhodes et al.,
2020): a Gaussian noise model, a Gaussian copula, and
a Rational Quadratic Neural Spline Flow (RQ-NSF)
(Durkan et al., 2019). After obtaining our likelihood
ratio estimates, we can estimate the likelihood of our
data by computing log pdatapxq « log qpxq “ log rpxq`
log ppxq. We construct our bridge distributions in the
latent space of our normalizing flow via the VPSDE
interpolation schedule.

We report the likelihoods we obtain via DRE-8 in bits
per dimension (bpd). Additionally, we compare our
bpds with both a lower bound estimated via Annealed
Importance Sampling (AIS) (Neal, 2001) and a conser-
vative upper bound estimated via the Reverse Annealed
Importance Sampling Estimator (RAISE) (Burda et al.,
2015). Such comparisons with AIS/RAISE are impor-
tant because log qpxq is only an estimate of log pdata

obtained via DRE-8’s approximate normalizing con-
stant. If DRE-8 fails to estimate the likelihood ratio
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Method Interpolation Noise Direct (Ó) RAISE (Ó) AIS (Ó)
NCE Gaussian 2.01 1.96 1.99 2.01
TRE Gaussian 2.01 1.39 1.35 1.35

DRE-8 Gaussian 2.01 1.33 1.33 1.33
NCE Copula 1.40 1.33 1.48 1.45
TRE Copula 1.40 1.24 1.23 1.22

DRE-8 Copula 1.40 1.21 1.21 1.21
NCE RQ-NSF 1.12 1.09 1.10 1.10
TRE RQ-NSF 1.12 1.09 1.09 1.09

DRE-8 RQ-NSF 1.12 1.09 1.08 1.08

Table 1: Estimated log-likelihood results on the energy-based modeling task for MNIST, reported in bits per
dimension (bpd). Lower is better. Results for NCE and TRE are from (Rhodes et al., 2020). We note that
DRE-8’s time score matching framework leads to performance improvements over relevant baselines in all settings.

log rpxq accurately, then log qpxq may be a poor ap-
proximation to log pdata. AIS and RAISE allow us to
obtain a more accurate estimate of the intractable nor-
malizing constant by constructing (another) sequence
of intermediate distributions between our estimated tar-
get distribution qpxq and another proposal distribution
p1pxq, which we set to be the flow ppxq.

As shown in Table 1, we note that using an infinite
number of bridge distributions improves performance
on the bpds. More importantly, our bpd estimates
directly obtained by the output of the score network
are very close to those of AIS and RAISE, indicating
that our density ratio estimates are accurate even for
high dimensional datasets such as MNIST. This is not
necessarily the case for other methods such as TRE. We
refer the reader to Appendix F.3 for additional details
on the experimental setup and likelihood evaluations.

7 RELATED WORK

Score-Based Generative Modeling. Our work
builds on the growing body of work on score matching
(Hyvärinen, 2005; Vincent, 2011) and score-based gener-
ative models (Song et al., 2020; Song and Ermon, 2019b,
2020; Song et al., 2021b). Given empirical samples, the
goal of score-based generative modeling is to accurately
model the data density ppxq by learning its (Stein)
score ∇x log ppxq (Hyvärinen, 2005; Liu et al., 2016).
We notably build upon (Song and Ermon, 2019b) to
estimate the time scores of the data in addition to the
data scores, which allows for accurate DRE. We ad-
ditionally establish an interesting connection between
time score matching and solving an infinite number of
infinitesimal classification problems, which extends the
work of (Gutmann and Hirayama, 2012) and (Ceylan
and Gutmann, 2018) for (Stein) score matching.

DRE and Importance Sampling. DRE has its
roots in importance sampling, which has numerous ap-
plications in Bayesian statistics and the approximation
of intractable normalizing constants (Meng and Wong,
1996; Gelman and Meng, 1998; Neal, 2001; Fishman,
2013). In particular, bridge sampling (Bennett, 1976;
Meng and Wong, 1996) was introduced as a variance
reduction technique in MCMC to “shorten the path"
between two densities. Modern versions of bridge sam-
pling include (Rhodes et al., 2020; Sinha et al., 2020),
which also incorporate an element of warping (Hoff-
man et al., 2019) via a normalizing flow to further
improve performance. Path sampling bears the closest
resemblance to our method (Gelman and Meng, 1998),
in which the discrete bridges of (Geyer, 1994; Meng
and Wong, 1996) are relaxed to an infinite number as
indexed by a continuous value t P r0, 1s. However, path
sampling estimators are typically not evaluated on a
fixed point x as in our use case for DRE. Another way
in which our work differs from traditional parametric
importance sampling methods such as AIS is that we
do not require explicit parametric forms of the inter-
mediate distributions — we only require the ability
to sample from them. Our work most closely mirrors
(Rhodes et al., 2020), where we take the number of
intermediate distributions to the limit. This approach
eliminates the need to train multiple classifiers, and
makes it easier to incorporate auxiliary information via
the data scores to improve DRE in practice.

8 CONCLUSION

We introduced DRE-8, a novel time score matching
framework for DRE. We proposed to smoothly in-
terpolate between two densities by specifying an in-
finite number of bridge distributions, and trained a
neural network to estimate the instantaneous rate of
change of the log densities (“time scores”) along this
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path. After training, we demonstrated that we can
leverage black-box numerical integration techniques
to efficiently obtain likelihood ratios. We provide a
reference implementation in PyTorch (Paszke et al.,
2019), and the codebase for this work is open-sourced at
https://github.com/ermongroup/time-score-dre.

However, this work is not without limitations. Al-
though the method depends on the specification of an
interpolation scheme, it is not clear whether there is
an optimal way to bridge the two densities together.
Additionally, DRE-8 takes longer to converge as qpxq
becomes further apart from ppxq, though this speaks
to the challenging nature of the DRE problem as a
whole. It would be interesting to investigate whether
there is a time-dependent function λptq such that the
time score matching loss corresponds to the maximum
likelihood training of a binary classifier (Song et al.,
2021a; Kingma et al., 2021). Additionally, exploring
optimal integration paths between ppxq and qpxq would
be exciting future work.
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Supplementary Material:
Density Ratio Estimation via Infinitesimal Classification

A Detailed Derivations of Theoretical Results

In this section, we provide a more careful treatment of the relevant derivations in the main text.

A.1 Bridge Sampling to Path Sampling

The identity for converting bridge sampling to path sampling in Proposition 1 is well known (Gelman and Meng,
1998; Owen, 2013; Yao et al., 2020), and we include it here for completeness.
Proposition 1. Let log rpxq denote the log density ratio between the two densities p0pxq and p1pxq. When
T Ñ8, we have the following:

log rpxq “ log
p0pxq

p1pxq
“

T
ÿ

t“1

log

ˆ

ppt´1q{T pxq

pt{T pxq

˙

“

ż 0

1

B

Bλ
log pλpxqdλ (13)

Proof.

log
p0pxq

p1pxq
“ log p0pxq ´ log p1pxq

“
`

log p0pxq ´ log p1{T pxq
˘

`
`

log p1{T pxq ´ log p2{T pxq
˘

` ¨ ¨ ¨ `
`

log ppT´1q{T pxq ´ log p1pxq
˘

“

T
ÿ

t“1

log

ˆ

ppt´1q{T pxq

pt{T pxq

˙

“

T
ÿ

t“1

log

ˆ

1`
ppt´1q{T pxq ´ pt{T pxq

pt{T pxq

˙

«

T
ÿ

t“1

ˆ

ppt´1q{T pxq ´ pt{T pxq

pt{T pxq

˙

“ lim
TÑ8

T
ÿ

t“1

d

dλ
log pλpxq|λ“t{T

“

ż 0

1

log pλpxqdλ

A.2 Form of Optimal Infinitesimal Classifier

For completeness, we restate Proposition 3 prior to providing the proof.
Proposition 3. When T Ñ8, the form of the Bayes-optimal classifier between two adjacent bridge distributions
pt{T pxq and ppt`1q{T pxq for any t P r0, 1s becomes:

hθ˚px, tq “
1

2
`

1

4

ˆ

B

Bt
log ptpxq

˙

∆t` op∆tq. (14)

Proof. Recall that it is trained by optimizing the following cross-entropy loss:

θ˚ “ arg max
θ

Eppt´1q{T pxqrlogp1´ hθpx, t{T qqs ` Ept{T pxqrloghθpx, t{T qs,
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where hθpx, t{T q P r0, 1s is a binary classifier. By calculus of variations, we can derive that for the optimal model
parameter θ˚,

hθ˚px, t{T q “ σplog pt{T pxq ´ log ppt´1q{T pxqq,

where σpxq “ 1
1`e´x is the sigmoid function. Thus when T Ñ8, we clearly have that:

hθ˚px, tq “
1

2
`

1

4

ˆ

B

Bt
log ptpxq

˙

∆t` op∆tq.

where ∆t “ 1
T .

A.3 Derivation of the Time Score from Infinitesimal Binary Classification

For completeness, we restate Proposition 4 prior to providing the proof.

Proposition 4. Let ∆t “ 1{T and parameterize the binary classifier as hθpx, tq “ 1
2 `

1
4s

time
θ px, tq∆t. Then

from the binary cross-entropy objective, we can derive:

arg max
θ

Eptpxqrlogp1´ hθpx, tqqs ` Ept`∆tpxqrloghθpx, tqs “ arg max
θ
´

1

4
p∆tq2Eptpxq

«∥∥∥∥stime
θ px, tq ´

B

Bt
log ptpxq

∥∥∥∥2

2

ff

` opp∆tq2q

(15)

Proof. From the definition of the binary cross entropy loss, we have:

arg max
θ

Eptpxqrlogp1´ hθpx, tqqs ` Ept`∆tpxqrloghθpx, tqs “ arg max
θ
´2 log 2`

1

2
∆t

ż

ppt`∆tpxq ´ ptpxqqs
time
θ px, tqdx

´
1

4
p∆tq2Eptpxqrs

time
θ px, tq2s ` opp∆tq2q

“ arg max
θ
´2 log 2`

1

2
p∆tq2Eptpxq

„

B

Bt
log ptpxqs

time
θ px, tq



´
1

4
p∆tq2Eptpxqrs

time
θ px, tq2s ` opp∆tq2q

“ arg max
θ
´

1

4
p∆tq2Eptpxq

«∥∥∥∥stime
θ px, tq ´

B

Bt
log ptpxq

∥∥∥∥2

2

ff

` opp∆tq2q

A.4 Time score matching objective

We provide a more detailed derivation of the time-wise score matching objective in Eq. (4) below.

Proposition 2. Under certain regularity conditions, the optimal solution θ˚ of Eq. (4) is the same as the optimal
solution of:

Ltimepθq “ 2Eqpxqrλp0qstime
θ px, 0qs ´ 2Eppxqrλp1qstime

θ px, 1qs ` EpptqEptpxq
„

2λptq
B

Bt
stime
θ px, tq ` 2λ1ptqstime

θ px, tq ` λptqstime
θ px, tq2



(16)
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Proof. To see this, we expand out the square and use the Leibniz integral rule.

EpptqEptpxq
„

λptq

ˆ

B

Bt
log ptpxq ´ s

time
θ px, tq

˙2 

“EpptqEptpxq
„

λptq

ˆ

B

Bt
log ptpxq

˙2

´ 2λptqstime
θ px, tq

B

Bt
log ptpxq ` λptqs

time
θ px, tq2



“EpptqEptpxq
„

´ 2λptqstime
θ px, tq

B

Bt
log ptpxq ` λptqs

time
θ px, tq2



` const.

“EpptqEptpxq
„

´ 2λptqstime
θ px, tq

B

Bt
log ptpxq



` EpptqEptpxqrλptqs
time
θ px, tq2s ` const.

“

ż 1

0

ż

´2λptqstime
θ px, tq

B

Bt
log ptpxqptpxqdxdt` EpptqEptpxqrλptqs

time
θ px, tq2s ` const.

“´ 2

ż 1

0

ż

λptqstime
θ px, tq

Bptpxq

Bt
dxdt` EpptqEptpxqrλptqs

time
θ px, tq2s ` const.

“2

ż

rλp0qp0pxqs
time
θ px, 0q ´ λptq2p1pxqs

time
θ px, 1qsdx

` 2

ż 1

0

ż

ptpxq

„

λptq
B

Bt
stime
θ px, tq ` λ1ptqstime

θ px, tq



dxdt` EpptqEptpxqrλptqs
time
θ px, tq2s ` const.

“2Eqpxqrλp0qstime
θ px, 0qs ´ 2Eppxqrλp1qstime

θ px, 1qs

` EpptqEptpxq
„

2λptq
B

Bt
stime
θ px, tq ` 2λ1ptqstime

θ px, tq ` λptqstime
θ px, tq2



` const.

The optimal time score model, denoted by stime
θ˚ px, tq, satisfies stime

θ˚ px, tq « B
Bt log ptpxq. Therefore, the log-density-

ratio can be estimated by

log rpxq «

ż 0

1

stime
θ˚ px, tqdt.

A.5 Joint Score Matching Objective

The assumptions needed for this proof are largely adapted from (Song et al., 2020).

Theorem 1. Assume that the vector-valued score function learned by the joint score network sjoint
θ px, tq and

the true data scores ∇x log ptpxq are differentiable, and satisfy Er}sjoint
θ px, tq}22s ă 8 and Er}∇x log ptpxq}

2
2s ă 8.

Additionally, we assume: (1) identifiability—the model family tpmpx; θq|θ P Θu is well-specified; and (2) that
the score model satisfies some boundary conditions, e.g. @θ P Θ, lim}x}Ñ8 s

joint
θ px, tqpdata “ 0. We also assume

that the projection vectors v „ ppvq “ N p0, Iq. Then, the solution to the optimization problem in Eq. (7) can be
written as follows:

θ˚ “ arg min
θ

EpptqEptpxqEppvq
„

1

2
λptq

∥∥∥sjoint
θ px, tqrxs

∥∥∥2

2
` λptqvT∇xs

joint
θ px, tqrxsv

` λptq
B

Bt
sjoint
θ px, tqrts ` λ1ptqsjoint

θ px, tqrts



` Ep0pxqrλp0qs
joint
θ px, 0qrtss ´ Ep1pxqrλp1qs

joint
θ px, 1qrtss.

(17)
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Proof. The proof involves expanding out the square and using integration by parts as in (Hyvärinen, 2005).

Ljointpθq “EpptqEptpxq
„

1

2
λptq

∥∥∥∇rx;ts log ppx, tq ´ sjoint
θ px, tq

∥∥∥2

2



“EpptqEptpxq
„

1

2
λptq

∥∥∥sjoint
θ px, tqrxs

∥∥∥2

2
` λptq trpJsθ px, tqq ` λ

1ptqsjoint
θ px, tqrts



` Ep0pxqrλp0qs
joint
θ px, 0qrtss ´ Ep1pxqrλp1qs

joint
θ px, 1qrtss ` const.

“EpptqEptpxqEppvq
„

1

2
λptq

∥∥∥sjoint
θ px, tqrxs

∥∥∥2

2
` λptqvT∇xs

joint
θ px, tqrxsv ` λptq

B

Bt
sjoint
θ px, tqrts ` λ1ptqsjoint

θ px, tqrts



` Ep0pxqrλp0qs
joint
θ px, 0qrtss ´ Ep1pxqrλp1qs

joint
θ px, 1qrtss ` const.

(18)

We note that for the joint training objective, the optimal score model satisfies sjoint
θ˚ px, tq «

r∇x log ptpxq;
B
Bt log ptpxqs. This is because s

joint
θ˚ px, tq « ∇rx;ts log ppx, tq and

∇x log ppx, tq “ ∇x log ptpxq `∇x log pptq “ ∇x log ptpxq

B

Bt
log ppx, tq “

B

Bt
log ptpxq `

B

Bt
log pptq “

B

Bt
log ptpxq,

since pptq does not depend on x and is a uniform distribution.

B Pseudocode for Training and Inference

We provide pseudocode for training the time score model using Eq. (4).

Algorithm 1 Time Score Matching
Input: Datasets tDP ,DQu, time score model stime

θ px, tq, interpolation procedure interpolate, weighting
function λ : r0, 1s Ñ R`

1: Sample t „ Ur0, 1s
2: Sample x „ DQ, y „ DP
3: Interpolate xt Ð interpolatepx,y, tq
4: L̂pθq Ð λptq B

Bts
time
θ pxt, tq ` 2λ1ptqstime

θ pxt, tq ` λptqs
time
θ pxt, tq ` 2λp0qstime

θ px, 0q ´ 2λp1qstime
θ py, 1q

5: return L̂pθq

Next, we provide pseudocode for computing the density ratios via any black-box numerical integration method.

Algorithm 2 Density Ratio Estimation
Input: Time score model stime

θ , minibatch of samples x, start time t0 “ 1, end time t1 “ 0, initial condition y0 “ 0

1: sxθ Ð stime
θ px, ¨q

2: log rpxq Ð integrate(sxθ, pt0, t1q, y0)
3: return log rpxq

C Structured Interpolations via Stochastic Differential Equations (SDEs)

We briefly mention a special case of DRE-8’s interpolation mechanism where the analytical form of ptpxq is
tractable. One such example is a diffusion process, where the data generating process of qpxq is represented
as a Markov chain that transforms a simple distribution pT pxq ” ppxq into a target distribution p0pxq ” qpxq
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(Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al., 2021b). This sequential procedure can be described as
the solution to an Itô stochastic differential equation (SDE):

dx “ fpx, tqdt` gptqdw

where w represents Brownian motion, fp¨, tq : RD Ñ RD is the drift coefficient of xptq, and gp¨q : RÑ R is the
diffusion coefficient of xptq, where xptq „ ptpxq.

For learning settings where our data follows a known SDE, we can leverage the Fokker-Planck equation (Jordan
et al., 1998; Øksendal, 2003) to transform the data scores ∇x log ptpxq into time scores without training an
additional model. The Fokker-Planck equation describes the time-evolution of the probability density ptpxq
associated with the SDE:

B

Bt
log ptpxq “ ´∇ ¨ f ´ fT∇x log ptpxq

` g2ptq
“

||∇x log ptpxq||
2
2 ` trp∇2

x log ptpxqq
‰

(19)

where f and g are well-defined for tractable SDEs. We can train a data score network sdata
θ px, tq to approximate

∇x log ptpxq via sliced score matching (SSM) (Song et al., 2020) or denoising score matching (DSM) (Vincent,
2011; Song and Ermon, 2019b).

D Architecture and Implementation Details

We provide further details on the importance weighting scheme and the time score architecture discussed in
Section 5.1.

D.1 Variance Reduction via Polynomial Interpolation with a Loss History Buffer

In our empirical evaluations, we experimented with various approaches for learning the proper weighting function
piwptq « λptq : r0, 1s Ñ R` to reduce the variance in our training objectives. We found that estimating the
weights by maintaining a history of the B ą 0 most recent loss values (Nichol and Dhariwal, 2021) led to the
most significant performance improvements. We used this loss history approach for the energy-based modeling
experiments in MNIST, it was not necessary for our synthetic experiments.

We experimented with buffer sizes of B “ t10, 100u, and batch sizes of {64, 128, 256, 500}. For each minibatch
t „ Ur0, 1s sampled during training, we sorted the timescales in ascending order before computing the loss and
storing the corresponding values into the buffer. This made the batch size very important, as it served as a
discrete approximation to the way in the history was used to compute the weights in (Nichol and Dhariwal, 2021).
After obtaining an initial estimate of the weights as in (Nichol and Dhariwal, 2021), we fit a ridge regression model
using the stored time and weight values with the default settings for PolynomialFeatures in scikit-learn
(polynomial degree 4 and a regularization coefficient of 0.001). This regression model was then used as an
interpolation mechanism for returning the corresponding weight values for new values of t seen during training.

To avoid settings where the loss weighting would return negative values for αptq, we returned the absolute values
of the interpolated weights before applying them in our loss function. For our MNIST experiments, we found
that a buffer size of B “ 100 and a batch size of 500 worked the best for the Gaussian noise and Gaussian copula
noise models. For the RQ-NSF noise model, this interpolation mechanism did not improve performance (and thus
we used the original VPSDE weighting scheme instead).

D.2 Time Score Network Architecture

When designing the time score network architecture for more complex datasets, we found that both sinusoidal
positional embeddings (Ho et al., 2020) and Fourier embeddings (Tancik et al., 2020; Song et al., 2021b; Kingma
et al., 2021) commonly used in the literature led to training instabilities when computing B

Bts
time
θ px, tq. We

hypothesize that this is due to the periodic nature of the sine and cosine functions, causing gradient information
with respect to t to oscillate during training. Therefore, we fed the time-conditioning signal into a single
hidden-layer Multilayer Perception (MLP) with Tanh activation functions prior to combining it with the input
features. We composed this time embedding module with a convolutional U-Net architecture (Ronneberger
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et al., 2015), which gave us the biggest performance boost, for our experiments. We defer additional details to
Appendix D.1.

In both the time-wise and joint score matching objectives in Eq. (4) and Eq. (7), we must backpropagate through
the network with respect to the time-conditioning signal t. This requires care in designing the embedding
mechanism as well as the network architecture to avoid training instabilities. Below, we list additional details as
well as some empirical observations that led to good performance in practice:

1. For the time embeddings, we used a single-hidden layer MLP of the following form: Linear(1, 256) Ñ
Tanh Ñ Linear(256, 256) Ñ Tanh Ñ Linear(256, 256).

2. The Swish activation function (Ramachandran et al., 2017) and Group Normalization (Wu and He, 2018)
led to the most stable training in our score networks for the MNIST experiments. For all other synthetic
experiments, we used the ELU activation function. In general, we found that commonly used activation
functions such as ReLU and LeakyReLU hurt performance, as backpropagating through the network during
training would zero out gradients.

3. We found that architecture backbones based on ResNets (He et al., 2016) led to unstable training.

4. For our model architecture, we used a standard convolutional U-Net with channels of increasing resolution
[64, 128, 256, 512]. The details of this architecture can be found in Table 2. We note that after each
convolution, the Dense activation block is applied to the time embedding and added to the convolved input
feature. Then, the output of this operation is passed through a Group Normalization layer and the Swish
activation function.

5. As in a standard U-Net: the output of the 3rd convolutional block (combined with the time embedding, plus
normalization/activation) is concatenated with the input to tconv3, the output of the 2nd convolutional
block is concatenated with the previous output into into tconv2, etc.

6. In our convolutional U-Net score network, we incorporated the outputs of the time-conditioning MLP module
via Dense activation blocks. This block is also a single-hidden layer MLP with with Tanh activations of
the following structure: Linear(256, 32) Ñ Tanh Ñ Linear(32, 32) Ñ Tanh Ñ Linear(32, U-Net
channel), where 256 corresponds to the output size of the time-embedding module.

E Leveraging the Numerical Integrator for Density Ratio Estimation

After training a time-conditioned score network with Eq. (4), it is straightforward to see that log rpxq can be
obtained via the following formula:

log rpxq “

ż 0

1

B

Bt
log ptpxqdt «

ż 0

1

stime
θ px, tqdt.

The integration over all intermediate time scores in Eq. (6) can be computed using any existing numerical
integrator. In our experiments, we leverage a black-box ODE solver to perform the integration, though we
emphasize that using an ODE solver is not strictly necessary. The ODE solver determines the timesteps t
we should query along the trajectory as we obtain our density ratio estimates, which eliminates the need to
hand-tune T as in Eq. (2). For computing the likelihood ratios as in Eq. (6) in all our experiments, we follow
(Grathwohl et al., 2018; Song et al., 2021b) and use the RK45 ODE solver (Dormand and Prince, 1980) in
scipy.integrate.solve_ivp with atol=1e-5 and rtol=1e-5. To avoid numerical issues in practice, we set the
limits of integration to be p1, 1e´5q.
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Name Component
Encoding Block

conv1 3ˆ 3 conv, 64 filters, stride 1, bias=False
Dense Activation Block 1 input dim=256, output dim=64
Group Normalization 1 num groups=4, num channels=64

conv2 3ˆ 3 conv, 128 filters, stride 2, bias=False
Dense Activation Block 2 input dim=256, output dim=128
Group Normalization 2 num groups=32, num channels=128

conv3 3ˆ 3 conv, 256 filters, stride 2, bias=False
Dense Activation Block 3 input dim=256, output dim=256
Group Normalization 3 num groups=32, num channels=256

conv4 3ˆ 3 conv, 512 filters, stride 2, bias=False
Dense Activation Block 4 input dim=256, output dim=512
Group Normalization 4 num groups=32, num channels=512
Decoding Block

tconv4 3ˆ 3 2d convtranspose, 128 filters, stride 2, bias=False
Dense Activation Block 5 input dim=256, output dim=256
Group Normalization 5 num groups=32, num channels=256

tconv3 3ˆ 3 2d convtranspose, 128 filters, stride 2, bias=False
Dense Activation Block 6 input dim=256, output dim=128
Group Normalization 6 num groups=32, num channels=128

tconv2 3ˆ 3 2d convtranspose, 64 filters, stride 2, bias=False
Dense Activation Block 7 input dim=256, output dim=256
Group Normalization 7 num groups=32, num channels=64

tconv1 3ˆ 3 2d convtranspose, 1 filter, stride 1
Fully Connected Layer input dim=784, output dim =1

Table 2: Convolutional U-Net architecture used for the energy-based modeling experiments for MNIST.

F Additional Experimental Results

F.1 Synthetic Experiments

1-D Gaussians. As a warm-up, we evaluated whether the joint score matching objective in Section 5.2 is able
to recover the true log-ratios of two 1-dimensional Gaussian distributions. We experimented with ppxq “ N p0, 1q
and qpxq “ N p0, σ2q on two tasks of increasing difficulty, where σ2 “ 1 and σ2 “ 1e´6 respectively. We use
the arithmetic interpolation scheme of xptq “

?
1´ t2y ` t ¨ x for x „ qpxq and y „ ppxq, and use SSM to

learn the data scores. Note that because both p and q are Gaussian, the form of the intermediate densities
ptpxq “ N p0, 1´ p1´ σ2qt2q can be obtained analytically.

Because the discrepancy between p and q is extremely large in these settings, we follow (Rhodes et al., 2020) and
endow the score network with the true parametric forms of ∇x log ptpxq and B

Bt log ptpxq. This way, the score
network has to recover a single scalar parameter θ P R. Specifically, we have:

∇x log ptpxq “
´px´ θq

p1´ r1´ σ2s ¨ t2q

B

Bt
log ptpxq “

“

´pθ ´ xq2 ´ p1´ σ2q ¨ t2 ` 1
‰

¨ tp1´ σ2q

p1´ r1´ σ2s ¨ t2q2

Using this parameterization, we train the score model with the Adam optimizer with a learning rate of 0.001
for 10,000 steps using a batch size of 128. As shown in Figure 6, we find that the joint score network is able to
recover the true θ˚.

2-D Gaussians. In this setup, we remove the parameterization of the score network and directly learn the
scores from data. We use fully-connected MLPs for all methods, including: (a) NCE (a single binary classifier);
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(a) ppxq “ N p0, 1q and qpxq “ N p0, 0.01q (b) ppxq “ N p0, 1q and qpxq “ N p0, 1e´6q

Figure 6: Synthetic 1-D Gaussian example, demonstrating that the parameterized joint score network trained
with SSM is able to recover the ground truth density ratios.

(b) TRE with 4 bridge distributions (TRE(4)); (c) TRE with 9 bridge distributions (TRE(9)); (d) the Time-only
score network; and (e) the Joint score network. We use the VPSDE interpolation schedule for all methods.

For both TRE models, we found that naively using a deeper network hurt performance. Therefore, we used a
single input layer and single hidden layer both of size z_dim=256 that were first used to transform all input
features (and thus were shared across all bridges). This kind of parameter sharing was reported to be helpful
in (Rhodes et al., 2020). We then used 1 linear classification head per intermediate density. We found that
LeakyRELU activations with coefficient 0.3 worked the best.

For the time score model, we used an MLP with ELU activations with 2 hidden layers. (input dimension + 1
because we concatenate the minibatch of sampled times to the data). For the joint score network, we used an
MLP with a single input layer and a single hidden layer that output twice the number of usual output features,
then then split the output features into 2 blocks (one for the time scores, and another for the data scores). The
time score-specific head was an MLP with 2 hidden layers, and the data-score specific head was an MLP with 2
hidden layers. The baseline classifier was an MLP with 2 hidden layers, the same as the time score network.

In terms of hyperparameters, we swept through batch size={128,256}, learning rate={2e-4,5e-4,1e-3},
z_dim={128,256} and used the best model configurations for all methods.

We summarize the method-specific model architectures below:

1. NCE: Linear(2, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ
Linear(256, 1).

2. TRE: Linear(3, 256) Ñ LeakyReLU(0.3) Ñ Linear(256, 256) Ñ LeakyReLU(0.3) Ñ
[Linear(256, 1) for _ in range(num_bridges)].

3. Time: Linear(3, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ
Linear(256, 1).

4. Joint (Shared): Linear(3, 256) Ñ ELU Ñ Linear(256, 512) Ñ chunk(2) Ñ

(a) Time Module: Linear(256, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ Linear(256, 1)
(b) Data Module: Linear(256, 256) Ñ ELU Ñ Linear(256, 256) Ñ ELU Ñ Linear(256, 2)

Additionally, we incorporate results for the pathwise method on the original ppxq “ N p0, Iq and qpxq “ N p4, Iq
setup as in Figure 2, rather than the more challenging evaluation setup in the main text with qpxq “ N p5, Iq.
We omit results for the naive baseline for clarity (and its poor performance). As shown in Figure 7(d), we find
that the pathwise method outperforms all other methods as expected.
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(a) TRE(4) MSE: 1.1 (b) TRE(9) MSE: 0.63 (c) Time MSE (Ours): 0.58 (d) Joint MSE (Ours): 0.35

Figure 7: Motivating example on a synthetic 2-D Gaussian dataset, with learned density ratio estimates by
method relative to the ground truth values for (a-d). The performance of TRE improves with more intermediate
bridge distributions, while our score matching method outperforms the rest. The x-axis denotes the log-ratios.

F.2 Mutual Information (MI) Estimation

For MI estimation between two high-dimensional correlated Gaussians, we follow the setup of (Rhodes et al.,
2020) and parameterize the score network such that it only needs to learn a single dˆ d matrix (corresponding to
S below). Similar to the 1-D Gaussians experiment, we use the arithmetic interpolation scheme to sample data
points from all the intermediate densities. Concretely, we note that ppxq “ N p0, Iq and qpxq “ N p0,Σq. Due to
the way that we interpolate, the intermediate distributions are ptpxq “ N p0, I ` t2pΣ ´ Iqq “ N p0, I ` St2q,
where we let S “ pΣ´ Iq P Rdˆd for notational convenience. Then, our joint score network is trained to output:

∇x log ptpxq “ ´Mx

B

Bt
log ptpxq “ ´t ¨ trpS ¨Mq ` xJMSMx

where M “ p1` t2Sq´1.

For d “ t40, 80, 160u, we use batch sizes of 512 and use a batch size of 256 for d “ 320. We use the Adam optimizer
with learning rate 0.001 with weight decay of 0.0005 for all settings. We train for t30K, 50K, 200K, 200Ku steps
for d “ t40, 80, 160, 320u respectively. We note that we used a heuristic weighting function that led to good
performance for this experiment. Specifically, we let λptq “ p1 ´ t2q due to the way that we construct the
intermediate samples xptq.

For TRE, we used their default hyperparameter settings and architecture details and refer the reader to (Rhodes
et al., 2020) for more details on the exact experimental setup. In terms of the number of intermediate densities,
we used t2, 4, 6, 8u bridge distributions for d “ t40, 80, 160, 320u respectively.

F.3 Energy-Based Modeling with MNIST

Our experimental setup largely mirrors that of (Rhodes et al., 2020) and refer the reader to their paper for
additional details.

Data Preprocessing. To match the experimental setting as closely as possible, we first rescale the pixels to lie
in r0, 1s, apply uniform dequantizatiation, and logit-transform the dequantized pixel values. Then, we whiten the
transformed dataset by subtracting off the mean before training our flow models. For training the score network
on the data distribution qpxq, we rescale the pixel values to lie between r´1, 1s.

Fitting noise distributions. We experiment with three different interpolation schemes, which first require
training a “normalizing flow” (invertible transformation) for each setting on the MNIST (LeCun, 1998) dataset.
That is, our prior distribution p1pxq is the density captured by a pretrained flow on MNIST, and we can utilize
the flow mapping to interpolate in the latent space ppzq “ N p0, Iq. We found this latent interpolation procedure
to be critical for the success of all methods involved in this experiment.

For the copula, we use a batch size of 512 and train for 40K iterations. For both the copula and the RQ-NSF,
we use a multi-scale convolutional neural network (CNN) with 2 levels, where each level contains 8 steps. The
coupling transofrms use 64 feature maps and the spline functions use 8 bins with the interval width between
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(a) Gaussian: 2.01 bpd (b) Gaussian Copula: 1.44 bpd (c) RQ-NSF: 1.12 bpd

Figure 8: Samples from the transformed noise distributions ppxq in the energy-based modeling experiments for
MNIST: (a) Gaussian model (an affine transformation); (b) Gaussian copula parameterized by the Rational
Quadratic Spline building block; (c) the RQ-NSF flow.

(a) Gaussian: 1.33 bpd (b) Gaussian Copula: 1.21 bpd (c) RQ-NSF: 1.08 bpd

Figure 9: Samples obtained from running AIS with 100 parallel chains for 1000 steps for the energy-based modeling
experiments for MNIST: (a) Gaussian model (an affine transformation); (b) Gaussian copula parameterized by
the Rational Quadratic Spline building block; (c) the RQ-NSF flow.

[-3, 3]. We use a learning rate of 0.0001 and use a cosine annealing decay schedule. For the RQ-NSF, we use a
learning rate of 0.0005 and train for 200,000 steps with a batch size of 256. This allowed us to match the initial
Noise Distribution bpds of (Rhodes et al., 2020) with the exception of the Gaussian copula, where we were unable
to improve upon a bpd of 1.44. However, we note that our method was still able to outperform the TRE baseline
in Section 6.3. Samples from all noise distributions are shown in Figure 8.

Training the score networks. For training the score networks, we perform a hyperparameter sweep where
lr={2e-4, 5e-4, 1e-3}, batch_size={128, 256, 500}, and we use the loss history as described in Section D.1. For
the interpolation mechanism, we use the VPSDE noise schedule in latent space. For evaluating likelihoods, we
use EMA with rate=0.999. For the score network architecture, we use a convolutional U-Net (Ronneberger et al.,
2015) with a smaller MLP for the time embeddings. For the RQ-NSF setting, the powerful flow network made it
challenging for the score network to make additional improvements on the likelihoods. For this model, we did not
use the loss history, and directly reweighted the loss using the VPSDE reweighting scheme, which performed the
best out of all configurations.
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AIS and likelihood evaluation For likelihood evaluation, we computed the bpds directly from the score
network and also via AIS. We ran AIS with 100 parallel chains for 1000 steps. We used Hamiltonian Monte
Carlo (HMC) for MCMC, where we conducted the sampling in z-space and mapped the results back to x-space.
Samples obtained from running AIS are shown in Figure 9.

F.4 Exploration of DRE-8’s computational gains

We note that TRE’s ResNet architecture did not perform well for score estimation (and vice versa), so we used
smaller U-Nets (Salimans and Ho, 2021). On MNIST with the original TRE codebase, TRE with 10 bridges
(“TRE-10”) has 7.4M trainable parameters, while our time score network has 3.7M parameters. TRE-30, on the
other hand, has 19.2M parameters. However, we do need to train longer to converge – while TRE converges
in about a day, our models took roughly 2 days. We expect improvements in optimization as well as variance
reduction to accelerate training.

We explore how many time score evaluations typically occur while performing the numerical integration at test
time. As expected, the average number of function evaluations varies with the difficulty of the task. For example
on the MNIST dataset, the score network trained with the Gaussian noise model requires 266.6˘ 13.3 function
61 evaluations at an error tolerance of 1e5, 199.4˘ 5.7 evaluations for the copula noise model, and 118.4˘ 2.9
evaluations for the RQ-NSF.

In terms of wall-clock time, this helps our approach perform favorably against TRE when evaluating the log-ratios
after training. For the RQ-NSF noise model for a batch of 100 examples, TRE-10 took 1.26˘ .02s, TRE-15 took
1.42˘ .07s, TRE-30 took 2.01˘ 0.27s, and ours took 0.70˘ 0.02s at error tolerance 1e5.

G Societal Impact

Ultimately, the goal of this work is to provide more accurate density ratio estimates for a wide variety of machine
learning applications. While DRE-8 in itself does not have any direct social implications, its use in downstream
applications such as domain adaptation, anomaly detection, and propensity score matching in causal inference,
etc. may have consequences depending on their use case.


