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Abstract

Linear contextual bandit is a popular online learning problem. It has been mostly studied in centralized learning settings. With the surging demand of large-scale decentralized model learning, e.g., federated learning, how to retain regret minimization while reducing communication cost becomes an open challenge. In this paper, we study linear contextual bandit in a federated learning setting. We propose a general framework with asynchronous model update and communication for a collection of homogeneous clients and heterogeneous clients, respectively. Rigorous theoretical analysis is provided about the regret and communication cost under this distributed learning framework; and extensive empirical evaluations demonstrate the effectiveness of our solution.

1 Introduction

As a popular online learning problem, linear contextual bandit has been used for a variety of applications, including recommender systems (Li et al., 2010a), display advertisement (Li et al., 2010b) and clinical trials (Durand et al., 2018). While most existing solutions are designed under a centralized setting (i.e., data is readily available at a central server), in response to the increasing application scale and public concerns of privacy, there is a growing demand to keep data decentralized and push the learning of bandit models to the client side. Federated learning has recently emerged as a promising setting for decentralized machine learning (Konečný et al., 2016). Since its debut in 2017, there have been many variations for different applications (Yang et al., 2019). However, most existing works study offline supervised learning problems (Li et al., 2019b; Zhao et al., 2018), which only concerns optimization convergence over a fixed dataset. How to perform federated bandit learning remains underexplored, and is the main focus of this paper.

Analogous to its offline counterpart, the goal of federated bandit learning is to minimize the cumulative regret incurred by \( N \) clients during their online interactions with the environment over time horizon \( T \), while keeping each client’s raw data local. Take recommender systems as an example, where the clients correspond to the edge devices that directly interact with user by making recommendations and receiving feedbacks. Unlike centralized setting where observations from all clients are immediately transmitted to the server to learn a single model, in federated bandit learning, each client makes recommendations based on its local model, with occasional communication for collaborative model estimation.

Several new challenges arise in this problem setting. The first is the conflict between the need of timely data/model aggregation for regret minimization and the need of communication efficiency, since communication is the main bottleneck for many distributed application scenarios, e.g., communication in a network of mobile devices can be slower than local computation by several orders of magnitude (Huang et al., 2013). A well-designed communication strategy becomes vital to strike the balance. In addition, the clients often have various response time and even occasional unavailability in reality, due to the differences in their computational and communication capacities. This hampers global synchronization employed in existing federated bandit solutions (Wang et al., 2019; Dubey and Pentland, 2020), which requires the server to first send a synchronization signal to all clients, wait and collect their returned local updates, and finally send the aggregated update back to every client. Second, it is restrictive to only assume homogeneous clients,
i.e., they solve the same learning problem. Studying heterogeneous clients with distinct learning problems has a greater potential in practice. This is referred to as “non-IIDness” of data in the context of federated learning, e.g., the difference in \( P_i(x, y) = P_i(x)P_j(y|x) \) is caused by each client \( i \in [N] \) serving a particular user or group of users, a particular geographic region, or a particular time period. It is also unreasonable to assume every client has equal amount of new observations, which however is assumed in existing works.

To address the first challenge, we propose an asynchronous event-triggered communication framework for federated linear bandit. Communication with a client happens only when the last communicated update to the client becomes irrelevant to the latest one; and we prove only by then effective regret reduction can be expected in this client because of the communication. Under this asynchronous communication, each client sends local update to and receives aggregated update from the server independently from other clients, with no need for global synchronization. This improves our method’s robustness against possible delays and temporary unavailability of clients. As both upload and download are asynchronous in our case, the event-trigger and epoch-wise analysis in existing solutions (Wang et al., 2019; Dubey and Pentland, 2020) do not apply, i.e., their event-trigger is specially designed to upper bound the cumulative regret of each client since last global synchronization, which does not exist in our case. Instead, we used a novel step-wise analysis that separately bounds the delay between a client and the server, and that between the server and an imaginary centralized agent at each single time step. We rigorously prove that the proposed communication framework brings in reduced communication cost when the clients have distinct availability of new observations, because global synchronization requires every client in the learning system to send its local update despite the fact that some clients can have very few new observations since last synchronization.

To address the second challenge, we design algorithms for federated linear bandit with both “IIDness” and “non-IIDness” based on the proposed communication framework. We consider two different assumptions on the reward functions. First, all the clients share a common reward function i.e., a single model is learned for all clients. Second, each client has a distinct reward function with mutual dependence captured by globally shared components in the unknown parameter, which resembles federated multi-task learning (Smith et al., 2017). We rigorously prove the upper bounds of accumulative regret and communication cost for the proposed algorithms in these two settings, and conduct extensive empirical evaluations to demonstrate the effectiveness of our proposed framework.

## 2 Related Works

Classical linear bandit algorithms, like LinUCB (Li et al., 2010a; Abbasi-Yadkori et al., 2011) and LinTS (Agrawal and Goyal, 2013; Abeille and Lazaric, 2017) only concern a single learning agent. Multi-agent bandits mostly focus on customizing algorithms that leverage relationships among the agents for collaborative learning (Cesa-Bianchi et al., 2013; Gentile et al., 2014; Li et al., 2016; Wu et al., 2016; Wang et al., 2019; Yang et al., 2020; Li et al., 2021a,b), but the data about all agents is still on the central server.

Distributed bandit (Korda et al., 2016; Mahadik et al., 2020; Wang et al., 2019; Dubey and Pentland, 2020; Huang et al., 2021) is the most relevant to ours, where designing an efficient communication strategy is the main focus. Existing algorithms mainly differ in the relations of learning problems solved by the agents (i.e., identical vs., clustered) and the type of communication network (i.e., peer-to-peer (P2P) vs., star-shaped). Korda et al. (2016) studied two problem settings with a P2P communication network: 1) all the agents solve a common linear bandit problem, and 2) the problems are clustered. Mahadik et al. (2020) later proposed an improved algorithm on the second problem setting studied by Korda et al. (2016). However, both works only tried to reduce per-round communication, and thus the communication cost is still linear over time. Two follow-up studies considered the setting where all agents solve a common linear bandit problem with time-varying arm set and interact with the environment in a round-robin fashion (Wang et al., 2019; Dubey and Pentland, 2020). Similar to our work, they also used event-triggered communications to obtain a sub-linear communication cost over time. In particular, Wang et al. (2019) considered a star-shaped network and proposed a synchronous communication protocol for all clients to exchange their sufficient statistics via the central server. Dubey and Pentland (2020) extended this synchronous protocol to differentially private LinUCB algorithms under both star-shaped and P2P network. A recent work by Huang et al. (2021) considered a similar setting but with a fixed arm set and thus proposed a phase-based elimination algorithm.

There is also a rich literature in distributed machine learning/federated learning (McMahan et al., 2017; Li et al., 2019b). However, as mentioned earlier, due to the fundamental difference in the learning objectives, they are not suitable for our problem: their focus is to collaboratively learn a good point estimate over a fixed dataset, i.e., convergence to the minimizer with fewer
communications, while federated bandit learning requires collaborative confidence interval estimation for efficient regret reduction, which requires exploration of the unknown data. This is also reflected by the difference in the triggering event designs. For offline distributed optimization, triggering event measuring the change in the learned parameters suffices (Kia et al., 2015; Yi et al., 2018; George and Gurram, 2020), while for federated bandit learning, triggering event needs to measure change in the volume of the confidence region, i.e., uncertainty in the problem space. In addition, thanks to the existence of closed-form solution for linear problem, gradient-based optimization methods like FedAvg (McMahan et al., 2017) is unnecessary, because compared with transferring the sufficient statistics, they incur much higher communication overhead without bringing in any gain in regret minimization.

3 Methodology

In this section, we establish the asynchronous event-triggered communication framework for federated linear bandit, and propose two UCB-type algorithms under different assumptions about the clients’ reward functions, followed by our theoretical analysis of their regret and communication cost.

3.1 Problem Formulation

Consider a learning system with 1) $N$ clients responsible for taking actions and receiving reward feedback from the environment, e.g., each client being an edge device directly interacting with a user, and 2) a central server responsible for coordinating the communication between the clients for collaborative model estimation. At each time $t = 1, 2, ..., T$, a client $i_t \in [N]$ (assume $P(i_t = i) > 0, \forall i \in [N]$) interacts with the environment by choosing one of the $K$ actions, and receives the corresponding reward. When making the choice, client $i_t$ has access to a set $A_t = \{x_{t,1}, x_{t,2}, ..., x_{t,K}\}$, where $x_{t,a}$ denotes the context vector associated with the $a$-th action for client $i_t$ at time $t$. Denote the context vector of the chosen action at time $t$ as $x_t$, and the corresponding reward as $y_t$, which is assumed to be generated by an unknown linear reward mapping $y_t = f_i(x_t) + \eta_t$. As in standard linear bandit, $\eta_t$ is zero mean $\sigma$-sub-Gaussian noise conditioning on the $\sigma$-algebra generated by the previously pulled arms and the observed rewards $F_{t-1} = \sigma(\{x_1, y_1, x_2, y_2, ..., x_{t-1}, y_{t-1}, x_t\})$. Interaction between the learning system and the environment repeats itself, and the goal of the learning system is to minimize the cumulative (pseudo) regret $R_T = \sum_{t=1}^{T} r_t$, where $r_t = \max_{x \in A_t} f_i(x) - f_i(x_t)$.

Denote the set of time steps when client $i$ interacts with the environment up to time $t$ as $N_i(t) = \{1 \leq \tau \leq t : i_\tau = i\}$. Note that we do not impose any further assumption on the clients’ distribution or frequency of its interactions. This makes our setting more general than existing works (Wang et al., 2019; Dubey and Pentland, 2020), where the clients interact with the environment in a round-robin fashion, i.e., $|N_i(t)| = t/N$. In addition, in the federated learning setting, the clients cannot directly communicate with each other, but can only communicate with the central server, i.e., a star-shaped communication network. Raw data collected by each client $\{(x_t, y_t)\}_{t \in N_i(t)}$ is stored locally and will not be transferred. Instead, the clients can only collaborate by communicating the parameters of the learning algorithm, e.g., gradients, models or sufficient statistics; and the communication cost, denoted by $C_T$, is measured by the amount of parameters transferred across the system over time $T$.

We consider two different settings about the linear reward mapping function $f_i(\cdot)$ for $i = 1, ..., N$:

**Homogeneous clients.** Rewards received by all the clients are generated by a common reward mapping function:

$$f_i(x) = \theta^T x, \quad \forall i \in [N]$$  \hspace{1cm} (1)

where $\theta \in \mathbb{R}^d$ is the unknown parameter and we assume $||\theta|| \leq 1$ and $||x|| \leq 1$. Despite its simplicity, this setting is commonly adopted in existing works for federated bandits.

**Heterogeneous clients.** The unknown parameter for each client $i \in [N]$ consists of a globally shared component $\theta^{(g)} \in \mathbb{R}^{d_g}$ and a unique local component $\theta^{(l)} \in \mathbb{R}^{d_l}$:

$$f_i(x) = \begin{bmatrix} \theta^{(g)} \\ \theta^{(l)} \\ x_i \end{bmatrix}^T \begin{bmatrix} x_i^{(g)} \\ x_i^{(l)} \end{bmatrix}, \quad \forall i \in [N]$$  \hspace{1cm} (2)

where $x^{(g)} \in \mathbb{R}^{d_g}$, $x^{(l)} \in \mathbb{R}^{d_l}$ denote the global and local features in $x$, and we assume $||\theta^{(g)}||_2 \leq 1$, $||\theta^{(l)}||_2 \leq 1$, $\forall i \in [N]$ and $||x^{(g)}||_2 \leq 1$, $||x^{(l)}||_2 \leq 1$. This setting is more general and fits a larger variety of problems in practice. For example, $x^{(g)}$ could be common arm features relevant to all the clients and $x^{(l)}$ are those unique to client $i$. And our setting is flexible enough to allow different clients to have varying dimensions of their local features (i.e., $d_i \neq d_j$). Alternatively, when $x^{(g)} \equiv x^{(l)}$, this recovers the multi-task learning setting in (Evgeniou and Pontil, 2004).

We adopt the context regularity assumption from Gentile et al. (2014); Li et al. (2019a, 2021b), which imposes a variance condition on the stochastic process generating $x_{t,a}$ (for heterogeneous clients, it is imposed on global features $x_i^{(g)}$). This suggests the informativeness of each observation in expectation.
Assumption 1 (Context regularity) At each time \( t \), the context vector \( x_{t,a} \in \mathcal{A} \) for each arm \( a \in [K] \) is independently generated from a random process, such that \( \mathbb{E}_{t-1}[x_{t,a} x_{t,a}^\top] := \mathbb{E}[x_{t,a} x_{t,a}^\top | \{i_s, A_s, \eta_s\}_{s \in [t-1]}] = \Sigma_c \geq \lambda_c I, \forall t \in [T] \) where the constant \( \lambda_c > 0 \). Let also, for any fixed unit vector \( z \in \mathbb{R}^d \), the random variable \( (z^\top x_{t,a})^2 \) be conditionally sub-Gaussian with variance parameter \( v^2 \leq \lambda_c^2/(8 \log 4K) \).

3.2 Asynchronous Communication

To balance the two conflicting objectives, i.e., cumulative regret \( R_T \) and communication cost \( C_T \), we introduce an asynchronous event-triggered communication framework as illustrated in Figure 1(b). For simplicity, all discussions in this section assume homogeneous clients (Eq (1)), and we show in Section 3.4 that the result extends to heterogeneous clients (Eq (2)) as well with minor modifications. Also note that in this paper we use LinUCB (Abbasi-Yadkori et al., 2011) with our communication framework as a running example, but our results readily hold for other popular algorithms like LinTS (Abeille and Lazaric, 2017) and LinPHE (Kveton et al., 2019) \(^1\).

We begin our discussion with an important observation about the instantaneous regret of linear bandit algorithms. Denote the sufficient statistics (for \( \theta \)) collected from all clients by time \( t \) as \( V_t = \sum_{t=1}^t x_t x_t^\top \) and \( b_t = \sum_{t=1}^t x_t y_t \). In a centralized setting, at each time step \( t \in [T], \{V_{t-1}, b_{t-1}\} \) are readily available to make an informed choice of arm \( x_t \in \mathcal{A}_t \). It is known that the instantaneous regret \( r_t \) incurred by the mentioned linear bandit algorithms is directly related to the width of the confidence ellipsoid in the direction of \( x_t \). Specifically, from Theorem 3 in (Abbasi-Yadkori et al., 2011), with probability at least \( 1 - \delta \), the instantaneous regret \( r_t \) incurred by LinUCB can be upper bounded by \( r_t \leq 2\alpha_{t-1} \sqrt{x_t^\top V_{t-1}^{-1} x_t} \), where \( \alpha_{t-1} = O \left( \sqrt{d \log \frac{T}{\delta}} \right) \). However, as data is decentralized in our problem, \( \{V_{t-1}, b_{t-1}\} \) are not readily available to client \( i_t \). Instead, the client only has a delayed copy, denoted by \( \{V_{i_t, t-1}, b_{i_t, t-1}\} \), which contains its own interactions with the environment on top of the last communication with the server. Therefore, now the instantaneous regret \( r_t \leq 2\alpha_{i_t, t-1} \sqrt{x_{i_t}^\top V_{i_t, t-1}^{-1} x_{i_t}} = 2\alpha_{i_t, t-1} \sqrt{x_{i_t}^\top V_{i_t, t-1}^{-1} x_{i_t}} \Gamma_{t-1}^{-1/2} \), where \( \Gamma_{t-1} = \mathbb{E}[x_{i_t}^\top V_{i_t, t-1}^{-1} x_{i_t}] \) measures how much wider the confidence ellipsoid at client \( i_t \)’s estimation in the direction of \( x_{i_t} \) is, compared with that under a centralized setting. The value of \( \Gamma_{t-1} \) depends on how frequent local updates are aggregated and shared. Also note that \( \Gamma_{t-1} \geq 1 \), as \( V_{t-1} \geq V_{i_t, t-1}, \forall t \), which suggests the regret in the decentralized setting is at best the same as that in the centralized setting. Equality is attained when all the clients are synchronized in every time step.

Based on this observation, we can balance regret and communication cost by controlling the value of \( \Gamma_{t-1} \). However, in the decentralized setting, neither the server nor the clients has direct access to \( \{V_{t-1}, b_{t-1}\} \), and the closest thing one can get is the aggregated sufficient statistics managed by the server, which we denote as \( \{V_{g,t-1}, b_{g,t-1}\} \). Hence, we take an indirect approach by first ensuring \( \{V_{g,t-1}, b_{g,t-1}\} \) do not deviate too much from \( \{V_{t-1}, b_{t-1}\} \), and then \( \{V_{i,t-1}, b_{i,t-1}\} \) do not deviate too much from \( \{V_{g,t-1}, b_{g,t-1}\} \) for each

\(^1\)Their results also depend on \( \sum_{t=1}^T \|x_t\|_{i_t, t-1}^{-1} \) (Section 4 of Abeille and Lazaric (2017) and Theorem 1 of Kveton et al. (2019)), so a similar procedure can be applied.
client \(i \in [N]\). The former leads to the ‘upload’ event, i.e., each client decides whether to upload independently, and the latter leads to the ‘download’ event, i.e., the server decides whether to send its latest statistics to each client independently as well.

In the proposed communication framework shown in Figure 1(b), each client \(i \in [N]\) stores a local copy of its sufficient statistics \(\{V_{t,i-1}, b_{t,i-1}\}\), and also an ‘upload’ buffer \(\{\Delta V_{t,i-1}, \Delta b_{t,i-1}\}\), i.e., local updates that have not been sent to the server. At each time step \(t\), client \(i_t \in [N]\) interacts with the environment, and updates \(V_{t,i} = V_{t-1,i} + x_i x_i^\top, b_{t,i} = b_{t-1,i} + x_i y_i, \Delta V_{t,i} = \Delta V_{t-1,i} + x_i x_i^\top, \Delta b_{t,i} = \Delta b_{t-1,i} + x_i y_i\) with the new observation \((x_i, y_i)\). Then it executes Algorithm 1, by first checking the following condition (line 2):

‘Upload’ event: Client \(i_t\) sends \(\{\Delta V_{t,i}, \Delta b_{t,i}\}\) to the server if event:

\[
\mathcal{U}(\gamma_U) = \left\{ \frac{\det(V_{t,i})}{\det(V_{t,i} - \Delta V_{t,i})} > \gamma_U \right\}
\]

happens, and then sets \(\Delta V_{t,i} = 0, \Delta b_{t,i} = 0\). Otherwise, \(\{\Delta V_{t,i}, \Delta b_{t,i}\}\) remain unchanged.

The server stores the aggregated sufficient statistics \(\{V_{t,i-1}, b_{t,i-1}\}\) over the local updates received from the clients, and also maintains ‘download’ buffers \(\{\Delta V_{t,j-1}, \Delta b_{t,j-1}\}\) for each client \(j \in [N]\), i.e., the aggregated updates that have not been sent to client \(j\). Specifically, after the server receives \(\{\Delta V_{t,i}, \Delta b_{t,i}\}\) via the ‘upload’ from client \(i_t\), it updates \(V_{t,j} = V_{t-1,j} + \Delta V_{t,i}, b_{t,j} = b_{t-1,j} + \Delta b_{t,i}, \Delta V_{t,j} = \Delta V_{t-1,j} + \Delta V_{t,i}, \Delta b_{t,j} = \Delta b_{t-1,j} + \Delta b_{t,i}\) for all clients \(j \neq i_t\). Then it checks the following condition for each client \(j \neq i_t\) (line 7):

‘Download’ event: The server sends \(\{\Delta V_{j,t}, \Delta b_{j,t}\}\) to client \(j\) if event:

\[
\mathcal{D}_{i,j}(\gamma_D) = \left\{ \frac{\det(V_{t,j})}{\det(V_{t,j} - \Delta V_{t,j})} > \gamma_D \right\}
\]

happens, and then sets \(\Delta V_{j,t} = 0, \Delta b_{j,t} = 0\). Otherwise, \(\{\Delta V_{j,t}, \Delta b_{j,t}\}\) remain unchanged.

After client \(j\) receives \(\{\Delta V_{j,t}, \Delta b_{j,t}\}\) via the ‘download’ communication, it updates \(V_{j,t} = V_{j,t-1} + \Delta V_{j,t}, b_{j,t} = b_{j,t-1} + \Delta b_{j,t}\).

The following lemma specifies an upper bound of \(\Gamma_{t-1}\) by executing Algorithm 1, which depends on the thresholds \(\{\gamma_U, \gamma_D\}\) and the number of clients \(N\).

**Lemma 3.1** Denote the total number of observations that have been used to update \(\{V_{t,i}, b_{t,i}\}\) as \(\tau_i\). With Assumption 1, the ‘upload’ and ‘download’ events defined in Eq (3) and Eq (4), when \(\tau_i \geq \tau_{\min} := \left[ \frac{64}{\lambda^2} \log(2N \sqrt{\delta}) \right] \), with probability at least \(1 - \delta\), \(\Gamma_{t-1} \leq \frac{\delta^2}{\lambda^2}[1 + (N - 1)(\gamma_U - 1)], \forall t\).

**Proof of Lemma 3.1** is given in Appendix B. The main idea is to use \(\det(V_{t,i-1})\) as an intermediate between \(\det(V_{t,j-1})\) and \(\det(V_{t-1})\), which are separately controlled by the ‘download’ and ‘upload’ events. When setting \(\gamma_D = \gamma_U = 1, \Gamma_{i,t-1} = 1, \forall t \in [T]\), which means global synchronization happens at each time step, it recovers the regret incurred in the centralized setting.

**Synchronous vs. asynchronous communication:** As shown in Figure 1(a), in the synchronous protocol (Appendix G in (Wang et al., 2019)), when a synchronization round is triggered by a client \(i_t\), the server asks all the clients to upload their local updates (illustrated as solid lines), aggregates them, and then sends the aggregated update back (illustrated as dashed lines). This ‘two-way’ communication is vulnerable to delays or unavailability of clients, which are common in a distributed setting. In comparison, our asynchronous communication, as shown in Figure 1(b), is more robust because the server only concerns the clients whose ‘download’ condition has been met, which does not need other clients’ acknowledgement.

In addition, when the clients have distinct availability of new observations, which is usually the case for most applications, synchronizing all \(N\) clients leads to inefficient communication as some clients may have very few new observations since last synchronization. We will show later that this unfortunately leads to an increased rate in \(N\) in the upper bound of \(C_T\), compared with our asynchronous communication.

**Multiple clients per time:** Note that essentially both Algorithm 1 and the synchronous protocol assumed only one active client per time, i.e., the communication protocol is executed after the current client receives a new observation and completed before the next client shows up. This setup simplifies the description and makes the theoretical results compatible with standard linear bandit. Otherwise, additional assumptions to quantify the extent of delay in communication
are needed for regret analysis. In reality, each client is an independent process interacting with its environment, e.g., serving its user population, so that there could be many active clients at the same time. In the proposed asynchronous protocol, when a client triggers the upload event, it will immediately send the data in its buffer to the server; the server, upon receiving the uploaded data from any client, will immediately aggregate this data and check the download events to see which client needs a download. Thus, different from the synchronous protocol where the server ensures all clients have the same model after each download, we allow both server and clients to update their model at any time with no need of any global synchronization.

### 3.3 Learning with Homogeneous Clients

Based on the asynchronous event-triggered communication, we design the Asynchronous LinUCB Algorithm (Async-LinUCB) for homogeneous clients. Detailed steps are explained in Algorithm 2.

**Arm selection**: To balance between exploration and exploitation during interactions with the environment at each time step \( t = 1, \ldots, T \), client \( i_t \) selects an arm \( x_t \in A_t \) using the UCB strategy based on its local copy of sufficient statistics \( \{V_{i_t, t-1}, b_{i_t, t-1}\} \). Specifically, client \( i_t \) pulls arm \( x_t \) that maximizes the UCB score computed as follows (line 8),

\[
x_t = \arg \max_{x \in A_t} x^\top \hat{\theta}_{i_t, t-1}(\lambda) + CB_{i_t, t-1}(x) \tag{5}
\]

where \( \hat{\theta}_{i_t, t-1}(\lambda) = V_{i_t, t-1}(\lambda)^{-1}b_{i_t, t-1} \) is the ridge regression estimator with regularization parameter \( \lambda \); \( V_{i_t, t-1}(\lambda) = V_{i_t, t-1} + \lambda I \); and the confidence bound of reward estimation for arm \( x \) is \( CB_{i_t, t-1}(x) = \alpha_{i_t, t-1}||x||V_{i_t, t-1}(\lambda)^{-1} \), where \( \alpha_{i_t, t-1} = \sigma \sqrt{\log \det V_{i_t, t-1}(\lambda) / \det V_{x, t-1}} + 2 \log 1/\delta + \sqrt{\lambda} \). After client \( i_t \) observes reward \( y_t \) and updates locally (line 9), it proceeds with the asynchronous event-triggered communication (line 10), and sends updates accordingly.

The upper bounds of cumulative regret \( R_T \) and communication cost \( C_T \) incurred by Async-LinUCB are given in Theorem 3.2 (complete proof is provided in Appendix C). Note that as discussed in Section 3.2, clients collaborate by transferring updates of the sufficient statistics, i.e., \( \{\Delta V \in \mathbb{R}^{d \times d}, \Delta b \in \mathbb{R}^d\} \). Since our target is not to reduce the size of these parameters, we define the communication cost \( C_T \) as the number of times \( \{\Delta V, \Delta b\} \) being transferred between agents.

**Theorem 3.2 (Regret and Communication)**

With Assumption 1, and the communication thresholds \( \gamma_U, \gamma_D \), then the cumulative regret \( R_T \)

\[
R_T = O\left(d\sqrt{T\log T} / \delta \min(\sqrt{N}, \sqrt{\gamma_D[1 +(N-1)(\gamma_U - 1)]})\right)
\]

with probability at least \( 1 - \delta \), and the communication cost

\[
C_T = O(dN\log T / \min(\gamma_U, \gamma_D)).
\]

The thresholds \( \gamma_U, \gamma_D \) can be flexibly adjusted to trade-off between \( R_T \) and \( C_T \), e.g., interpolate between the two extreme cases: clients never communicate \( R_T = O(N^{1/2}d\sqrt{T\log T}) \); and clients are synchronized in every time step \( R_T = O(d\sqrt{T\log T}) \). In practice, depending on whether the application at hand is performance-critical or communication-critical, one can first specify the scaling factor for the regret bound or the communication bound and solve for valid values of \( \gamma_U, \gamma_D \). Details about threshold selection and the corresponding theoretical results are provided in Appendix E. For simplicity, we fix \( \gamma_U = \gamma_D = \gamma \) in the following discussions, but one can choose different values to have a finer control especially for applications where the cost of upload and download communication differs.

Based on Theorem 3.2, to attain \( R_T = O(N^{1/2}d\sqrt{T\log T}) \), Async-LinUCB needs \( C_T = O(N^{3/2}d\log T) \) (by setting \( \gamma = \exp(N^{-\frac{1}{2}}) \)). To attain the same \( R_T \), the corresponding \( C_T \) of Sync-LinUCB \(^3\) is smaller than ours by a factor of \( O(N^{1/4}) \) only under uniform client distribution \( \{P(i_t = i) = \frac{1}{N}, \forall i, t\} \), while under non-uniform client distribution, which is almost always the case in practice, it is higher than ours by a factor of \( O(N^{1/4}) \). The description and theoretical analysis of Sync-LinUCB under uniform and non-uniform client distribution are given in Appendix D.

\(^2\)\( O(\cdot) \) omits the logarithmic regret term incurred during the initial \( \tau_{\min} \) time steps on each client

\(^3\)Sync-LinUCB refers to DisLinUCB algorithm in Appendix G of (Wang et al., 2019) adapted to our setting.
3.4 Learning with Heterogeneous Clients

In this section, we study the setting of heterogeneous clients as defined in Eq (2). As the clients only share \( \theta^{(g)} \), we need to learn the global component \( \theta^{(g)} \) collaboratively by all clients, while learning the unique local component \( \theta^{(i)} \) individually for each client \( i \). We adopt an Alternating Minimization (AM) method to separately update the two components, and use the asynchronous communication in Algorithm 1 to ensure communication-efficient learning of \( \theta^{(g)} \). The resulting algorithm is named Asynchronous LinUCB with Alternating Minimization (Async-LinUCB-AM), and its detailed steps are given in Algorithm 3.

Algorithm 3 Asyn-LinUCB-AM

1: **Input:** thresholds \( \gamma_u, \gamma_d \geq 1, \sigma, \delta > 0, \delta \in (0, 1) \)
2: Initialize server: \( V_0 = 0, b_0 = 0 \)
3: for \( t = 1, 2, \ldots, T \) do
4: Observe arm set \( A_t \) for client \( i_t \in [N] \)
5: if Client \( i_t \) is new then
6: Initialize client \( i_t \): \( V_{i_t, t-1} = 0, b_{i_t, t-1} = 0, V_{i_t, t} = 0, b_{i_t, t} = 0 \)
7: Initialize server’s download buffer for client \( i_t \):
8: Pull arm \( x_t \in A_t \) by Eq (8) and observe \( y_t \)
9: Run AM by Eq (7) to estimate partial rewards:
10: Update client \( i_t \): \( V_{i_t, t} = V_{i_t, t-1} + x_t(\tau_t)^T \hat{\theta}_{i_t, t} \), \( b_{i_t, t} = b_{i_t, t-1} + y_t - \theta_t x_t^T \hat{\theta}_{i_t, t} \)
11: Event-triggered Communications (Algorithm 1)

**Alternating Minimization:** In a centralized learning setting, applying AM to iteratively update the estimation of the local component and global component is straightforward:

\[
\dot{\hat{\theta}}_{i_t} = \text{proj}_{\dot{B}_{i_t}}^{d_{i_t}}(V_{i_t, t-1}^{-1} b_{i_t, t}), \forall i \in [N] \\
\dot{\theta}_t = \text{proj}_{\dot{B}_g}^{d_g}(V_t^{-1} b_t)
\]

(6)

where \( (\cdot)^{-1} \) denotes generalized matrix inverse, and \( \text{proj}_{\dot{B}}^{d}(\cdot) \) denotes the Euclidean projection onto unit \( \ell_2 \) ball. In addition, \( V_{i_t, t} = \sum_{\tau \in N_{i_t}(t)} x_{i_t, t}^T x_{i_t, t} \), \( \hat{\theta}_{i_t, t} = \sum_{\tau \in N_{i_t}(t)} x_{i_t, t}^T y_{i_t, t} - \theta_t x_{i_t, t}^T \hat{\theta}_{i_t, t} \), \( V_t = \sum_{\tau = 1}^t x_{i_t, t}^T x_{i_t, t} \), and \( b_t = \sum_{\tau = 1}^t y_{\tau}^T (y_{\tau} - \theta_t x_{\tau}^T \hat{\theta}_{i_t, t}) \).

However, iteratively executing Eq (6) is impractical under federated setting: first, \( \{V_t, b_t\} \) are distributed across the clients; second, iteratively updating \( b_t \) and \( b_{i_t} \) requires storage of raw history data. This incurs space and communication complexities that are linear in time \( T \). Instead, we modify Eq (6) to get the following update rule. At time \( t \), after client \( i_t \) obtains a new data point \( (x_t, y_t) \) from the environment, it alternates between the following two steps (line 9):

\[
\theta_t^{(g)} = \text{proj}_{\dot{B}_g^{d_g}}^{d_g}(V_{i_t, t-1} + x_{i_t, t}^T x_{i_t, t}^T - b_{i_t, t-1} + y_t y_t^T) \\
\theta_{i_t}^{(g)} = \text{proj}_{\dot{B}_{i_t}^{d_{i_t}}(1)}^{d_{i_t}}(V_{i_t, t-1} + x_{i_t, t}^T x_{i_t, t}^T - b_{i_t, t-1} + y_t y_t^T)
\]

(7)

where \( \hat{\theta}_{i_t}^{(g)} = y_t - x_{i_t, t}^T \hat{\theta}_{i_t}^{(g)} \) and \( \hat{y}_{i_t}^{(g)} = y_t - x_t^T \hat{\theta}_{i_t}^{(g)} \). The estimated ‘partial’ rewards for \( \theta_t^{(g)} \) and \( \theta_{i_t}^{(g)} \), and \( \{V_{i_t, t-1}, b_{i_t, t-1}\} \) denote client \( i_t \)'s local copy of the sufficient statistics for \( \theta_t \). Then \( \hat{\theta}_{i_t}^{(g)} \) and \( \hat{y}_{i_t}^{(g)} \) are used to locally update the sufficient statistics of client \( i_t \) (line 10 in Algorithm 3). Compared with Eq (6) that iteratively updates the estimated ‘partial’ rewards on all historic data from different clients, Eq (7) only updates that on \( (x_t, y_t) \) while keeping the rest fixed. This incurs constant space complexity and no communication cost. Though this comes at a price of slower convergence on the estimators, we later prove that this will not sacrifice the cumulative regret too much.

Since the local component is unique to each client, only \( \{V_{i_t, t-1}, b_{i_t, t-1}\} \) for estimating the global component need to be shared among clients. Our asynchronous communication protocol can be directly applied here (line 11) to ensure communication efficiency.

**Arm selection:** Client \( i_t \) selects arm \( x_t \in A_t \) via the UCB strategy (line 8 in Algorithm 3). Confidence ellipsoids for the estimations obtained by Eq (7) are given in Lemma 3.3. Now the UCB score consists of two terms corresponding to the global and local component estimations, respectively:

\[
x_t = \arg\max_{x \in A_t} \text{UCB}_{i_t, t-1}^{(g)}(x) + \text{UCB}_{i_t, t-1}^{(l)}(x)
\]

(8)

where \( \text{UCB}_{i_t, t-1}^{(g)}(x) = x^T \hat{\theta}_{i_t, t-1}^{(g)}(\lambda) + \alpha_{i_t, t-1}^{(g)} |x|^2 |V_{i_t, t-1}(\lambda)|^{-1} \) and \( \text{UCB}_{i_t, t-1}^{(l)}(x) = x^T \hat{\theta}_{i_t, t-1}^{(l)}(\lambda) + \alpha_{i_t, t-1}^{(l)} |x|^2 |V_{i_t, t-1}(\lambda)|^{-1} \) are the ridge regression estimator for the global component with the regularization parameter \( \lambda \). \( \hat{\theta}_{i_t, t-1}^{(l)}(\lambda) = V_{i_t, t-1}(\lambda)^{-1} b_{i_t, t-1} \) is the ridge regression estimator for the local component with the regularization parameter \( \lambda \). \( \alpha_{i_t, t-1}^{(g)} \) and \( \alpha_{i_t, t-1}^{(l)} \) are given in Lemma 3.3.

**Lemma 3.3 (Confidence ellipsoids)** With probability at least \( 1 - \delta \),

\[
|\hat{\theta}_{i_t}^{(g)}(\lambda) - \theta_t^{(g)}| \leq \alpha_{i_t, t}^{(g)}, \text{ where } \alpha_{i_t, t}^{(g)} = (\sigma + 2) \sqrt{\log \frac{\det V_{i_t, t}(\lambda)}{\det A_t}} + 2 \log 1/\delta + \sqrt{\lambda}
\]

With
probability at least $1 - \delta$, $||\tilde{\theta}_t^{(i)}(\lambda) - \theta^{(i)}||_{V_t^{(i)}(\lambda)} \leq \alpha_{i,t}$, where $\alpha_{i,t} = (\sigma + 2)\sqrt{\log \det \frac{V_t^{(i)}(\lambda)}{\det \lambda}} + 2 \log 1/\delta + \sqrt{\lambda}$.

Proof sketch of Lemma 3.3 The complete proof is given in Appendix F. Here we only discuss the proof idea of the confidence ellipsoid for $\theta^{(i)}$, as that of $\theta^{(i)}$ can be readily obtained following the same procedure. First, denote the set of time steps corresponding to the observations used to compute $\{V_{i,t}, b_{i,t}\}$ as $N_{i}^{(g)}(t)$. By substituting $y_t = x_{t}^{(i)^{T}}\theta^{(i)} + \eta_{t}$ into $\tilde{\theta}_{i,t}^{(g)}(\lambda) = V_{i,t}(\lambda)^{-1}b_{i,t}$, we get $\tilde{\theta}_{i,t}^{(g)}(\lambda) = V_{i,t}(\lambda)^{-1}(V_{i,t}\theta^{(i)} + \epsilon_{t}^{(i)} + \epsilon_{t}^{(g)})$, where $\epsilon_{t}^{(i)} = \epsilon_{t}^{(i)} + \epsilon_{t}^{(g)}$, and $\epsilon_{t}^{(i)} = x_{t}^{(i)^{T}}(\theta^{(i)} - \hat{\theta}_{i,t}^{(i)}(\lambda))$. Therefore, we have: $||\tilde{\theta}_{i,t}^{(g)}(\lambda) - \theta^{(i)}||_{V_{i,t}(\lambda)} \leq \sqrt{\lambda ||\epsilon_{t}^{(i)}||^{2}} + \sqrt{\lambda ||\epsilon_{t}^{(g)}||^{2}}$. Based on Theorem 1 of Abbasi-Yadkori et al. (2011), $||\epsilon_{t}^{(g)}||_{V_{i,t}(\lambda)} \leq \sigma\sqrt{2\ln \frac{\det(V_{i,t}(\lambda))^{1/2}}{\det(A_{i,t})^{1/2}}}$, with probability at least $1 - \delta$. Note that compared with the confidence ellipsoid in standard LinUCB, we have an additional term $||\epsilon_{t}^{(i)}||_{V_{i,t}(\lambda)}$ that depends on the estimation error of ‘partial’ rewards, due to the AM steps in Eq (7). However, with the projection step in Eq (7) and careful initialization, we can show that $\epsilon_{t}^{(i)}$ is zero mean 2-sub-Gaussian conditioning on $\mathcal{F}_{T - 1}$, for $\tau \in N_{i}^{(g)}(t)$. Then using the self-normalized bound in Abbasi-Yadkori et al. (2011), we have $||\epsilon_{t}^{(i)}||_{V_{i,t}(\lambda)} \leq 2\sqrt{2\ln \frac{\det(V_{i,t}(\lambda))^{1/2}}{\det(A_{i,t})^{1/2}}}$. Hence, the errors caused by AM steps in Eq (7) only contribute a constant factor compared with the standard result. Combining everything together finishes the proof.

With Lemma 3.3, we can prove Theorem 3.4 below using similar arguments as Theorem 3.2 (proof is given in Appendix G).

**Theorem 3.4 (Regret and Communication)**

With Assumption 1, and the communication thresholds $\gamma_{U}, \gamma_{D}$, then the accumulative regret

$$R_T = \tilde{O}(d_{g}\sqrt{T} \log \frac{T}{\delta} \min(\sqrt{N}, \sqrt{\gamma_{D}}[1 + (N - 1)(\gamma_{U} - 1)])$$

$$+ \sum_{t=1}^{N} d_{i}\sqrt{||N_{i}(T)|| \log ||N_{i}(T)||}$$

with probability at least $1 - (N + 1)\delta$, and the communication cost

$$C_T = O(d_{g}N \log T/\log \min(\gamma_{U}, \gamma_{D}))$$.

Note that this regret upper bound consists of two terms: the first term corresponds to the global components $\theta^{(i)}$, which enjoys the benefit from communication; and the second term corresponds to the unique local components $\theta^{(i)}(\tau)$ of each client, which matches the regret for running $N$ LinUCB independently for each $\theta^{(i)}$ for $i \in [N]$. Intuitively, when the problems solved by different clients become more similar, the first term dominates as $d_{g}$ becomes larger compared with $d_{i}$.

### 4 Experiments

We performed extensive empirical evaluations of Async-LinUCB and Async-LinUCB-AM (we set $\gamma_{U} = \gamma_{D} = \gamma$ in all experiments for simplicity) on both synthetic and real-world datasets, i.e., LastFM, Delicious and MovieLens (Cantador et al., 2011; Harper and Konstan, 2015), and included Sync-LinUCB (Wang et al., 2019) as baseline. Due to the space limit, here we only discuss the experiment setup and results on synthetic dataset. More discussions about the experiment results and analysis obtained on real-world datasets are presented in Appendix H.

**Synthetic dataset.** We simulated the setting in Section 3.1, with $T = 30000$, $N = 1000$, and $A_i (K = 25)$ uniformly sampled from a $\ell_2$ ball. (1) Homogeneous clients: To compare how the algorithms balance $R_T$ and $C_T$ under uniform and non-uniform client distributions, we fixed $d = 25$, and run Async-LinUCB and Sync-LinUCB with various threshold values (logarithmically spaced between $10^{-2}$ and $10^{3}$). The results (averaged over 10 runs) are shown in Figure 2. Note that each dot illustrates the $C_T$ (x-axis) and $R_T$ (y-axis) that an algorithm (Async-LinUCB or Sync-LinUCB) with certain threshold value (labeled next to the dot) has accumulated over time horizon $T$. We can see both algorithms show a smooth trade-off in $R_T$ and $C_T$ as projected by our analysis, and they significantly reduce $C_T$ while attaining low $R_T$. In Figure 2(a), where the client at each time step is uniformly sampled from $[N]$, Sync-LinUCB has lower $C_T$ than Async-LinUCB under the same $R_T$, and in Figure 2(b), where the client at each time step is sampled from an arbitrary non-uniform distribution, Async-LinUCB has lower $C_T$ than Sync-LinUCB under the same $R_T$, which conforms with our theoretical comparison in Section 3.3.

(2) Heterogeneous clients: To test how the portion of global components affects Async-LinUCB-AM, we set $d_{i} = d_{i}, \forall i \in [N]$, fixed $d_{g} + d_{i} = 25, \forall i \in [N]$, and then ran Async-LinUCB-AM (with $\gamma = 5$) under varying $d_{g} \in \{4, 8, 12, 16, 20, 24\}$. The result (averaged over 10 runs) is shown in Figure 3. By increasing $d_{g}/(d_{g} + d_{i})$, we observe a clear trend that $R_T$ keeps decreasing while $C_T$ keeps increasing, which validates our analysis in Section 3.4: $R_T$ decreases because the
first term in the bound dominates and thus the benefit from communication among $N$ clients becomes obvious, and $C_T = O(d_g N \log T)$ increases due to its dependence on $d_g$.

5 Conclusion

In this paper, we propose an asynchronous event-triggered communication framework for federated linear bandit problem, which offers a flexible way to balance regret and communication cost. Based on this communication framework, two UCB-type algorithms are proposed for homogeneous clients and the more challenging heterogeneous clients, respectively. From a theoretical aspect, we prove rigorously that our algorithm strikes a better tradeoff between regret and communication cost than existing works in the general case when the distribution over clients is non-uniform.

From a practical aspect, ours is the first asynchronous method for federated linear bandit. It is more robust against lagging communications, which are often inevitable in reality, and handles heterogeneity in different clients’ learning tasks. Hence, it has greater potential in large-scale decentralized applications.

Compared with the synchronous method, we make an additional context regularity assumption. This is because we allow each client to decide on its own whether to upload, based on how much its local data, i.e., $V_{j,t-1}$, has deviated from its last communicated data with the server, i.e., $V_{j,t-1} - \Delta V_{j,t-1}$, while being unaware of other clients’ new data. In the worst case, this information gap leads to an regret bound that has exponential dependence on $N$. Assumption 1 is a sufficient condition to circumvent this, but may not be a necessary condition. Finding a sufficient and necessary condition to relax Assumption 1 will be an important future direction of this work. Moreover, the optimal trade-off between regret and communication cost is still unknown for this problem, e.g., lower bound on communication cost for a certain rate of regret, analogous to the communication lower bound for offline distributed optimization by Arjevani and Shamir (2015).

Another interesting direction is a differential-private version of the proposed asynchronous algorithms, e.g., trading off regret and communication cost under given privacy budget.
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A Notations and Technical Lemmas

Let $V \in \mathbb{R}^{d \times d}$ be a positive semi-definite matrix. We denote the norm of vector $x \in \mathbb{R}^d$ induced by $V$ as $\|x\|_V = \sqrt{x^T V x}$. And we denote the operator norm of $V$ as $\|V\|_\infty = \max_{x \neq 0} \frac{\|V x\|_\infty}{\|x\|_\infty}$, where $\| \cdot \|_p$ denotes the $\ell_p$ norm.

Given $y \in \mathbb{R}^d$, the Euclidean projection of $y$ onto a (non-empty and compact) set $\Theta \subseteq \mathbb{R}^d$ is denoted as $\text{proj}_\Theta(y) = \arg\min_{x \in \Theta} \|x - y\|_2$.

In particular, when $\Theta = \{x : \|x\|_2 \leq S\}$, i.e., an $\ell_2$ ball with radius $S$, $\text{proj}_{\{x : \|x\|_2 \leq S\}}(y) = \max\{\frac{y}{\max\{\|y\|_2/S, 1\}}\}$.

**Lemma A.1** (Lemma 12 of Abbasi-Yadkori et al. (2011)) Let $A$, $B$ and $C$ be positive semi-definite matrices such that $A = B + C$. Then, we have that:

$$\sup_{x \neq 0} \frac{x^T A x}{x^T B x} \leq \frac{\det(A)}{\det(B)}$$

**Lemma A.2** Let $A$ be symmetric positive-definite matrix, and $B, C$ be symmetric positive semi-definite matrices, we have

$$\frac{\det(A + B + C)}{\det(A + C)} \leq \frac{\det(A + B)}{\det(A)}$$

**Lemma A.3** (Theorem 1 of Abbasi-Yadkori et al. (2011)) Let $\{F_t\}_{t=0}^\infty$ be a filtration. Let $\{\eta_t\}_{t=1}^\infty$ be a real-valued stochastic process such that $\eta_t$ is $F_t$-measurable, and $\eta_t$ is conditionally zero mean $R$-sub-Gaussian for some $R \geq 0$. Let $\{X_t\}_{t=1}^\infty$ be a $\mathbb{R}^d$-valued stochastic process such that $X_t$ is $F_{t-1}$-measurable. Assume that $V$ is a $d \times d$ positive definite matrix. For any $t > 0$, define

$$V_t = V + \sum_{\tau=1}^t X_\tau X_\tau^T, \quad S_t = \sum_{\tau=1}^t \eta_\tau X_\tau$$

Then for any $\delta > 0$, with probability at least $1 - \delta$,

$$\|S_t\|_{V_t^{-1}} \leq R \sqrt{2 \log \frac{\det(V_t)^{1/2}}{\det(V)^{1/2}} + 2}, \quad \forall t \geq 0$$

**Lemma A.4** (Bounded random variable) Let $X$ be a real random variable such that $X \in [a, b]$ almost surely. Then

$$\mathbb{E}[\exp(sX)] \leq \exp\left(\frac{s^2(b - a)^2}{8}\right)$$

for any $s \in \mathbb{R}$, or equivalently, $X$ is $\frac{b-a}{2}$-sub-Gaussian.

**Lemma A.5** For a symmetric positive definite matrix $A \in \mathbb{R}^{d \times d}$ and any vector $x \in \mathbb{R}^d$, we have the following inequality

$$x^T x \leq x^T A x \cdot x^T A^{-1} x \leq \frac{\|x\|_A^4 \lambda_{\max}(A)}{\lambda_{\min}(A)}$$
Lemma A.6 (Matrix Freedman’s inequality (Tropp et al., 2011)) Consider a matrix martingale \( \{Y_s\}_{s=1,2,...} \) whose values are matrices with dimension \( d_1 \times d_2 \), and let \( \{Z_s\}_{s=1,2,...} \) be the corresponding martingale difference sequence. Assume that the difference sequence is almost surely uniformly bounded, i.e., \( \|Z_s\|_{op} \leq R \), for \( s = 1, 2, \ldots \).

Define two predictable quadratic variation processes of the martingale:

\[
W_{col,t} := \sum_{s=1}^{t} E_{s-1}[Z_s Z_s^\top] \quad \text{and} \quad W_{row,t} := \sum_{s=1}^{t} E_{s-1}[Z_s^\top Z_s] \quad \text{for} \ t = 1, 2, \ldots
\]

Then for all \( u \geq 0 \) and \( \omega^2 \geq 0 \), we have

\[
P(\exists t \geq 0 : \|Y_t\|_{op} \geq u, \text{ and } \max\{\|W_{col,t}\|_{op}, \|W_{row,t}\|_{op}\} \leq \omega^2) \leq (d_1 + d_2) \exp\left(-\frac{u^2/2}{\omega^2 + Ru^3/3}\right)
\]

B Proof of Lemma 3.1

To show that \( \Gamma_{t-1} \leq \frac{8\eta u}{\lambda_c}\left[1 + (N - 1)(\gamma_t - 1)\right] \), we first need the following lemma.

Lemma B.1 Denote the number of observations that have been used to update \( \{V_{i,t}, b_{i,t}\} \) as \( \tau_i \), i.e., \( V_{i,t} = \lambda I + \sum_{s=1}^{\tau_i} x_s x_s^\top \). Then under Assumption 1, with probability at least \( 1 - \delta \), we have:

\[
\lambda_{\min}(V_{i,t}) \geq \lambda + \frac{\lambda_c \tau_i}{8}
\]

\( \forall \tau_i \in \{\tau_{\min}, \tau_{\min} + 1, \ldots, T\} \), \( i \in [N] \), where \( \tau_{\min} = \lceil \frac{64}{3\lambda_c} \log(\frac{2NTd}{\delta}) \rceil \).

Proof of Lemma B.1. This proof is based on standard matrix martingale arguments, and is included here for the sake of completeness.

Consider the random variable \( (z^\top x_s, a)^2 \), where \( z \in \mathbb{R}^d \) is any arbitrary vector such that \( \|z\|_2 \leq 1 \) and \( x_s, a \in A_s = \{x_{s,1}, x_{s,2}, \ldots, x_{s,K}\} \). Then by Assumption 1, \((z^\top x_s, a)^2\) is sub-Gaussian with variance parameter \( u^2 \). Now we follow the same argument as Claim 1 of Gentile et al. (2014) to derive a lower bound for \( \lambda_{\min}(\Sigma_s) \). First we construct \( Z_s = (z^\top x_s, a)^2 - E_{s-1}[(z^\top x_s, a)^2] \), for \( a \in [K] \). Due to (conditional) sub-Gaussianity, we have

\[
P_{s-1}(Z_s < -h) \leq P_{s-1}(\|Z_s\| > h) \leq 2e^{-\frac{h^2}{2\sigma^2}}
\]

Then by union bound, and the fact that \( E_{s-1}[(z^\top x_s, a)^2] = z^\top \Sigma_s z \geq \lambda_c \), we have:

\[
P_{s-1}(\min_a (z^\top x_s, a) \geq \lambda_c - h) \geq (1 - 2e^{-\frac{h^2}{2\sigma^2}})^K
\]

Therefore,

\[
E_{s-1}((z^\top x_s, a)^2) \geq E_{s-1}(\min_a (z^\top x_s, a)^2) \geq (\lambda_c - h)(1 - 2e^{-\frac{h^2}{2\sigma^2}})^K
\]

Then by setting \( h = \sqrt{2\mu^2 \log(4K)} \), we have \( (1 - 2e^{-\frac{h^2}{2\sigma^2}})^K = (1 - \frac{1}{4K})^K \geq \frac{1}{2} \) because \( K \geq 1 \), and \( (\lambda_c - h) \geq \lambda_c \) because of the assumption on \( u^2 \). Now we have \( z^\top \Sigma_s z = E_{s-1}((z^\top x_s, a)^2) \geq \frac{1}{4} \lambda_c, \forall z \), so \( \lambda_{\min}(\Sigma_s) \geq \frac{1}{2} \lambda_c \).

Then we are ready to lower bound \( \lambda_{\min}(V_{i,t}) \) as shown below. Specifically, consider the sequence \( Y_{\tau_i} := \sum_{s=1}^{\tau_i} [x_s x_s^\top - \Sigma_s] \), for \( \tau_i = 1, 2, \ldots \), and \( \{Y_{\tau_i}\}_{\tau_i=1,2,...} \) is a matrix martingale, because \( E[\|Y_{\tau_i}\|_{op}] < +\infty \) and \( E_{\tau_i}[Y_{\tau_i}] = \sum_{s=1}^{\tau_i} [x_s x_s^\top - \Sigma_s] + E_{\tau_i-1}[x_s x_s^\top - \Sigma_s] = Y_{\tau_i-1} \). Then with the Matrix Freedman inequality (Lemma A.6), we have

\[
P(\sum_{s=1}^{\tau_i} (x_s x_s^\top - \Sigma_s)) \geq u) \leq 2d \exp\left(-\frac{u^2/2}{w^2 + 2u/3}\right)
\]
where \( \| \cdot \|_{op} \) denotes the operator norm. This can be rewritten as \( P(-\| \sum_{s=1}^{l_s} \sum_{s=1}^{l_s} x_s x_s^T \|_{op} > u) \geq 1 - 2d \exp \left( \frac{-u^2}{w^2 + 2u/3} \right) \). Then, we have

\[
1 - 2d \exp \left( \frac{-u^2}{w^2 + 2u/3} \right) \leq P(-\| \sum_{s=1}^{l_s} \sum_{s=1}^{l_s} x_s x_s^T \|_{op} > u) \leq P(-\lambda_{\min} \sum_{s=1}^{l_s} \sum_{s=1}^{l_s} x_s x_s^T > -u) \]

\[
\leq P(-\lambda_{\min} \sum_{s=1}^{l_s} \sum_{s=1}^{l_s} x_s x_s^T > -u) \leq P(-\sum_{s=1}^{l_s} \lambda_{\min} \sum_{s=1}^{l_s} x_s x_s^T > -u) \]

\[
\leq P(\lambda_{\min} \sum_{s=1}^{l_s} x_s x_s^T > \frac{\lambda_{\min}}{4} - u)
\]

where the third and forth inequalities are due to Weyl’s inequality, i.e., \( \lambda_{\min} (A + B) \geq \lambda_{\min} (A) + \lambda_{\min} (B) \) for symmetric matrices \( A \) and \( B \). And the fifth inequality is due to \( \lambda_{\min} (\Sigma_s) \geq \frac{1}{4} \lambda_c \).

By setting \( u = \frac{\lambda_{\min}}{8} \) and \( w^2 = \frac{\tau_i}{12} \), we have \( P(\lambda_{\min} \sum_{s=1}^{l_s} x_s x_s^T > \frac{\lambda_{\min}}{8}) \geq 1 - 2d \exp \left( \frac{-\lambda_{\min}}{64/3} \right) \). Then when \( \tau_i \geq \frac{64}{9} \log \left( \frac{2Td}{\delta} \right) := \tau_{\min} \), we have \( P(\lambda_{\min} \sum_{s=1}^{l_s} x_s x_s^T > \frac{\lambda_{\min}}{8}) \geq 1 - \frac{\delta}{T} \). By taking a union bound over all \( \tau_i \in \{ \tau_{\min}, \tau_{\min} + 1, \ldots, T \} \), we have \( P(\lambda_{\min} (V_{i,t}) > \lambda + \frac{\lambda_{\min}}{8} \geq 1 - \delta \). Then we take union bound over all \( i \in [N] \), which finishes the proof.

**Proof of Lemma 3.1.**

Under Lemma A.5, we have

\[
\Gamma_{t-1} = \frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t} \leq \frac{\lambda_{\max} (V_{i,t-1})}{\lambda_{\min} (V_{i,t-1})} \frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t} \leq \frac{\lambda + \tau_i}{\lambda + \tau_i} \frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t} \leq \frac{\lambda + \tau_i}{\lambda + \tau_i} \frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t}
\]

where the second inequality is because, for bounded context vector \( (\| x_{i,t} \|_2 \leq 1) \), \( \lambda_c \leq \frac{1}{\delta} < 8 \), so \( \frac{\lambda}{8} < 1 \). In this case, \( r_t \leq 2 \lambda_{\max} (V_{i,t-1}) \sqrt{x_t^T V_{i,t-1} x_t} \sqrt{\frac{\lambda_{\max} (V_{i,t-1})}{\lambda_{\min} (V_{i,t-1})}} \). Note that when \( \tau_i < \tau_{\min} \), we can simply bound \( r_t \) by the constant \( 2LS \), and in total this added regret is \( O(\frac{64N}{\lambda_{\max}} \log (\frac{2NTd}{\delta})) \), which is negligible compared with the \( O(\sqrt{T}) \) term in the upper bound of \( R_T \).

Now we need to show that

\[
\frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t} \leq \gamma_D [1 + (N - 1)(\gamma_U - 1)]
\]

In order to do this, we need the following two facts:

- \( V_{i,t-1} - \Delta V_{i,t-1} = V_{g,t-1} - \Delta V_{i,t-1} \), because they both equal to the copy of sufficient statistics in the most recent communication between the client \( i_t \) and the server.
- Due to Lemma A.1, and our design of the ‘upload’ and ‘download’ triggering events in Eq (3) and Eq (4), at the beginning of time \( t \in [T] \), the inequalities

\[
\sup_x \frac{x^T (V_{i,t-1}) x}{x^T (V_{i,t-1} - \Delta V_{i,t-1}) x} \leq \frac{\det (V_{i,t-1})}{\det (V_{i,t-1} - \Delta V_{i,t-1})} \leq \gamma_U
\]

and

\[
\sup_x \frac{x^T (V_{g,t-1}) x}{x^T (V_{g,t-1} - \Delta V_{g,t-1}) x} \leq \frac{\det (V_{g,t-1})}{\det (V_{g,t-1} - \Delta V_{g,t-1})} \leq \gamma_D
\]

hold \( \forall j \in [N], \forall t \in [T] \).
Then by decomposing $\frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t}$, we have:

$$\frac{x_t^T (V_{i,t-1}) x_t}{x_t^T (V_{i,t-1} - \Delta V_{i,t-1} + \Delta V_{i,t-1}) x_t} \leq \frac{x_t^T (V_{g,t-1} + \sum_{j \neq i}^N \Delta V_{j,t-1}) x_t}{x_t^T (V_{g,t-1} - \Delta V_{j,t-1}) x_t}$$

And the term $\sum_{j \neq i} x_t^T (\Delta V_{j,t-1}) x_t$ can be further upper bounded by:

$$\sum_{j \neq i} x_t^T (\Delta V_{j,t-1}) x_t = \frac{x_t^T (\Delta V_{j,t-1}) x_t}{x_t^T (V_{g,t-1} - \Delta V_{j,t-1}) x_t} \leq \frac{x_t^T (\Delta V_{j,t-1}) x_t}{x_t^T (V_{g,t-1} - \Delta V_{j,t-1}) x_t}$$

where the last inequality is due to Eq (10). Then by substituting this back, and using Eq (11), we have

$$\frac{x_t^T (V_{i,t-1}) x_t}{x_t^T (V_{i,t-1}) x_t} \leq \frac{x_t^T (V_{g,t-1}) x_t [1 + (N - 1) \gamma_U - 1]}{x_t^T (V_{g,t-1} - \Delta V_{j,t-1}) x_t} \leq \gamma_U [1 + (N - 1) \gamma_U - 1]$$

which finishes the proof.

**Discussion**

Compared with the synchronous method, our asynchronous method needs an additional context regularity assumption in the proof of Lemma 3.1. This is because we allow each client to decide on its own whether to upload, based on how much its local data, i.e., $V_{j,t-1}$, has deviated from its last communicated data with the server, i.e., $V_{j,t-1} - \Delta V_{j,t-1}$, and they are unaware of other clients' new data. More specifically, as we mentioned in Section 3.2, to guarantee each individual client’s sufficient statistics $\{V_{i,t-1}, b_{i,t-1}\}$ do not deviate too much from $\{V_{i-1}, b_{i-1}\}$, we need to first ensure $\{V_{g,t-1}, b_{g,t-1}\}$ do not deviate too much from $\{V_{g,t-1}, b_{g,t-1}\}$ via asynchronous upload, and then $\{V_{i,t-1}, b_{i,t-1}\}$ do not deviate too much from $\{V_{g,t-1}, b_{g,t-1}\}$ via asynchronous download. To better understand this, we can look at the following upper bound of $\Gamma_{t-1}$:

$$\Gamma_{t-1} = \frac{x_t^T V_{i,t-1} x_t}{x_t^T V_{i,t-1} x_t} \leq \frac{\det(V_{i,t-1})}{\det(V_{i,t-1})} = \frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1} - \Delta V_{j,t-1})} \leq \frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1} - \Delta V_{j,t-1})} \leq \gamma_D$$

where the first inequality is due to Lemma A.1, and the second inequality is due to Lemma A.2. Note that according to our ‘download’ event, the first term $\frac{\det(V_{i,t-1})}{\det(V_{i,t-1} - \Delta V_{i,t-1})} \leq \gamma_D$. The difficulty mainly lies in the second term $\frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1})}$, which essentially measures the difference in the volume of confidence ellipsoid between the data under the ideal centralized setting and the data actually available to the server. In the synchronous method, the ratio $\frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1})}$ is simply pushed to 1 at every global synchronization step, since $N$ clients will simultaneously upload their local updates $\{\Delta V_{j,t-1}\}_{j \in [N]}$ to the server. However, in
our case, this ratio is jointly controlled by the asynchronous uploads from each individual client who decides on its own whether to upload, based on the locally available data. Ideally, to make sure the upload is effective in terms of regret reduction, each client $j \in [N]$ should directly compute the value of $\frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1})}$ or its upper bound, and decide whether this ratio has grown too large, i.e., the server’s data has become out-of-date, such that sending local updates to the server is necessary. Unfortunately, with data being decentralized, this information is unavailable to any client. Instead, each client $j$ only knows the upper bound of $\frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1})}$:

\[
\frac{\det(V_{g,t-1} + \Delta V_{j,t-1})}{\det(V_{g,t-1})} \leq \frac{\det(V_{g,t-1} - \Delta V_{j,t-1} + \Delta V_{j,t-1})}{\det(V_{g,t-1} - \Delta V_{j,t-1})} = \frac{\det(V_{g,t-1})}{\det(V_{g,t-1} - \Delta V_{j,t-1})} \leq \gamma_U.
\]

The information gap due to each client’s unawareness about what other clients have in their upload buffers makes it difficult to obtain a non-trivial upper bound of $\frac{\det(V_{g,t-1} + \sum_{j=1}^N \Delta V_{j,t-1})}{\det(V_{g,t-1})}$. In the worst case scenario where new data of the clients are very different from each other, this leads to a trivial upper bound that is exponential in $N$, i.e., updating $V_{g,t-1}$ with the new data $\Delta V_{j,t-1}$ of each client $j \in [N]$ can scale up the determinant of $V_{g,t-1}$ by $\gamma_U$. Assumption 1 is a sufficient condition to circumvent this, but may not be a necessary condition. Finding a sufficient and necessary condition to relax Assumption 1 will be an important future direction of this work.

C Proof of Theorem 3.2 (Regret and Communication Upper Bound for Async-LinUCB)

**Regret:** Based on the discussion in Section 3.2 that the instantaneous regret $r_t$ directly depends on $\Gamma_{t-1}$, we can upper bound the accumulative regret of Async-LinUCB by

\[
R_T = \sum_{t=1}^T r_t \leq \sum_{t=1}^T O \left( \sqrt{d \log \frac{T}{\delta}} \sum_{t=1}^T x_t^\top V_{t-1}^{-1} x_t \right) \sum_{t=1}^T \Gamma_{t-1} \leq O \left( \sqrt{d \log \frac{T}{\delta}} \sum_{t=1}^T \log \frac{\det(V_{t-1})}{\det(\lambda I)} \sum_{t=1}^T \Gamma_{t-1} \right)
\]

where the second inequality is by the Cauchy–Schwarz inequality, and the third is based on Lemma 11 in Abbasi-Yadkori et al. (2011). Then using the upper bound of $\Gamma_{t-1}$ given in Lemma 3.1, the accumulative regret $R_T = O \left( d \sqrt{T} \log (T/\delta) \min(\sqrt{N}, \sqrt{\gamma_D}) \frac{1}{1 + (N - 1)(\gamma_U - 1)} \right) = \tilde{O} \left( d \sqrt{T} \log (T/\delta) \min(\sqrt{N}, \sqrt{\gamma_D}) \frac{1}{1 + (N - 1)(\gamma_U - 1)} \right)$, with probability at least $1 - \delta$, where $\tilde{O}()$ omits the logarithmic term.

**Communication cost:** As discussed in Section 3.2, clients collaborate by transferring updates of the sufficient statistics, i.e., $\{\Delta V \in \mathbb{R}^{d \times d}, \Delta b \in \mathbb{R}^d\}$. Since our target is not to reduce the size of these parameters, for all following discussions, we define the communication cost $C_T$ as the number of times $\{\Delta V, \Delta b\}$ being transferred between agents. To analyze $C_T$, we denote the sequence of time steps when either ‘upload’ or ‘download’ is triggered up to time $T$ as $\{t_1, t_2, \ldots, t_{C_T}\}$, where $C_T$ is the total number of communications between client $i$ and the server. Then the corresponding sequence of local covariates matrices is $\{\lambda I, V_{i,t_1}, V_{i,t_2}, \ldots, V_{i,t_{C_T}}\}$. We can decompose

\[
\log \frac{\det V_{i,t_{C_T,i}}}{\det \lambda I} = \log \frac{\det V_{i,t_1}}{\det \lambda I} + \log \frac{\det V_{i,t_2}}{\det \lambda I} + \ldots + \log \frac{\det V_{i,t_{C_T,i}}}{\det \lambda I} \leq \log \frac{\det V_{T-1}}{\det \lambda I}
\]

Since the matrices in the sequence trigger either Eq (3) or Eq (4), each term in this summation is lower bounded by $\log \min(\gamma_U, \gamma_D)$. When $\min(\gamma_U, \gamma_D) \geq 1$, by the pigeonhole principle, $C_T \leq \frac{\log (d \log (T/\delta) \min(\sqrt{N}, \sqrt{\gamma_D}) \frac{1}{1 + (N - 1)(\gamma_U - 1)})}{\log \min(\gamma_U, \gamma_D)}$; as a result, the communication cost for $N$ clients is $C_T = \sum_{i=1}^N C_{T,i} \leq N \frac{\log (d \log (T/\delta) \min(\sqrt{N}, \sqrt{\gamma_D}) \frac{1}{1 + (N - 1)(\gamma_U - 1)})}{\log \min(\gamma_U, \gamma_D)}$. 
D  Synchronous Communication Method

The synchronous method DisLinUCB (Appendix G in Wang et al. (2019)) imposes a stronger assumption about the appearance of clients: i.e., they assume all $N$ clients interact with the environment in a round-robin fashion (so $\mathcal{N}_t(T) = \frac{T}{N}$). For the sake of completeness, we present the formal description of this algorithm adapted to our problem setting in Algorithm 4 (which is referred to as Synchronous LinUCB algorithm, or Sync-LinUCB for short), and provide the corresponding theoretical analysis about its regret $R_T$ and communication cost $C_T$ under both uniform and non-uniform client distribution. In particular, in this setting we no longer assume uniform appearance of clients.

Algorithm 4 Synchronous LinUCB Algorithm

\begin{algorithm}
\caption{Synchronous LinUCB Algorithm}
\begin{algorithmic}
\STATE \textbf{Input:} threshold $D$, $\sigma, \lambda > 0, \delta \in (0, 1)$
\STATE Initialize server: $V_{g,0} = 0_{d \times d} \in \mathbb{R}^{d \times d}$, $b_{g,0} = 0_d \in \mathbb{R}^d$
\FOR { $t = 1, 2, \ldots, T$}
\STATE Observe arm set $\mathcal{A}_t$ for client $i_t \in [N]$
\IF { client $i_t$ is new }
\STATE Initialize client $i_t$: $V_{i_t, t-1} = 0_{d \times d}$, $b_{i_t, t-1} = 0_d$, $\Delta V_{i_t, t-1} = 0_{d \times d}$, $\Delta b_{i_t, t-1} = 0_d$, $\Delta t_{i_t, t-1} = 0$
\STATE Select arm $x_t \in \mathcal{A}_t$ by Eq (5) and observe reward $y_t$
\STATE Update client $i_t$: $V_{i_t, t} += x_t x_t^T$, $b_{i_t, t} += x_t y_t$, $\Delta V_{i_t, t} += x_t y_t$, $\Delta t_{i_t, t} += 1$
\STATE \# Check whether global synchronization is triggered
\IF {$\Delta t_{i_t, t} \log \frac{\det(V_{i_t, t} - \Delta V_{i_t, t} + \lambda I)}{\det(V_{i_t, t-1} - \Delta V_{i_t, t-1} + \lambda I)} > D$}
\FOR { $i = 1, \ldots, N$}
\STATE Upload $\Delta V_{i_t, t}, \Delta b_{i_t, t}$ ($i \rightarrow$ server)
\STATE Client $i$ reset $\Delta V_{i_t, t} = 0$, $\Delta b_{i_t, t} = 0$, $\Delta t_{i_t, t} = 0$
\STATE Update server: $V_{g, t} += \Delta V_{i_t, t}$, $b_{g, t} += \Delta b_{i_t, t}$
\ENDFOR
\STATE Download $V_{g, t}, b_{g, t}$ (server $\rightarrow$ $i$)
\ENDIF
\ENDFOR
\STATE Update client $i$: $V_{i_t, t} = V_{g, t}$, $b_{i_t, t} = b_{g, t}$
\ENDFOR
\end{algorithmic}
\end{algorithm}

In our problem setting (Section 3.1), other than assuming each client has a nonzero probability to appear in each time step, we do not impose any further assumption on the clients’ distribution or its frequency of interactions with the environment. This is more general than the setting considered in Wang et al. (2019), since the clients now may have distinct availability of new observations. We will see below that this will cause additional communication cost for Sync-LinUCB, compared with the case where all the clients interact with the environment in a round-robin fashion, i.e., all $N$ clients have equal number of observations. Intuitively, when one single client accounts for the majority of the interactions with the environment and always triggers the global synchronization, all the other $N - 1$ clients are forced to upload their local data despite the fact that they have very few new observations since the last synchronization. This directly leads to a waste of communication. Below we give the analysis of $R_T$ and $C_T$ of sync-LinUCB considering both uniform and non-uniform client distribution.

Regret of Sync-LinUCB: Most part of the proof for Theorem 4 in Wang et al. (2019) extends to the problem setting considered in this paper (with slight modifications due to the difference in the meaning of $T$ as mentioned in the footnote). Since now only one client interacts with the environment in each time step, the accumulative regret for the ‘good epochs’ is $REG_{\text{good}} = O(d\sqrt{T} \log(T))$. Denote the first time step of a certain ‘bad epoch’ as $t_e$ and the last as $t_e$. The accumulative regret for this ‘bad epoch’ can be upper bounded by:

\[
O(\sqrt{d \log T} \sum_{t=1}^{N} \sum_{t \in \mathcal{N}_t(t_e)} ||x_t||_V^{-1} - 1) \leq O(\sqrt{d \log T} \sum_{t=1}^{N} \sqrt{\Delta t_{i_t, t_e} \log \frac{\det(V_{i_t, t_e - 1} - \Delta V_{i_t, t_e - 1} + \lambda I)}{\det(V_{i_t, t_e - 1} - \Delta V_{i_t, t_e - 1} + \lambda I)}} \leq O(\sqrt{d \log T} N \sqrt{D}).
\]

And using the same argument as in the original proof, there can be at most $R = O(d \log T)$ ‘bad epochs’, so that accumulative regret for the ‘bad epochs’ is upper bounded by $REG_{\text{bad}} = O(d^{1.5} \log^{1.5}(T) N \sqrt{D})$. Therefore, with the threshold $D$, the accumulative regret is $R_T = O(d\sqrt{T} \log(T)) + O(d^{1.5} \log^{1.5}(T) N \sqrt{D})$.

For the analysis of communication cost $C_T$, we consider the settings of uniform and non-uniform client distribution.

\footnote{It is worth noting the difference in the meaning of $T$ between our paper and Wang et al. (2019). In our paper, $T$ is the total number of interactions for all $N$ clients, while for Wang et al. (2019), $T$ is the total number of interactions for each client.}
tions separately in the following two paragraphs.

**Communication cost of Sync-LinUCB under uniform client distribution:** Denote the length of an epoch as $\alpha$, so that there can be at most $\lceil \frac{T}{\alpha} \rceil$ epochs with length longer than $\alpha$. For an epoch with less than $\alpha$ time steps, similarly, we denote the first time step of this epoch as $t_s$ and the last as $t_e$, i.e., $t_e - t_s < \alpha$. Then since the users appear in a uniform manner, the number of interactions for any user $i \in [N]$ satisfies $\Delta t_{i,t_e} < \frac{\gamma}{N}$. Therefore, $\log \frac{\det(V_{t_e})}{\det(V_{t_s})} > \frac{DN}{\alpha}$. Following the same argument as in the original proof, the number of epochs with less than $\alpha$ time steps is at most $\lceil \frac{R_0}{D\alpha} \rceil$. Then $C_T = N \cdot (\lceil \frac{T}{\alpha} \rceil + \lceil \frac{R_0}{D\alpha} \rceil)$, because at the end of each epoch, the synchronization round incurs $2N$ communication cost. We minimize $C_T$ by choosing $\alpha = \sqrt{\frac{DN}{R}}$, so that $C_T = O(N \cdot \sqrt{\frac{RN}{DN}})$. Note that this result is the same as Wang et al. (2019) (we can see this by simply substituting $T$ in our result with $TN$), because $T$ in our paper denotes the total number of iterations for all $N$ clients.

**Communication cost of Sync-LinUCB under non-uniform client distribution:** However, for most applications in reality, the client distribution can hardly be uniform, i.e., the clients have distinct availability of new observations. Then the global synchronization of Sync-LinUCB leads to a waste of communication in this more common situation. Specifically, when considering epochs with less than $\alpha$ time steps, the number of interactions for any client $i \in [N]$ can be equal to $t_e - t_s$ in the worst case, i.e., all the interactions with the environment in this epoch are done by this single client. In this case, $\Delta t_{i,t_e} < \alpha$, which is different from the case of uniform client distribution. Therefore, $\log \frac{\det(V_{t_e})}{\det(V_{t_s})} > \frac{D\alpha}{\alpha}$. The number of epochs with less than $\alpha$ time steps is at most $\lceil \frac{R_0}{D\alpha} \rceil$. Then $C_T = N \cdot (\lceil \frac{T}{\alpha} \rceil + \lceil \frac{R_0}{D\alpha} \rceil)$, because at the end of each epoch, the synchronization round incurs $2N$ communication cost. We minimize $C_T$ by choosing $\alpha = \sqrt{\frac{2DN}{R}}$ to minimize $C_T$, so that $C_T = O(N \cdot \sqrt{\frac{T^2}{DN}})$. We can see that this is larger than the communication cost under a uniform client distribution by a factor of $\sqrt{N}$.

### E Comparison between Async-LinUCB and Sync-LinUCB

In this section, we provide more details about the theoretical results of Async-LinUCB, and add the corresponding results of Sync-LinUCB for comparison (see Table 1). Depending on the application, the thresholds $\gamma_U$ and $\gamma_D$ of Async-LinUCB can be flexibly adjusted to get various trade-off between $R_T$ and $C_T$. For all the discussions below, we constrain $\gamma_U = \gamma_D = \gamma$ for simplicity. However, when necessary, different values can be chosen for $\gamma_U$ and $\gamma_D$ for different clients. This gives our algorithm much more flexibility in practice, i.e., allows for a fine-grained control of every single edge in the communication network, compared with Sync-LinUCB. For example, for users who are less willing to participate in frequent uploads and downloads, a higher threshold can be chosen for their corresponding clients to reduce communication, and vice versa.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Threshold</th>
<th>$R_T$</th>
<th>$C_T$ (uniform)</th>
<th>$C_T$ (non-uniform)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Async-LinUCB</td>
<td>$\gamma = 1$</td>
<td>$d\sqrt{T} log T$</td>
<td>$NT$</td>
<td>$NT$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = \exp(N^{-1})$</td>
<td>$d\sqrt{T} log T$</td>
<td>$N^2d log T$</td>
<td>$N^2d log T$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = \exp(N^{-2})$</td>
<td>$N^{\frac{3}{2}}d\sqrt{T} log T$</td>
<td>$N^{\frac{3}{2}}d log T$</td>
<td>$N^{\frac{3}{2}}d log T$</td>
</tr>
<tr>
<td></td>
<td>$\gamma = +\infty$</td>
<td>$N^{\frac{3}{2}}d\sqrt{T} log T$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>Sync-LinUCB</td>
<td>$D = T/(N^2d log T)$</td>
<td>$d\sqrt{T} log T$</td>
<td>$N^2d log T$</td>
<td>$N^2d log T$</td>
</tr>
<tr>
<td></td>
<td>$D = T/(N^2d log T)$</td>
<td>$N^{\frac{1}{2}}d\sqrt{T} log T$</td>
<td>$N^{\frac{1}{2}}d log T$</td>
<td>$N^{\frac{1}{2}}d log T$</td>
</tr>
</tbody>
</table>

When setting $\gamma = +\infty$, all communications in the learning system are blocked; and in this case, $C_T = 0$ and $R_T = O(N^2d\sqrt{T} log T)$, which recovers the regret of running an instance of LinUCB for each client independently. When setting $\gamma = 1$, the upload and download events are always triggered, i.e., synchronize all $N$ clients in each time step. And in this case $C_T = NT$ and $R_T = O(d\sqrt{T} log T)$, which recovers the regret in the centralized setting.

What we prefer is to strike a balance between these two extreme cases, i.e., reduce the communication cost without sacrificing too much on regret. Specifically, we should note that $T$ is the dominating variable for almost
all applications instead of $N$ or $d$. For example, in the three real-world datasets used in our experiments (Section 4), $d$ has an order of $10^1$, $N$ has an order of $10^4$ to $10^5$, and $T$ has an order of $10^3$. Since even without communication $R_T = \tilde{O}(N \frac{d}{\sqrt{T}} \log T)$ already matches the minimax lower bound $\Omega(d \sqrt{T})$ in $(T)$ (up to a logarithmic factor) and $d$, we are most interested in the case where $C_T$’s rate in $T$ is improved from $O(T)$ to $O(\log T)$.

For example, we can set Async-LinUCB’s upper bound of the communication cost $C_T \leq N d \frac{\log T}{\log \gamma}$ to be $N \frac{d}{\sqrt{T}} \log T$, and thus $\gamma = \exp(N^{-\frac{1}{2}})$. Then by substituting $\gamma$ into the upper bound of $R_T$, we have

$$R_T = \tilde{O} \left( \sqrt{(N-1)\gamma^2} + (2-N)\gamma d \sqrt{T} \log T \right) = \tilde{O} \left( \sqrt{(N-1)e^{2N^{-\frac{1}{2}}} + (2-N)e^{N^{-\frac{1}{2}}}} d \sqrt{T} \log T \right)$$

Since $\lim_{N \to \infty} \frac{\sqrt{(N-1)e^{2N^{-\frac{1}{2}}} + (2-N)e^{N^{-\frac{1}{2}}}}}{N^{\frac{1}{2}}} = 1$, we know $\sqrt{(N-1)e^{2N^{-\frac{1}{2}}} + (2-N)e^{N^{-\frac{1}{2}}}} = O(N^{\frac{1}{2}})$. Therefore, $R_T = \tilde{O}(N \frac{d}{\sqrt{T}} \log T)$. And similarly, by setting $\gamma = \exp(N^{-1})$, Async-LinUCB has $C_T = N^2 d \log T$ and $R_T = \tilde{O}(d \sqrt{T} \log T)$. For both choices of $\gamma$, at the cost of an increased rate in $N$, we have improved $C_T$’s rate in the dominating variable $T$ from $O(T)$ to $O(\log T)$.

For comparison, we choose the threshold $D$ for Sync-LinUCB such that its upper bound of $R_T$ matches that of Async-LinUCB; and we include the corresponding results in Table 1 as well. We can see that Async-LinUCB’s upper bound of $C_T$ is not influenced by whether the client distribution is uniform or not, while Sync-LinUCB is, as we have shown in Section D. Specifically, under the same regret $R_T = O(N \frac{d}{\sqrt{T}} \log T)$, in terms of $C_T$’s rate in $N$, Sync-LinUCB is slightly better than Async-LinUCB (by a factor of $O(N^{\frac{1}{2}})$) under the ideal case of uniform client distribution, and slightly worse than Async-LinUCB (by a factor of $O(N^{\frac{1}{2}})$) under non-uniform client distribution.

F  Proof of Lemma 3.3

Recall that the set of time steps corresponding to the observations used to compute $\{V_{i,t}, b_{i,t}\}$ is denoted as $\mathcal{N}_{i}^{(g)}(t)$. By substituting $y_{\tau} = x_{\tau}^{(g)} \theta^{(g)} + x_{\tau}^{(l)} \theta^{(l)} + \eta_{\tau}$ into $\hat{\theta}_{i,t}^{(g)}(\lambda) = V_{i,t}(\lambda)^{-1} b_{i,t}$, for $\tau \in \mathcal{N}_{i}^{(g)}(t)$, we get $\hat{\theta}_{i,t}^{(g)}(\lambda) = V_{i,t}(\lambda)^{-1}(V_{i,t}(\theta^{(g)} + S_{t}^{(g)} + \epsilon_{t}^{(g)})$, where $S_{t}^{(g)} = \sum_{\tau \in \mathcal{N}_{i}^{(g)}(t)} x_{\tau}^{(g)} \eta_{\tau}$, $\epsilon_{t}^{(g)} = \sum_{\tau \in \mathcal{N}_{i}^{(g)}(t)} x_{\tau}^{(g)} e_{\tau}^{(l)}$, and $e_{\tau}^{(l)} = x_{\tau}^{(l)} \theta^{(l)} - \hat{\theta}_{i,t}^{(l)}$. Therefore, we have:

$$||\hat{\theta}_{i,t}^{(g)}(\lambda) - \theta^{(g)}||_{V_{i,t}(\lambda)^{-1}} \leq ||V_{i,t}(\lambda)^{-1}(V_{i,t}(\theta^{(g)} + S_{t}^{(g)} + \epsilon_{t}^{(g)}) - \theta^{(g)}||_{V_{i,t}(\lambda)}$$

$$\leq ||S_{t}^{(g)}||_{V_{i,t}(\lambda)^{-1}} + ||\epsilon_{t}^{(g)}||_{V_{i,t}(\lambda)^{-1}} + \sqrt{\lambda}||\theta^{(g)}||_{2}$$

where the third term $\sqrt{\lambda}||\theta^{(g)}|| \leq \sqrt{\lambda}$. To further bound the first two terms, we rely on the self-normalized bound in Theorem 1 of Abbasi-Yadkori et al. (2011), which we included in Lemma A.3 for the sake of completeness.

Since $\eta_{\tau}$ in $S_{t}^{(g)}$ is zero mean $\sigma$-sub-Gaussian conditioning on $\mathcal{F}_{t-1}$, by Lemma A.3, $||S_{t}^{(g)}||_{V_{i,t}(\lambda)^{-1}} \leq \sigma \sqrt{2 \ln \frac{\det(V_{i,t} + \lambda I)^{1/2}}{\det(M)^{1/2}}} \sqrt{2}$, with probability at least $1 - \delta$. Now it remains to bound the term $||\epsilon_{t}^{(g)}||_{V_{i,t}(\lambda)^{-1}}$ that depends on $e_{\tau}^{(l)} = x_{\tau}^{(l)} \left(\theta^{(l)} - \hat{\theta}_{i,t}^{(l)}\right)$, the estimation error of ‘partial’ reward for $\theta^{l}$, due to the AM steps in Eq (7).

In the following lemma, we show that $e_{\tau}^{(l)}$, for $\tau \in [t]$ is also zero mean conditionally sub-Gaussian, if the AM steps in Eq (7) is properly initialized, i.e., when executing Eq (7) for the first time, the initial value of $\hat{\theta}_{i,t}^{(l)}$ is an unbiased estimator of $\theta^{(g)}$.

**Lemma F.1** When the AM steps in Eq (7) is properly initialized, $e_{\tau}^{(l)}$ is zero mean 2-sub-Gaussian, $\epsilon_{t}^{(g)}$ is zero mean 2-sub-Gaussian, conditioning on $\mathcal{F}_{t-1}$, $\forall t$.

Then, similarly, by Lemma A.3, $||\epsilon_{t}^{(g)}||_{V_{i,t}(\lambda)^{-1}} \leq 2 \sqrt{2 \ln \frac{\det(V_{i,t} + \lambda I)^{1/2}}{\det(M)^{1/2}}} \sqrt{2}$, which shows that the errors caused by AM steps in Eq (7) only contribute a constant factor compared with the standard result. Putting everything
together, we have \(|\tilde{\theta}(\lambda) - \theta(\lambda)| V_{t,i}(\lambda) \leq (\sigma + 2) \sqrt{2 \ln \frac{\det(V_{t,i}(\lambda))^{1/2}}{\det(\lambda)^{1/2}}} + \sqrt{\lambda} \). Following the same procedure, we can show that, \(|\tilde{\theta}(\lambda) - \theta(\lambda)| V_{t,i}(\lambda) \leq (\sigma + 2) \sqrt{2 \ln \frac{\det(V_{t,i}(\lambda))^{1/2}}{\det(\lambda)^{1/2}}} + \sqrt{\lambda} \), with probability at least \(1 - \delta\).

**Proof of Lemma F.1**

Recall that \(e_{t}^{(i)} = (\hat{\theta}(i) - \tilde{\theta}(i))^{\top} x_{t}^{(i)}\) and \(e_{t}^{(g)} = (\hat{\theta}(g) - \tilde{\theta}(g))^{\top} x_{t}^{(g)}\). And the two estimators \(\tilde{\theta}(i)\) and \(\tilde{\theta}(g)\) are obtained from running the AM steps in Eq (7) on new data point \((x_{t}, y_{t})\). When conditioning on \(\tilde{F}_{t} = \{X_{1}, Y_{1}, \ldots, X_{t-1}, Y_{t-1}, X_{t}\}\), \(e_{t}^{(i)}\) and \(e_{t}^{(g)}\) are random variables. In addition, they are bounded in \([-2, 2]\) respectively, because \(|e_{t}^{(i)}| \leq ||x_{t}^{(i)}||_{2} \cdot ||\theta(i) - \hat{\theta}(i)||_{2} \leq 2\) and \(|e_{t}^{(g)}| \leq ||x_{t}^{(g)}||_{2} \cdot ||\theta(g) - \hat{\theta}(g)||_{2} \leq 2\). Therefore, by Lemma A.4, \(e_{t}^{(i)}\) is 2-sub-Gaussian, and \(e_{t}^{(g)}\) is 2-sub-Gaussian.

Now we look at the mean \(\mathbb{E}[e_{t}^{(i)}] = x_{t}^{(i)} \cdot (\hat{\theta}(i) - \tilde{\theta}(i))\) and \(\mathbb{E}[e_{t}^{(g)}] = x_{t}^{(g)} \cdot (\hat{\theta}(g) - \tilde{\theta}(g))\). Note that \(\mathbb{E}[e_{t}^{(i)}]\) and \(\mathbb{E}[e_{t}^{(g)}]\) have an recursive dependence on each other as we iteratively update them using Eq (7). For example, \(\mathbb{E}[\hat{\theta}(i,t)] = (\sum_{\tau \in N_{c}(i)} x_{\tau}^{(i)} x_{\tau}^{(i)} - 1) [\sum_{\tau \in N_{c}(i)} x_{\tau}^{(i)} x_{\tau}^{(i)} \cdot (\hat{\theta}(i) + \eta_{t} + \mathbb{E}[e_{t}^{(i)}])\).

In order to make \(\mathbb{E}[e_{t}^{(i)}] = 0, \mathbb{E}[e_{t}^{(g)}] = 0, \forall t,\) we need to initialize AM steps with an unbiased estimate of \(\theta^{(g)}\), such that \(\mathbb{E}[e_{0}^{(i)}] = 0,\) and then all subsequent \(e_{t}^{(i)}, e_{t}^{(g)}\) will have zero mean.

**Remark 1** In order to simplify the description in Algorithm 3, we assumed such an unbiased estimate is readily available to initialize the AM steps. Note that an unbiased estimate of \(\theta^{(g)}\) can be obtained by taking the global component of an MLE estimator of \(\theta\), because \(\mathbb{E}[\hat{\theta}_{MLE}] = \begin{bmatrix} \mathbb{E}[\hat{\theta}_{MLE}^{(i)}] \\ \mathbb{E}[\hat{\theta}_{MLE}^{(g)}] \end{bmatrix} = \begin{bmatrix} \hat{\theta}_{i} \\ \hat{\theta}_{g} \end{bmatrix}\). If the learning system has access to a rank-sufficient dataset on any of the client before running Algorithm 3, then it can construct such a MLE estimator for initialization.

However, for situations where this does not hold, i.e., the learning system does not have any history data before running Algorithm 3. We can slightly modify Algorithm 3 as described in Algorithm 5. Now, each client \(i \in [N]\) will run standard LinUCB algorithm (line 9-10 in Algorithm 5), until it collects enough data to construct an unbiased estimate of \(\theta^{(g)}\) (line 12 in Algorithm 5): either by using aggregated updates it has received from the server; or by collecting enough history data locally. Our Assumption 1 guarantees the clients are able to collect a rank-sufficient dataset locally, and how long it takes for the first client to do so is determined by the constant \(\lambda_{C}\), i.e., the lower bound for the minimum eigenvalue of the covariance matrix \(\Sigma_{C}\). Then after using the unbiased estimate of \(\theta^{(g)}\) to initialize AM steps (line 13 in Algorithm 5), which we mark as State(i) = 1, the client will proceed with the same steps as in Algorithm 3 (line 18-21 in Algorithm 5).

**G Proof of Theorem 3.4** (Regret and Communication Upper Bound for Async-LinUCB-AM)

**Regret and communication cost:** The instantaneous regret \(r_{t}\) can be upper bounded w.r.t. the confidence bounds for global component and local component:

\[
\begin{align*}
    r_{t} &= \theta^{\top} x_{t} - \theta^{\top} x_{t} \\
    &= (\hat{\theta}(g) - \theta(g))^{\top} x_{t}^{(g)} + (\hat{\theta}(i) - \theta(i))^{\top} x_{t}^{(i)} \\
    &\leq 2C_{t}^{(g)} x_{t}^{(g)} + 2C_{t}^{(i)} x_{t}^{(i)}
\end{align*}
\]
Async-LinUCB-AM is more robust to different settings, i.e., the clients are either homogeneous or heterogeneous. By setting $\theta$ in each client $i$ in Section 3.3, and the second is essentially the regret upper bound for running independent LinUCB algorithms in each client $i$ for $\theta^{(i)}$. Intuitively, when the problems solved by different clients become more similar, the first term dominates as $d_g$ becomes larger compared with $d_i$.

In addition, as the clients only communicate sufficient statistics for $\theta^{(g)}$, following the same steps for upper bounding the communication cost in Section 3.3, we can show that the communication cost for Async-LinUCB-AM is $C_T = O(d_g N \log T / \log \min(\gamma_U, \gamma_D))$.

**H Experiments on Real-world Dataset**

We continue investigating the effectiveness of our proposed solution on real-world datasets. Note that these real-world datasets do not necessarily satisfy the assumption that all the clients are homogeneous, in other words not all the users have the same preference, we pay special attention to Async-LinUCB-AM in the comparison, by setting $x_g \equiv x_i, \forall i \in [N]$, as mentioned in Section 3.1. This allows the clients to learn a global model collaboratively, and in the meantime each learns a personalized model independently. Intuitively, this should make Async-LinUCB-AM more robust to different settings, i.e., the clients are either homogeneous or heterogeneous.

**Algorithm 5** Asynchronous LinUCB Algorithm with Alternating Minimization

1: **Input**: thresholds $\gamma_U, \gamma_D \geq 1, d_g, d_i$ for $i \in [N]$, $\sigma, \lambda > 0, \delta \in (0, 1)$
2: Initialize server: $V_{g,0} = 0_{d_g \times d_g}, b_{g,0} = 0_{d_g}$
3: for $t = 1, 2, ..., T$ do
4: Observe arm set $A_t$ for client $i_t \in [N]$
5: if Client $i_t$ is new then
6: Initialize client $i_t$: $\text{State}(i_t) = 0, I_{i_t,t-1} = \emptyset, V_{i_t,t-1} = 0_{d_g \times d_g}, b_{i_t,t-1} = 0_{d_g}$
7: Initialize server’s download buffer for client $i_t$: $\Delta V_{i_t,t-1} = V_{g,t-1}, \Delta b_{i_t,t-1} = b_{g,t-1}$
8: if $\text{State}(i_t) = 0$ then
9: Select arm $x_t \in A_t$ by Eq (5) and observe $y_t$
10: $I_{i_t,t} = I_{i_t,t-1} \cup \{t\}$
11: if $\sum_{\tau \in I_{i_t,t}} x_t x_{\tau}^T = 0$ or $V_{i_t,t-1}$ is full rank then
12: Initialize AM on local data $\{(x_{\tau}, y_{\tau})\}_{\tau \in I_{i,t}}$ to get the estimated partial reward vectors $\hat{y}^{(g)}, \hat{y}^{(l)}$
13: Update client $i_t$: $V_{i_t,t} = X^{(g)} X^{(g)} b_{i_t,t} = X^{(g)} \hat{y}^{(g)}, \Delta V_{i_t,t-1} = X^{(g)} X^{(g)}, \Delta b_{i_t,t-1} = X^{(g)} \hat{y}^{(g)}$
14: Set $\text{State}(i_t) = 1$
15: else
16: Select arm $x_t \in A_t$ by Eq (8) and observe $y_t$
17: Run AM by Eq (7) to get the estimated partial rewards: $\hat{y}^{(g)}_t = y_t - x_t^{(l)} \hat{\theta}^{(g)}_{i_t,t}, \hat{y}^{(l)}_t = y_t - x_t^{(g)} \hat{\theta}^{(g)}_{i_t,t}$
18: Update client $i_t$: $V_{i_t,t} = x_t^{(l)} x_t^{(l)} b_{i_t,t} = x_t^{(g)} x_t^{(g)} \hat{y}^{(g)}_t, \Delta V_{i_t,t} = x_t^{(g)} x_t^{(g)} \hat{y}^{(l)}_t, \Delta b_{i_t,t} = x_t^{(g)} \hat{y}^{(l)}_t, V_{i_t,t}^{(g)} = x_t^{(g)} x_t^{(g)} \hat{\theta}^{(g)}_{i_t,t}$
19: Event-triggered Communications (Algorithm 1)

where $\hat{\theta}_{t-1}$ denotes the optimistic estimate used in UCB strategy, and $\{\hat{y}^{(u)}_t, \hat{y}^{(g)}_t\}$ denote its global and local components, respectively. Then the accumulative regret can be upper bounded by:

$$R_T \leq 2 \sum_{i=1}^{T} \text{CB}_i^{(g)}(x_i^{(g)}) + 2 \sum_{i=1}^{T} \text{CB}_i^{(l)}(x_i^{(l)})$$

$$\leq 2 \sum_{i=1}^{T} \text{CB}_i^{(g)}(x_i^{(g)}) + 2 \sum_{i=1}^{T} \text{CB}_i^{(l)}(x_i^{(l)})$$

$$= \tilde{O}(d_g \sqrt{T} \log \frac{T}{\delta} \min(\sqrt{N}, \sqrt{\gamma_D[1 + (N - 1)(\gamma_U - 1)]}) + \sum_{i=1}^{N} d_i \sqrt{\log(N)} \log \frac{\log(N)}{\delta})$$

with probability at least $1 - (N + 1)\delta$, where the first term is upper bounded following the same procedure as in Section 3.3, and the second is essentially the regret upper bound for running $N$ independent LinUCB algorithms in each client $i$ for $\theta^{(i)}$. Intuitively, when the problems solved by different clients become more similar, the first term dominates as $d_g$ increases larger compared with $d_i$. 

In addition, as the clients only communicate sufficient statistics for $\theta^{(g)}$, following the same steps for upper bounding the communication cost in Section 3.3, we can show that the communication cost for Async-LinUCB-AM is $C_T = O(d_g N \log T / \log \min(\gamma_U, \gamma_D))$. 

Chuanhao Li, Hongning Wang
H.1 Real-world Dataset

We compared Async-LinUCB, Async-LinUCB-AM and Sync-LinUCB on three public recommendation datasets: LastFM, Delicious and MovieLens (Cantador et al., 2011; Harper and Konstan, 2015), with various threshold values (logarithmically spaced between $10^{-2}$ and $10^3$). The LastFM dataset contains $N = 1892$ users, 17632 items (artists), and $T = 96733$ interactions. We consider the “listened artists” in each user as positive feedback. The Delicious dataset contains $N = 1861$ users, 69226 items (URLs), and $T = 104799$ interactions. We treat the bookmarked URLs in each user as positive feedback. The MovieLens dataset used in the experiment is extracted from the MovieLens 20M dataset by keeping users with over 3000 observations, which results in a dataset with $N = 54$ users, 26567 items (movies), and $T = 214729$ interactions. We consider all items with non-zero ratings as positive feedback. The datasets were preprocessed following the procedure in Cesa-Bianchi et al. (2013) to fit the linear bandit setting (with TF-IDF feature $d = 25$ and arm set $K = 25$).

H.2 Discussion about Experiment Results

Experiment results on the three real-world datasets are shown in Figure 4(a)-4(c). In the scatter plots, each dot denotes the cumulative communication cost ($x$-axis) and normalized reward by a random strategy ($y$-axis) that an algorithm (Async-LinUCB, Async-LinUCB-AM, or Sync-LinUCB) with certain threshold value (labeled next to the dot) has obtained at iteration $T$. To understand the results of these algorithms on the three real-world datasets, we can first look at how well the two extreme cases, Async-LinUCB with $\gamma = 1$ (as the communication cost of this algorithm is outside of the figure, its result is illustrated as text label) and Async-LinUCB with $\gamma = +\infty$ perform.

1. LastFM & Delicious (Figure 4(a)-4(b)): On both LastFM and Delicious datasets, Async-LinUCB with $\gamma = +\infty$ (illustrated as the red dot) attains very high reward, which suggests users in these two datasets have very diverse preferences, such that aggregating their data has a negative impact on the performance. Since the homogeneous clients assumption does not hold in this case, both Async-LinUCB and Sync-LinUCB perform as badly as the extreme case of Async-LinUCB with $\gamma = 1$, which is especially true when the clients frequently communicate with each other, i.e., with lower threshold values. In comparison, Async-LinUCB-AM attains relatively good performance even when the clients frequently communicate with each other, as it allows personalized models to be learned on each client. Note that on Delicious dataset, in the low communication/high threshold region (top left corner of Figure 4(b)), the reward of Async-LinUCB actually increases as communication increases. Our hypothesis is that, with high threshold, only the most active users contribute to global data sharing, and when the other less active clients download these data, the benefit from reduced variance outweighs the harm caused by the increased bias (due to user heterogeneity). However, with the threshold further reduced, many more clients are able to contribute to global data sharing, such that the global data would become so heterogeneous that it starts to hurt the overall performance. Additional experiment and visualization are given in appendix (Section H.3) to validate this hypothesis.

2. MovieLens (Figure 4(c)): Note that on this dataset, Async-LinUCB with $\gamma = 1$ attains very high reward, which indicates that the users share similar preferences, so that data aggregation over different users becomes vital for good performance. In this case, learning a personalized model on each client becomes unnecessary and slows down the convergence of model estimation, which leads to the lower accumulative reward of Async-LinUCB-AM compared with the other two algorithms. However, we can see that Async-LinUCB-AM can still benefit from collaborative model estimation, as it has a much higher accumulative reward than the extreme case of Async-LinUCB with $\gamma = +\infty$.

H.3 Additional Experiment and Visualization on Delicious Dataset

In Figure 4(b), the blue stars illustrate the results of Async-LinUCB with its threshold $\gamma$ ranging from 9001 to 1.01. And within this range, we observe that the reward decreases from 1.8322 to 1.2887 as the communication increases from 14599 to 12901135. However, we can see from the figure that when $\gamma$ is set in the interval between $\infty$ and 9001, the reward seems to increase as communication increases, which implies a changing point for the relationship between communication and reward on this dataset. To validate this, we have run some additional experiments on Async-LinUCB with $\gamma$ ranging from $10^0$ to $10^{20}$. We observed that, in this low-communication region (e.g. with $\gamma > 10^4$), the reward indeed increases when communication increases. Specifically, the reward increased from 1.6891 to 1.8348, as the communication increased from 0 to 14230.
Figure 4: Experiment results on real-world recommendation datasets.
Our hypothesis for this observation is: as the threshold is high in the low-communication region, only the most active users are able to contribute to global data sharing. The observation that this boosts the overall performance indicates that, as the less active clients download this data, the benefit from reduced variance outweighs the harm caused by the increased bias (due to user heterogeneity). However, with the threshold further reduced, many more clients are able to contribute to global data sharing, such that the global data would become so heterogeneous that it starts to hurt the overall performance.

To verify this hypothesis, we split all the users into ten groups based on their number of interactions, and then include the following statistics about the results for Async-LinUCB with $\gamma = +\infty$ ($C_T = 0$), $\gamma = 6001$ ($C_T = 14230$), and $\gamma = 3$ ($C_T = 54006$), respectively in Table 2.

<table>
<thead>
<tr>
<th>group</th>
<th>user no.</th>
<th>data no.</th>
<th>$C_T = 0$ upload no.</th>
<th>$C_T = 14230$ reward</th>
<th>$C_T = 14230$ upload no.</th>
<th>$C_T = 54006$ reward</th>
<th>$C_T = 54006$ upload no.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10</td>
<td>161</td>
<td>680</td>
<td>0</td>
<td>118</td>
<td>21</td>
<td>24</td>
<td>22</td>
</tr>
<tr>
<td>10-20</td>
<td>102</td>
<td>1514</td>
<td>0</td>
<td>75</td>
<td>123</td>
<td>117</td>
<td>61</td>
</tr>
<tr>
<td>20-30</td>
<td>103</td>
<td>2575</td>
<td>0</td>
<td>79</td>
<td>214</td>
<td>202</td>
<td>103</td>
</tr>
<tr>
<td>30-40</td>
<td>114</td>
<td>3988</td>
<td>0</td>
<td>92</td>
<td>290</td>
<td>308</td>
<td>124</td>
</tr>
<tr>
<td>40-50</td>
<td>185</td>
<td>8253</td>
<td>0</td>
<td>144</td>
<td>704</td>
<td>764</td>
<td>298</td>
</tr>
<tr>
<td>50-60</td>
<td>243</td>
<td>13330</td>
<td>0</td>
<td>185</td>
<td>680</td>
<td>751</td>
<td>424</td>
</tr>
<tr>
<td>60-70</td>
<td>352</td>
<td>22693</td>
<td>0</td>
<td>280</td>
<td>1419</td>
<td>1576</td>
<td>978</td>
</tr>
<tr>
<td>70-80</td>
<td>336</td>
<td>24972</td>
<td>0</td>
<td>252</td>
<td>1628</td>
<td>1701</td>
<td>1351</td>
</tr>
<tr>
<td>80-90</td>
<td>213</td>
<td>17785</td>
<td>0</td>
<td>167</td>
<td>1185</td>
<td>1369</td>
<td>1341</td>
</tr>
<tr>
<td>90-100</td>
<td>38</td>
<td>3456</td>
<td>0</td>
<td>31</td>
<td>414</td>
<td>448</td>
<td>389</td>
</tr>
<tr>
<td>sum</td>
<td>1847</td>
<td>99246</td>
<td>11</td>
<td>1423</td>
<td>6678</td>
<td>7251</td>
<td>5091</td>
</tr>
</tbody>
</table>

Note that abbreviations used in the header of Table 2 stand for:

- **User No**: number of users in each group
- **Data No**: total number of data points users in each group have
- **Upload No**: total number of uploads that users in each group have triggered
- **Reward**: cumulative reward obtained by users in each group

First, we can see that, with $\gamma = 6001$ ($C_T = 14230$), most upload came from the active users, and with $\gamma = 3.0$ ($C_T = 54006$), every group contributed considerable amount to the upload. Second, when $C_T = 14230$, almost all the groups have improved performance, which suggests that data uploaded by users in groups 80-100 can help improve the performance of other users. However, when $C_T$ increased to 54006, the cumulative reward for the less active groups (10-80) dropped dramatically, while that for the most active groups (80-100) received much less negative impact.

We further investigate the reason behind the observation above by visualizing the relationship among the individual users. Specifically, we use the average feature vector over all the positive items in a user as this user’s embedding vector. Then we use PCA to reduce its dimension from 25 to 2 to plot in a 2-D space, with each point labeled with the user’s group ID. The plot is shown in Figure 5.

We can see that points corresponding to the most active groups (80-100) are centered near the origin, while points for the less active groups are distributed along two nearly orthogonal directions. This provides an intuitive explanation for our observations: data from groups 80-100 can boost the overall performance of most users because they roughly lie in the center of most points; but aggregating data across the less active users (0-80) degrades their own performance, because such users are extremely heterogeneous and distinct from each other.
Figure 5: Visualization of user embedding vector