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#### Abstract

In high dimension, low sample size (HDLSS) settings, distance concentration phenomena affects the performance of several popular classifiers which are based on Euclidean distances. The behaviour of these classifiers in high dimensions is completely governed by the first and second order moments of the underlying class distributions. Moreover, the classifiers become useless for such HDLSS data when the first two moments of the competing distributions are equal, or when the moments do not exist. In this work, we propose robust, computationally efficient and tuning-free classifiers applicable in the HDLSS scenario. As the data dimension increases, these classifiers yield perfect classification if the one-dimensional marginals of the underlying distributions are different. We establish strong theoretical properties for the proposed classifiers in ultrahigh-dimensional settings. Numerical experiments with a wide variety of simulated examples and analysis of real data sets exhibit clear and convincing advantages over existing methods.


## 1 INTRODUCTION

Let us consider a classification problem involving two distribution functions $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ on $\mathbb{R}^{p}$ with $p \geq 1$. Suppose $\mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i p}\right)^{\top}$ and $\mathbf{Y}_{j}=$
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$\left(Y_{j 1}, \ldots, Y_{j p}\right)^{\top}$ are independent and identically distributed (i.i.d.) random vectors following $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$, respectively, for $1 \leq i \leq n_{1}$ and $1 \leq j \leq n_{2}$. Let $\chi=\chi_{1} \cup \chi_{2}$ be the training sample of size $n=n_{1}+n_{2}$, where $\chi_{1}=\left\{\mathbf{X}_{1}, \ldots, \mathbf{X}_{n_{1}}\right\}$ and $\chi_{2}=\left\{\mathbf{Y}_{1}, \ldots, \mathbf{Y}_{n_{2}}\right\}$. We develop classifiers that yield perfect classification under fairly general conditions in high dimension, low sample size (HDLSS) settings, where the sample size $n$ remains fixed, but the dimension $p$ increases. A classifier $\delta$ is said to yield perfect classification in the HDLSS setting if the misclassification probability of $\delta$ goes to 0 as $p \rightarrow \infty$.

In the classical setting, $p$ is fixed and $n \rightarrow \infty$. Information is accumulated as more samples are collected.

In HDLSS settings, $n$ is fixed while $p \rightarrow \infty$. Information is accumulated as more features are measured.

### 1.1 Literature Review

In the HDLSS asymptotic regime, Euclidean distance (ED) based classifiers face some natural drawbacks due to distance concentration (Aggarwal et al., 2001; Francois et al., 2007). To give a mathematical exposition of this fact, let $\boldsymbol{\mu}_{j}$ and $\Sigma_{j}$ denote the mean vector and the covariance matrix of $\mathbf{F}_{j}$ for $j=1,2$. We assume that the following limits exist:

$$
\begin{align*}
& \nu^{2}=\lim _{p \rightarrow \infty} \frac{1}{p}\left\|\boldsymbol{\mu}_{1}-\boldsymbol{\mu}_{2}\right\|^{2} \text { and } \\
& \sigma_{j}^{2}=\lim _{p \rightarrow \infty} \frac{1}{p} \operatorname{tr}\left(\Sigma_{j}\right) \text { for } j=1,2 . \tag{1.1}
\end{align*}
$$

Here, $\|\cdot\|$ denotes the Euclidean norm on $\mathbb{R}^{p}$ and $\operatorname{tr}(M)$ denotes the trace of a $p \times p$ matrix $M$. The constants $\nu^{2}$ and $\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|$ can be interpreted as
asymptotic measures of the difference between locations and scales of $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$, respectively. Hall et al. (2005) studied the consequence of distance concentration on some popular ED based classifiers such as the 1-nearest neighbor (1NN) classifier (Hastie et al., 2009), average distance (AVG) classifier (Chan and Hall, 2009b) and support vector machines (SVM) (Vapnik, 1998). The authors showed that in high dimensions, these methods are incapable of correctly classifying an observation if the location difference between the competing populations gets masked by their difference in scales, i.e., $\nu^{2}<\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|$. Chan and Hall (2009b); Dutta and Ghosh (2016) proposed some improved classifiers that yield perfect classification if $\nu^{2}>0$, or $\sigma_{1}^{2} \neq \sigma_{2}^{2}$. However, these improved methods fail in high dimensions when the competing populations have same location and scale, i.e., $\nu^{2}=0$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$, or when $\nu^{2}, \sigma_{1}^{2}$ and $\sigma_{2}^{2}$ do not exist. The limitations of these methods stem from the fact that they are based on Euclidean distances, and their behavior in the HDLSS asymptotic regime is completely governed by these constants. As a result, ED based classifiers cannot distinguish between populations that do not have differences in their first two moments. On top of that, these classifiers lack robustness since ED is sensitive to outliers. Chan and Hall (2009a) proposed a robust version of the NN classifier for high-dimensional data, but it is applicable to a specific type of two class location problem. Other approaches for classifying high-dimensional data include Globerson and Roweis (2005); Tomašev et al. (2014); Weinberger and Saul (2009). A recent work by Thrampoulidis (2020) discusses the highdimensional behavior of several classifiers, but under Gaussianity of the underlying distributions.

### 1.2 Motivation

Li and Zhang (2020) proposed a method for testing equality of two distributions, where the authors considered a new measure of distance between $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ as defined below:

$$
\tau=\mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)+h\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)-2 h\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right)\right]
$$

Here, $h: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow[-1,1]$ is given by

$$
h(\mathbf{u}, \mathbf{v})=\frac{1}{2 \pi} \sin ^{-1}\left(\frac{1+\mathbf{u}^{\top} \mathbf{v}}{\left[\left(1+\|\mathbf{u}\|^{2}\right)\left(1+\|\mathbf{v}\|^{2}\right)\right]^{\frac{1}{2}}}\right)
$$

for $\mathbf{u}, \mathbf{v} \in \mathbb{R}^{p}$ with $p \geq 1$. The authors showed that for a fixed $p, \tau=0$ iff $\mathbf{F}_{1}=\mathbf{F}_{2}$. This property of $\tau$ is useful for distinguishing one distribution from another, and can be utilized in classification problems
as well. However, a classifier that directly utilizes $\tau$, faces certain challenges in the HDLSS setting.

To motivate the problem, we modify the scaleadjusted average distance (SAVG) classifier (Chan and Hall, 2009b) by simply replacing the squared Euclidean norm $\|\mathbf{u}-\mathbf{v}\|^{2}$ with $h(\mathbf{u}, \mathbf{v})$ defined above. A formal definition of this modified classifier (henceforth, referred to as $\delta_{0}$ ) is given in Section 2, where we also discuss how this classifier uses $\tau$ to classify a test observation.

Let us now consider the following examples:
Example $1 X_{1 k} \stackrel{i . i . d .}{\sim} N(1,1)$ and $Y_{1 k} \stackrel{i . i . d .}{\sim} N(1,2)$,
Example $2 X_{1 k} \stackrel{i . i . d .}{\sim} N(0,3)$ and $Y_{1 k} \stackrel{i . i . d .}{\sim} t_{3}$,
for $1 \leq k \leq p$. Here, $N\left(\mu, \sigma^{2}\right)$ denotes the univariate Gaussian distribution with mean $\mu \in \mathbb{R}$ and standard deviation $\sigma(>0)$, and $t_{\kappa}$ denotes the standard Student's $t$ distribution with $\kappa(>0)$ degrees of freedom. In Figure 1, we compare the performance of the classifier $\delta_{0}$ with some popular classifiers like 1NN, the usual SAVG, SVM with the linear kernel (SVM-LIN) and SVM with the radial basis function (SVM-RBF) kernel. Full details of the simulation study is given in Section 4.


Figure 1: Average Misclassification Rates (along with Standard Errors) of $\delta_{0}$ and Some Popular Classifiers Based on 100 Replications.
In the first example, $\nu^{2}=0$ (since $\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\mathbf{1}_{p}$ ) but $\sigma_{1}^{2}=1$ and $\sigma_{2}^{2}=2$. The classifier $\delta_{0}$ indentifies this difference in scales and yields a moderate performance. Whereas existing classifiers (except SVM-RBF) misclassify $50 \%$ of the observations. SVM-RBF capitalizes on the difference between $\sigma_{1}^{2}$ and $\sigma_{2}^{2}$, and perfectly classifies the test observations as dimension increases. Example 2 poses a more challenging classification problem. Here, we have $\nu^{2}=0\left(\right.$ since $\left.\boldsymbol{\mu}_{1}=\boldsymbol{\mu}_{2}=\mathbf{0}_{p}\right)$ and $\sigma_{1}^{2}=\sigma_{2}^{2}=3$, i.e., there is no difference between either of the location and scale parameters. As a result, the classifier $\delta_{0}$ as well as the existing classifiers fail to correctly classify the test observations. We will revisit these examples again in Sections 3.1.2 and 4.

### 1.3 Our Contribution

In this article, we develop classifiers that are suitable for high dimensional data. The behavior of the proposed classifiers in HDLSS settings do not depend on the existence of the moments. If the onedimensional marginals of the underlying populations are different, then the proposed classifiers are shown to yield perfect classification in the HDLSS setting.

## The proposed classifiers

- are robust,
- computationally fast,
- free from tuning parameters, and
- have strong theoretical properties.

The rest of the article is organized as follows. In Section 2, we propose a classifier and further modify it to achieve improved classification accuracy under specific conditions. Asymptotic properties of the proposed classifiers are studied in Section 3. A theoretical result is presented in Section 3.1.2 to analyze their relative performances. In Section 3.2, we investigate their behavior when both $n$ and $p$ increase. Numerical performance of the proposed classifiers is studied using several simulated data sets in Section 4. We also examine the behavior of our classifiers on some real data sets in Section 5. The article ends with some concluding remarks in Section 6. All proofs and relevant mathematical details are provided in Supplementary A. Additional details of our numerical study, and a link to related $R$ codes can be found in Supplementary B.

## 2 METHODOLOGY

Let us recall the classifier $\delta_{0}$ stated in Section 1.2. Fix $\mathbf{z} \in \mathbb{R}^{p}$. For given random samples $\chi_{1}$ and $\chi_{2}$ with sizes $n_{1}$ and $n_{2}$, respectively, the classifier $\delta_{0}$ is formally defined as
$\delta_{0}(\mathbf{z})=\underset{j \in\{1,2\}}{\arg \min } L_{j}(\mathbf{z})$, where $L_{j}(\mathbf{z})=T_{j j}-2 T_{j}(\mathbf{z})$,
$T_{j j}=\frac{1}{n_{j}\left(n_{j}-1\right)} \sum_{\substack{\mathbf{U}, \mathbf{U}^{\prime} \in \chi_{j}, \mathbf{U} \neq \mathbf{U}^{\prime}}} \sum_{\substack{ \\ }}\left(\mathbf{U}, \mathbf{U}^{\prime}\right)$ and
$T_{j}(\mathbf{z})=\frac{1}{n_{j}} \sum_{\mathbf{U} \in \chi_{j}} h(\mathbf{U}, \mathbf{z})$ for $j=1,2$.
In the previous section, we introduced the constants $\nu^{2}, \sigma_{1}^{2}$ and $\sigma_{2}^{2}$. Now, we define $\nu_{j j^{\prime}}=\lim _{p \rightarrow \infty} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}} / p$ for $j, j^{\prime} \in\{1,2\}$ and further assume the following:
(i) There exists a constant $C_{0}$ such that $\mathrm{E}\left[\left|U_{k}\right|^{4}\right]<$ $C_{0}<\infty$ for all $1 \leq k \leq p$, where $\mathbf{U}=$ $\left(U_{1}, \ldots, U_{p}\right)^{\top} \sim \mathbf{F}_{j}$ for $j=1,2$.
(ii) The constants $\nu_{j j^{\prime}}$ and $\sigma_{j}^{2}$ exist for $j, j^{\prime} \in\{1,2\}$.

Let $\mathbf{U}$ and $\mathbf{V}$ be two independent vectors such that $\mathbf{U} \sim \mathbf{F}_{j}$ and $\mathbf{V} \sim \mathbf{F}_{j^{\prime}}$ for $j, j^{\prime} \in\{1,2\}$. We also assume that the components of the sequence $\left\{U_{k} V_{k}, k \geq 1\right\}$ are weakly dependent. In particular,
(iii) $\sum_{1 \leq k<k^{\prime} \leq p} \sum \operatorname{Corr}\left(U_{k} V_{k}, U_{k^{\prime}} V_{k^{\prime}}\right)=o\left(p^{2}\right)$.

Assumption (iii) is trivially satisfied if the component variables of the underlying populations are independent. It continues to hold with some additional conditions on their dependence structure. For example, (iii) is satisfied when the sequence $\left\{U_{k} V_{k}, k \geq 1\right\}$ has $\rho$-mixing property (Bradley, 2005; Hall et al., 2005). Conditions similar to (iii) are frequently considered in the literature for studying high-dimensional behavior of various statistical procedures (Aoshima et al., 2018).

Lemma 2.1 Suppose assumptions (i)-(iii) are satisfied. For a test observation $\mathbf{Z}$, we define $L(\mathbf{Z})=$ $L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})$.
(a) If $\mathbf{Z} \sim \mathbf{F}_{1}$, then $|L(\mathbf{Z})-\tau| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$.
(b) If $\mathbf{Z} \sim \mathbf{F}_{2}$, then $|L(\mathbf{Z})+\tau| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$.

Lemma 2.1 states that if $\mathbf{Z} \sim \mathbf{F}_{1}$ (respectively, $\mathbf{Z} \sim \mathbf{F}_{2}$ ), then the discriminant corresponding to $\delta_{0}$ converges in probability to $\tau$, a positive (respectively, negative) quantity as $p \rightarrow \infty$. The misclassification probability of a classifier $\delta$ is defined as $\Delta=\pi_{1} \mathrm{P}\left[\delta(\mathbf{Z})=2 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\delta(\mathbf{Z})=1 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]$. Here $\pi_{j}>0$ is the prior probability of $j$-th class for $j=1,2$ with $\pi_{1}+\pi_{2}=1$. Let $\Delta_{0}$ denote the misclassification probability of the classifier $\delta_{0}$. The following theorem shows that the asymptotic behavior of $\delta_{0}$ is governed by the constants $\nu_{j j^{\prime}}$ and $\sigma_{j}^{2}$ for $j, j^{\prime} \in\{1,2\}$ in HDLSS settings.

Theorem 2.2 Suppose that assumptions (i)-(iii) are satisfied, and either of the following two conditions hold:
(a) $\nu_{11}, \nu_{12}$ and $\nu_{22}$ are unequal,
(b) $\nu_{11}=\nu_{12}=\nu_{22} \neq 0$ and $\sigma_{1}^{2} \neq \sigma_{2}^{2}$.

For any $\pi_{1}>0, \Delta_{0} \rightarrow 0$ as $p \rightarrow \infty$.

It follows from Theorem 2.2 that if $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ differ either in their locations and/or scales, then $\Delta_{0}$ converges to 0 as dimension increases. Recall Example 1, and note that condition (b) of Theorem 2.2 is satisfied in this example since $\left|\sigma_{1}^{2}-\sigma_{2}^{2}\right|=1$. In Example 2, both $(a)$ and $(b)$ are violated and Theorem 2.2 fails to hold. This gives us a clear explanation why the classifier $\delta_{0}$ performed well in the first example, but failed in the second one (see Figure 1). We now develop some classifiers whose asymptotic properties are not governed by the constants $\nu_{j j^{\prime}}$, and $\sigma_{j}^{2}$ for $j, j^{\prime} \in\{1,2\}$. The proposed classifiers use differences between the one-dimensional marginals of $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$, and attain perfect classification in high dimensions under fairly general conditions.

### 2.1 A New Measure of Distance

Let $F_{j, k}$ denote the distribution of the random variable $U_{k}$, where $\mathbf{U}=\left(U_{1}, \ldots, U_{p}\right)^{\top} \sim \mathbf{F}_{j}$ for $j=1,2$ and $1 \leq k \leq p$. Suppose that $\mathbf{X}_{1}, \mathbf{X}_{2} \stackrel{i . i . d .}{\sim} \mathbf{F}_{1}$ and $\mathbf{Y}_{1}, \mathbf{Y}_{2} \stackrel{i . i . d .}{\sim} \mathbf{F}_{2}$. Fix $1 \leq k \leq p$ and recall the definition of $\tau$ stated in Section 1.2. The distance between $F_{1, k}$ and $F_{2, k}$ is given by $\tau_{k}=$ $\mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)-2 h\left(X_{1 k}, Y_{1 k}\right)+h\left(Y_{1 k}, Y_{2 k}\right)\right]$. Here, $\tau_{k} \geq 0$ and equality holds iff $F_{1, k}=F_{2, k}$. We denote the average of these distances by $\bar{\tau}_{p}=\sum_{k=1}^{p} \tau_{k} / p$. Clearly, $\bar{\tau}_{p}=0$ iff $\tau_{k}=0$ for all $1 \leq k \leq p$,

$$
\text { i.e., } \bar{\tau}_{p}=0 \text { iff } F_{1, k}=F_{2, k} \text { for all } 1 \leq k \leq p
$$

This property of $\bar{\tau}_{p}$ suggests that it can be used as a measure of separation between $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$. If $F_{1, k} \neq F_{2, k}$ for some $1 \leq k \leq p$, then $\bar{\tau}_{p}$ is strictly positive. This is the fundamental idea that we will use in constructing a new classifier.
Recall the definition of $h$ given in Section 1.2, and consider

$$
\begin{equation*}
\bar{h}_{p}(\mathbf{u}, \mathbf{v})=\frac{1}{p} \sum_{k=1}^{p} h\left(u_{k}, v_{k}\right) \text { for } \mathbf{u}, \mathbf{v} \in \mathbb{R}^{p} \tag{2.2}
\end{equation*}
$$

Using (2.2), we re-write the definition of $\bar{\tau}_{p}$ as

$$
\bar{\tau}_{p}=\mathrm{E}\left[\bar{h}_{p}\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)-2 \bar{h}_{p}\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right)+\bar{h}_{p}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)\right]
$$

Let $\bar{\tau}_{p}(1,1), \bar{\tau}_{p}(1,2)\left(=\bar{\tau}_{p}(2,1)\right)$ and $\bar{\tau}_{p}(2,2)$ denote the quantities $\mathrm{E}\left[\bar{h}_{p}\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right], \mathrm{E}\left[\bar{h}_{p}\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right)\right]$ and $\mathrm{E}\left[\bar{h}_{p}\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)\right.$, respectively. Observe that

$$
\begin{equation*}
\bar{\tau}_{p}=\bar{\tau}_{p}(1,1)-2 \bar{\tau}_{p}(1,2)+\bar{\tau}_{p}(2,2) \tag{2.3}
\end{equation*}
$$

Fix $\mathbf{z} \in \mathbb{R}^{p}$. Define the following:

$$
\bar{T}_{j j}=\frac{1}{n_{j}\left(n_{j}-1\right)} \sum_{\substack{\mathbf{U}, \mathbf{U}^{\prime} \in \chi_{j} \\ \mathbf{U} \neq \mathbf{U}^{\prime}}} \sum_{p}\left(\mathbf{U}, \mathbf{U}^{\prime}\right)
$$

$$
\begin{align*}
& \bar{T}_{j}(\mathbf{z})=\frac{1}{n_{j}} \sum_{\mathbf{U} \in \chi_{j}} \bar{h}_{p}(\mathbf{U}, \mathbf{z}) \\
& \bar{L}_{j}(\mathbf{z})=\bar{T}_{j j}-2 \bar{T}_{j}(\mathbf{z}) \text { for } j=1,2 \\
& \text { and } \bar{L}(\mathbf{z})=\bar{L}_{2}(\mathbf{z})-\bar{L}_{1}(\mathbf{z}) \tag{2.4}
\end{align*}
$$

It follows from the above definitions that

$$
\begin{align*}
& \mathrm{E}\left[\bar{T}_{j}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right]=\bar{\tau}_{p}\left(j, j^{\prime}\right) \text { and } \\
& \mathrm{E}\left[\bar{T}_{j j}\right]=\bar{\tau}_{p}(j, j) \text { for } j, j^{\prime} \in\{1,2\} . \tag{2.5}
\end{align*}
$$

Consequently, we obtain

$$
\begin{align*}
& \mathrm{E}\left[\bar{L}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]=\bar{\tau}_{p} \geq 0 \text { and } \\
& \mathrm{E}\left[\bar{L}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]=-\bar{\tau}_{p} \leq 0 \tag{2.6}
\end{align*}
$$

It is clear from this equation that $\mathrm{E}[\bar{L}(\mathbf{Z})]$ indicates whether a test observation $\mathbf{Z}$ belongs to the first, or the second class. This key observation motivates us to use $\bar{L}(\mathbf{Z})$ as the discriminant of our classifier.

### 2.1.1 A Classifier Based on $\bar{\tau}_{p}$

Using (2.6), we propose the following classifier:

$$
\delta_{1}(\mathbf{z})= \begin{cases}1, & \text { if } \bar{L}(\mathbf{z})>0  \tag{2.7}\\ 2, & \text { otherwise }\end{cases}
$$

The classifier $\delta_{1}$ can also be expressed as $\arg \min _{j \in\{1,2\}} \bar{L}_{j}(\mathbf{z})$. For given random samples $\chi_{1}, \ldots, \chi_{J}$ (with $J>2$ ), we define $\delta_{1}(\mathbf{z})=\arg \min _{1 \leq j \leq J} \bar{L}_{j}(\mathbf{z})$, where $\bar{L}_{j}(\mathbf{z}), \bar{T}_{j}(\mathbf{z})$ and $\bar{T}_{j j}$ are as defined in (2.4) for $1 \leq j \leq J$. The misclassification probability of $\delta_{1}$ is denoted by $\Delta_{1}$.

### 2.2 Limitations of Using $\bar{\tau}_{p}$

To classify a test point, the classifier $\delta_{1}$ leverages on the quantity $\bar{\tau}_{p}$, the average of distances between $F_{1, k}$ and $F_{2, k}$ for $1 \leq k \leq p$. However, $\bar{\tau}_{p}$ has some limitations. Recall that

$$
\begin{aligned}
\bar{\tau}_{p} & =\bar{\tau}_{p}(1,1)-2 \bar{\tau}_{p}(1,2)+\bar{\tau}_{p}(2,2) \\
& =\left\{\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(1,2)\right\}+\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,2)\right\}
\end{aligned}
$$

Since $\bar{\tau}_{p} \geq 0$, we always have $\bar{\tau}_{p}(1,2) \leq\left\{\bar{\tau}_{p}(1,1)+\right.$ $\left.\bar{\tau}_{p}(2,2)\right\} / 2$. Without loss of generality, let us assume that $\bar{\tau}_{p}(1,1)<\bar{\tau}_{p}(2,2)$. If $\bar{\tau}_{p}(1,2)$ lies between $\bar{\tau}_{p}(1,1)$ and $\bar{\tau}_{p}(2,2)$, i.e., $\bar{\tau}_{p}(1,1)<\bar{\tau}_{p}(1,2)<$ $\bar{\tau}_{p}(2,2)$, then $\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(1,2)<0$ and $\bar{\tau}_{p}(2,2)-$ $\bar{\tau}_{p}(1,2)>0$. Adding them up may cancel each other. As a result, $\bar{\tau}_{p}$ may not fully capture the difference between $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$. One way to rectify this problem is to square the two quantities before adding them up. Define

$$
\bar{\psi}_{p}=\left\{\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(1,2)\right\}^{2}+\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,2)\right\}^{2} .
$$

It is easy to check that $\bar{\psi}_{p}=0$ iff $F_{1, k}=$ $F_{2, k}$ for all $1 \leq k \leq p$. Hence, $\bar{\psi}_{p}$ can also be viewed as a measure of separation between $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$. This new measure can also be expressed as

$$
\begin{equation*}
\bar{\psi}_{p}=\frac{1}{2}\left[\bar{\tau}_{p}^{2}+\left\{\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(2,2)\right\}^{2}\right] . \tag{2.8}
\end{equation*}
$$

Observe that if $\bar{\tau}_{p}(1,2)$ lies between $\bar{\tau}_{p}(1,1)$ and $\bar{\tau}_{p}(2,2)$, then $\left|\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(2,2)\right|>\bar{\tau}_{p}$. As a result,
$\bar{\psi}_{p}=\frac{1}{2}\left[\bar{\tau}_{p}^{2}+\left\{\bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(2,2)\right\}^{2}\right]>\frac{1}{2}\left[\bar{\tau}_{p}^{2}+\bar{\tau}_{p}^{2}\right]=\bar{\tau}_{p}^{2}$.
On the other hand, if $\bar{\tau}_{p}(1,2)$ is smaller than both $\bar{\tau}_{p}(1,1)$ and $\bar{\tau}_{p}(2,2)$, then $\bar{\psi}_{p}<\bar{\tau}_{p}^{2}$. If $\bar{\psi}_{p}>\bar{\tau}_{p}^{2}$, then $\bar{\psi}_{p}$ is a better choice than $\bar{\tau}_{p}$ in terms of measuring separation between two distributions. In general, if the underlying distributions $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ are such that $\bar{\tau}_{p}(1,2)>\min \left\{\bar{\tau}_{p}(1,1), \bar{\tau}_{p}(2,2)\right\}$, then a classifier that utilizes $\bar{\psi}_{p}$ is shown to have better classification accuracy than the classifier $\delta_{1}$ (see Section 3.1.2 for more details). The modification proposed in (2.8) is similar to what Biswas and Ghosh (2014) had suggested for improving the power of some energy based tests for HDLSS data.

### 2.2.1 A Classifier Based on $\bar{\psi}_{p}$

We now develop a classifier that leverages the amplified measure of dissimilarity $\bar{\psi}_{p}$. First, we estimate $\bar{\tau}_{p}(1,2)$ as follows:

$$
\begin{equation*}
\bar{T}_{12}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \bar{h}_{p}\left(\mathbf{X}_{i}, \mathbf{Y}_{j}\right) \tag{2.9}
\end{equation*}
$$

$\operatorname{Fix} \mathbf{z} \in \mathbb{R}^{p}$. Define

$$
\begin{align*}
\bar{\theta}(\mathbf{z}) & =\frac{1}{2}\left\{\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right\}\left\{\bar{L}_{2}(\mathbf{z})-\bar{L}_{1}(\mathbf{z})\right\} \\
& +\frac{1}{2}\left\{\bar{T}_{22}-\bar{T}_{11}\right\}\left\{\bar{L}_{2}(\mathbf{z})+\bar{L}_{1}(\mathbf{z})+2 \bar{T}_{12}\right\} . \tag{2.10}
\end{align*}
$$

We will prove that $|\bar{\theta}(\mathbf{Z})|$ is a consistent estimator of $\bar{\psi}_{p}$, where $\mathbf{Z}$ is a test observation. In particular, $\bar{\theta}(\mathbf{Z})$ converges in probability to $\bar{\psi}_{p}$ as $p \rightarrow \infty$ if $\mathbf{Z} \sim$ $\mathbf{F}_{1}$, and to $-\bar{\psi}_{p}$ if $\mathbf{Z} \sim \mathbf{F}_{2}$ (see Lemma 3.1). This motivates us to construct the following classifier:

$$
\delta_{2}(\mathbf{z})= \begin{cases}1, & \text { if } \bar{\theta}(\mathbf{z})>0  \tag{2.11}\\ 2, & \text { otherwise }\end{cases}
$$

Let $\Delta_{2}$ denote the misclassfication probability of the classifier $\delta_{2}$. Unlike $\delta_{1}$, the classifier $\delta_{2}$ cannot be readily extended to deal with $J$ class problems when $J>2$. For multi-class problems, we implement the idea of 'majority voting' (Friedman et al., 2001).

Examples 1 and 2 establish the advantage of using $\delta_{2}$ over $\delta_{1}$. In Figure 2, we see that $\delta_{2}$ has substantial improvement over $\delta_{1}$ in terms of misclassfication probability. This improvement stems from the fact


Figure 2: Average Misclassification Rates (along with Standard Errors) of the Proposed Classifiers Are Plotted Based on 100 Replications.
that $\bar{T}_{12}$ lies between $\bar{T}_{11}$ and $\bar{T}_{22}$ in both examples (see Table 2 in Supplementary B). A theoretical result on the relative performance of these two classifiers is presented in Section 3.1.2.

## 3 ASYMPTOTIC PROPERTIES

In HDLSS settings, $n$ is fixed and $p \rightarrow \infty$, whereas in the ultrahigh-dimensional setting, $p$ grows simulatenously with $n$. The behavior of the classifiers $\delta_{1}$ and $\delta_{2}$ is investigated in both aymptotic regimes. We first show that the classifiers yield perfect classification in HDLSS settings under fairly general conditions.

### 3.1 Asymptotic Behavior in HDLSS Settings

Suppose $\mathbf{U}$ and $\mathbf{V}$ are two independent vectors such that $\mathbf{U}=\left(U_{1}, \ldots, U_{p}\right)^{\top} \sim \mathbf{F}_{j}$ and $\mathbf{V}=$ $\left(V_{1}, \ldots, V_{p}\right)^{\top} \sim \mathbf{F}_{j^{\prime}}$ for $j, j^{\prime} \in\{1,2\}$. We assume that the component variables are weakly dependent. In particular, we assume

A1. $\sum_{1 \leq k<k^{\prime} \leq p} \sum_{\operatorname{Corr}}\left(h\left(U_{k}, V_{k}\right), h\left(U_{k^{\prime}}, V_{k^{\prime}}\right)\right)=o\left(p^{2}\right)$,
where $h$ is defined in Section 1.2. Assumption A1 is trivially satisfied if the component variables of the underlying distributions are independently distributed and it continues to hold when the components have weak dependence among them. For example, A1 is satisfied when the sequence $\left\{h\left(U_{k}, V_{k}\right), k \geq 1\right\}$ has $\rho$-mixing property. Note that if the sequences $\left\{U_{k}, k \geq 1\right\}$ and $\left\{V_{k}, k \geq 1\right\}$
have $\rho$-mixing property, then $\left\{h\left(U_{k}, V_{k}\right), k \geq 1\right\}$ has $\rho$-mixing property for every measurable function $h$ (see Theorem 6.6-II of Bradley (2007)).

Recall assumption (iii) introduced in Section 2. Both (iii) and A1 require the component variables to be weakly dependent. However, A1 is weaker between the two since, unlike (iii), it does not require existence of the first and second order moments. Observe that the function $h$ is bounded. Thus, assumption A1 holds even if the underlying distributions are heavy-tailed.

Lemma 3.1 If A1 is satisfied, then for a test observation $\mathbf{Z}$, we have
(a) If $\mathbf{Z} \sim \mathbf{F}_{1}$, then $\left|\bar{L}(\mathbf{Z})-\bar{\tau}_{p}\right| \xrightarrow{\mathrm{P}} 0$ and

$$
\left|\bar{\theta}(\mathbf{Z})-\bar{\psi}_{p}\right| \xrightarrow{\mathrm{P}} 0 \text { as } p \rightarrow \infty
$$

(b) If $\mathbf{Z} \sim \mathbf{F}_{2}$, then $\left|\bar{L}(\mathbf{Z})+\bar{\tau}_{p}\right| \xrightarrow{\mathrm{P}} 0$ and $\left|\bar{\theta}(\mathbf{Z})+\bar{\psi}_{p}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$.

This lemma shows that assumption A1 is sufficient for convergence of the discriminants $\bar{L}(\mathbf{Z})$ and $\bar{\theta}(\mathbf{Z})$. Similar results on distance concentration can be derived for independently distributed sub-Gaussian components (see Theorem 3.1.1 of Vershynin (2018) for further details). Lemma 3.1 is stronger than existing results in the sense that it holds even when the components are not necessarily independent, or sub-Gaussian.
Lemma 3.1 states that both the discriminants converge in probability to a non-negative value if $\mathbf{Z} \sim$ $\mathbf{F}_{1}$, while they converge in probability to a value which is not positive when $\mathbf{Z} \sim \mathbf{F}_{2}$. Now, we expect $\delta_{1}$ and $\delta_{2}$ to yield good performance if $\bar{\tau}_{p}$ and $\bar{\psi}_{p}$ do not vanish with increasing dimension. Clearly, $\bar{\tau}_{p}=\bar{\psi}_{p}=0$ iff $F_{1, k}=F_{2, k}$ for all $1 \leq k \leq p$. Hence, it is reasonable to assume the following:

## A2. $\liminf _{p} \bar{\tau}_{p}>0$.

A2 implies that the separation between $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ is asymptotically non-negligible. Observe that this assumption is satisfied if the component variables of $\mathbf{U} \sim \mathbf{F}_{j}$ are identically distributed for $j=1,2$. In this case, $\tau_{k}=\tau_{1}>0$ for all $k \geq 1$, making $\bar{\tau}_{p}\left(=\tau_{1}\right)$ free of $p$. It follows from the definition of $\bar{\psi}_{p}$ in (2.8) that A2 also implies $\lim \inf _{p} \bar{\psi}_{p}>0$.

### 3.1.1 Asymptotic Properties of $\delta_{1}$ and $\delta_{2}$ in HDLSS Settings

We now discuss the behavior of the classifiers $\delta_{1}$ and $\delta_{2}$ in HDLSS settings. We show that under fairly general conditions, the proposed classifiers $\delta_{1}$ and $\delta_{2}$ perfectly classify a test observation as the dimension increases.

Theorem 3.2 If A 1 and A 2 are satisfied, then for any $\pi_{1}>0$,
(a) $\Delta_{1} \rightarrow 0$ as $p \rightarrow \infty$, and
(b) $\Delta_{2} \rightarrow 0$ as $p \rightarrow \infty$.

Observe that the asymptotic behavior of the classifiers are no longer governed by the constants $\nu_{j j^{\prime}}$ and $\sigma_{j}^{2}$ for $j, j^{\prime} \in\{1,2\}$. In fact, their behavior do not depend on the existence of moments. In this sense, the classifiers $\delta_{1}$ and $\delta_{2}$ are robust.

Asymptotic behavior of the proposed classifiers is free of moment conditions.

The classifiers yield perfect classificaton under quite weak conditions.

One should observe that assumptions A1 and A2 are fairly general, and Theorem 3.2 is stronger than what currently exists in the literature.

### 3.1.2 Comparison Between $\delta_{1}$ and $\delta_{2}$

It is clear from Theorem 3.2 that both the classifiers yield perfect classification under the same set of assumptions. The next result provides a set of sufficient conditions under which one classifier performs better than the other.
First, let us consider the following assumption:
A3. There exists a $p_{0} \in \mathbb{N}$ such that $\bar{\tau}_{p}(1,2)>$ $\min \left\{\bar{\tau}_{p}(1,1), \bar{\tau}_{p}(2,2)\right\}$ for all $p \geq p_{0}$.

If assumption A3 is satisfied, then either $\bar{\tau}_{p}(1,1)-$ $\bar{\tau}_{p}(1,2)$ or $\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,2)$ is positive, while the other one is negative. So, $\bar{\tau}_{p}$ may take a small value (recall the discussion in Section 2.2). The next result suggests that under such circumstances, $\delta_{2}$ leads to an improve performance over $\delta_{1}$.

Theorem 3.3 If assumptions (A1) - (A3) are satisfied, then there exists an integer $p_{0}^{\prime}$ such that

$$
\Delta_{2} \leq \Delta_{1} \text { for all } p \geq p_{0}^{\prime}
$$

If the inequality stated in assumption A 3 is inverted, then the ordering of $\Delta_{1}$ and $\Delta_{2}$ in Theorem 3.3 is reversed. Note that $\bar{T}_{11}, \bar{T}_{12}$ and $\bar{T}_{22}$ are unbiased estimators of $\bar{\tau}_{p}(1,1), \bar{\tau}_{p}(1,2)$ and $\bar{\tau}_{p}(2,2)$, respectively (see (2.5)). We now use these estimators to explain the relative performance of the proposed classifiers. In Examples 1 and 2, $\bar{T}_{12}$ lies in between $\bar{T}_{11}$ and $\bar{T}_{22}$ (see Table 2 in Supplementary B). Following Theorem 3.3, we expect $\Delta_{2}$ to be smaller than $\Delta_{1}$ in these examples. Figure 2 shows that the estimated misclassfication probability of the classifier $\delta_{2}$ is indeed smaller than that of $\delta_{1}$ in both examples.

### 3.2 Asymptotic Properties of $\delta_{1}$ and $\delta_{2}$ for Increasing Sample Size

In this section, we assess the performance of our classifiers in the ultrahigh-dimensional asymptotic regime, when the dimension $p\left(\equiv p_{n}\right)$ is allowed to grow with $n$ (in non-polynomial order). In particular, we assume the following:

A4. There exists $\beta \geq 0$ such that $\log p_{n}=O\left(n^{\beta}\right)$.
Recall that in the classical asymptotic regime, $p$ is fixed and $n \rightarrow \infty$. Therefore, the classical setting is a special case of the ultrahigh-dimensional regime with $\beta=0$. Also, assume that $\lim _{n \rightarrow \infty} n_{1} / n=\pi_{1}$.

We first present the 'oracle' versions of our classiifiers when $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ are known. Fix $\mathbf{z} \in \mathbb{R}^{p}$. The 'oracle' version of $\delta_{1}$ is defined as follows:

$$
\delta_{1}^{0}(\mathbf{z})= \begin{cases}1, & \text { if } \bar{L}^{0}(\mathbf{z})>0  \tag{3.1}\\ 2, & \text { otherwise }\end{cases}
$$

where $\bar{L}^{0}(\mathbf{z})=\bar{L}_{2}^{0}(\mathbf{z})-\bar{L}_{1}^{0}(\mathbf{z})$, with $\bar{L}_{j}^{0}(\mathbf{z})=\bar{\tau}_{p}(j, j)-$ $2 \mathrm{E}\left[\bar{h}_{p}(\mathbf{U}, \mathbf{z})\right]$ for $\mathbf{U} \sim \mathbf{F}_{j}$ and $j=1,2$. Similarly, we define $\delta_{2}^{0}$, the 'oracle' version of $\delta_{2}$ as follows:

$$
\delta_{2}^{0}(\mathbf{z})= \begin{cases}1, & \text { if } \bar{\theta}^{0}(\mathbf{z})>0  \tag{3.2}\\ 2, & \text { otherwise }\end{cases}
$$

where $2 \bar{\theta}^{0}(\mathbf{z})=\bar{\tau}_{p} \bar{L}^{0}(\mathbf{z})+\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\} \times$ $\left\{\bar{L}_{2}^{0}(\mathbf{z})+\bar{L}_{1}^{0}(\mathbf{z})+2 \bar{\tau}_{p}(1,2)\right\}$. Note that $\bar{L}(\mathbf{z})$ and $\bar{\theta}(\mathbf{z})$ (defined in (2.4) and (2.10)) are in fact estimators of $\bar{L}^{0}(\mathbf{z})$ and $\bar{\theta}^{0}(\mathbf{z})$, respectively.
Let $\Delta_{j}^{0}$ denote the misclassification probability of the classifier $\delta_{j}^{0}$ for $j=1,2$. In this section, we derive an upper bound on the difference $\Delta_{j}-\Delta_{j}^{0}$ for $j=1,2$. Furthermore, we show that in the classical setting (i.e., $p$ is fixed), if the competing distributions are absolutely continuous, then $\Delta_{j}-\Delta_{j}^{0}$ converges to 0 for $j=1,2$ as $n \rightarrow \infty$. We first look into convergence results for the discriminants $\bar{L}(\mathbf{z})$ and $\bar{\theta}(\mathbf{z})$.

Lemma 3.4 Suppose assumption A4 is satisfied for some $0 \leq \beta<1$. For any $\pi_{1}>0$ and $0<\gamma<$ $(1-\beta) / 2$, there exist positive constants $B_{0}$ and $B_{1}$ such that
(a) $\mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \leq O\left(e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)$,
(b) $\mathrm{P}\left[\left|\bar{\theta}(\mathbf{z})-\bar{\theta}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \leq O\left(e^{-B_{1}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)$
for all $\mathbf{z} \in \mathbb{R}^{p}$.
Since $1-2 \gamma>\beta$, we have $e^{-\left\{n^{1-2 \gamma}-n^{\beta}\right\}} \rightarrow 0$ as $n \rightarrow \infty$. The above result shows that $\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|$ and $\left|\bar{\theta}(\mathbf{z})-\bar{\theta}^{0}(\mathbf{z})\right|$ converge to 0 at an exponential rate as $n$ increases. Using Lemma 3.4, we have the next result.

Theorem 3.5 Suppose assumption A4 is satisfied for some $0 \leq \beta<1$. For any $\pi_{1}>0$ and $0<\gamma<$ $(1-\beta) / 2$, there exist positive constants $B_{0}$ and $B_{1}$ such that
(a) $\Delta_{1}-\Delta_{1}^{0}$

$$
\leq O\left(e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)+P\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]
$$

(b) $\Delta_{2}-\Delta_{2}^{0}$ $\leq O\left(e^{-B_{1}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)+P\left[\left|\bar{\theta}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$.

Clearly, $e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}$ and $e^{-B_{1}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}$ converge to 0 as $n \rightarrow \infty$ for all $0<\gamma<(1-\beta) / 2$. Additionally, if $\mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ and $\mathrm{P}\left[\left|\bar{\theta}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ go to 0 , then Theorem 3.5 suggests that $\Delta_{j}-\Delta_{j}^{0} \rightarrow 0$ as $n \rightarrow \infty$ for $j=1,2$. Consider the classical setting when $p$ is fixed (i.e., $\beta=0$ ). If $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$ are absolutely continuous, then $\mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ and $\mathrm{P}\left[\left|\bar{\theta}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ go to 0 as $n \rightarrow \infty$. Suppose, A4 is satisfied for $\beta>0$, i.e., $p$ grows with $n$. One can prove that if assumptions A1 and A2 are satisfied, then $\mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ and $\mathrm{P}\left[\left|\bar{\theta}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]$ go to 0 as $\min \left\{n, p_{n}\right\} \rightarrow \infty$. Moreover, $\Delta_{1}^{0}$ and $\Delta_{2}^{0}$ decay to 0 under the same set of conditions. As a result, $\Delta_{j} \rightarrow 0$ as $\min \left\{n, p_{n}\right\} \rightarrow \infty$ for $j=1,2$. The mathematical arguments for proving this convergence are quite similar to that of the proof of Theorem 3.2.

### 3.3 Computational Complexity

Computing $\bar{T}_{j j^{\prime}}$ and $\bar{T}_{j}(\mathbf{z})$ for $\mathbf{z} \in \mathbb{R}^{p}$ requires $O\left(n^{2} p\right)$ and $O(n p)$ operations, respectively, for $j, j^{\prime} \in\{1,2\}$. Thus, the overall complexity of classifying an observation using $\delta_{1}$ and $\delta_{2}$ is $O\left(n^{2} p\right)$. Clearly, the complexity scales linearly with $p$. This makes the methods advantageous when the classification problem is particularly high-dimensional. The average time taken by these classifiers to classify a test observation is reported in Table 2 of Supplementary B.

## 4 SIMULATION STUDY

In this section, we analyze some simulated data sets to compare the classifiers $\delta_{0}, \delta_{1}$ and $\delta_{2}$ with some popular classifiers like GLMNET (Hastie et al., 2009), the usual 1NN, NN based on the random projection method (NN-RAND) (Deegalla and Bostrom, 2006), neural networks (NNET) (Bishop, 1995), SVM-LIN and SVM-RBF. All numerical exercises are performed on an Intel Xeon Gold 6140 CPU (2.30GHz, 2295 Mhz ) using the statistical software R. Details about the packages used and parameters related to implementation of the popular classifiers are provided in Supplementary B.

Recall Examples 1 and 2 introduced in Section 1. Three more examples are considered to compare the performances of these classifiers.
Example $3 X_{1 k} \stackrel{i . i . d .}{\sim} C(0,1)$ and $Y_{1 k} \stackrel{i . i . d .}{\sim} C(1,1)$,
Example $4 X_{1 k} \stackrel{i . i . d .}{\sim} C(0,1)$ and $Y_{1 k} \stackrel{i . i . d .}{\sim} C(0,2)$,
Example $5 X_{1 k} \stackrel{i . i . d .}{\sim} \operatorname{Par}(1,1)$ and $Y_{1 k} \stackrel{i . i . d .}{\sim}$ $\operatorname{Par}(1.25,1)$,
for $1 \leq k \leq p$. Here, $C(\mu, \sigma)$ denotes the Cauchy distribution with location $\mu \in \mathbb{R}$ and scale $\sigma>0$, while $\operatorname{Par}(\theta, s)$ denotes the Pareto distribution with $\theta>0$ and scale $s>0$.
Examples 3, 4 and 5 correspond to a location, scale and location-scale problem, respectively. All three examples involve heavy-tailed distributions. In each example, we simulated data for $p=50,100,250$, 500 and 1000. The training sample was formed with 20 observations from each class and a test set of size 200 (100 from each class) was used. This process was repeated 100 times to estimate the misclassification probabilities, which are reported in Table 4 of Supplementary A along with their standard errors.

The performance of $\delta_{0}$ in Examples 1 and 2 was already discussed in Section 2. Figure 3 shows that $\delta_{0}$ fails miserably in Examples 3-5. Observe that assumption (iii) is violated for these examples since the competing distributions are heavy-tailed. Consequently, Theorem 2.2 fails to hold and we observe poor performance of $\delta_{0}$ in these examples.
The classifiers $\delta_{1}$ and $\delta_{2}$ lead to promising results in all examples. Assumption A1 is satisfied in these examples since the component variables are independently distributed. Also, the marginals are identical, i.e., $F_{1, k}=F_{1,1}$ and $F_{2, k}=F_{2,1}$ for all $1 \leq k \leq p$. Thus, $\bar{\tau}_{p}\left(=\tau_{1}>0\right)$ is free of $p$. Hence, A2 is satisfied and Theorem 3.2 holds for all the examples.

Figure 3 shows that the misclassification probability of $\delta_{2}$ is smaller than that of $\delta_{1}$ in Examples 1, 2, 4 and 5. Whereas, $\delta_{1}$ outperformed $\delta_{2}$ in Example 3. Recall that the relative performance of these classifiers is goverened by the ordering among $\bar{T}_{11}, \bar{T}_{12}$, and $\bar{T}_{22}$ (see the discussion in Section 3.1.2). We observed that $\bar{T}_{12}<\min \left\{\bar{T}_{11}, \bar{T}_{22}\right\}$ in Example 3 while $\bar{T}_{12}>\min \left\{\bar{T}_{11}, \bar{T}_{22}\right\}$ in the other examples (see Table 2 of Supplementary B). These numerical findings are consistent with our claim in Theorem 3.3.

In general, all the popular classifiers exhibited poor performance (except for a few instances). In Example 1, only SVM-RBF identified the difference between scales of the competing populations and yielded perfect classification. The rest of the methods failed miserably and misclassified nearly $50 \%$ of the test observations. In Example 2, none of the classifiers had satisfactory results since in HDLSS settings, they are unable to discriminate between populations with same location and scale. In Examples 3-5, the competing distributions are heavytailed and we observe deteriorating performances of all the popular classifiers.


Figure 3: Average Misclassification Rates (along with Standard Errors) Based on 100 Repetitions for Different Classifiers Are Plotted for Fixed $n(=40)$ and Increasing Values of $p$.

## 5 REAL DATA ANALYSIS

We study the performance of the proposed classifiers in two real data sets, namely, Computers and SmoothSubspace available at the UCR Time Series Archive (see Dau et al., 2018). These data sets have fixed training and test sets. For our analysis, we combined the training and test data. We randomly selected $50 \%$ of the observations from the combined set to form a new set of training observations, while keeping the proportions of observations from different classes consistent. The remaining observations were considered as the test set. This procedure was repeated 100 times to obtain stable estimates of the misclassification probabilities.

The Computers (say, Comp) data contains readings on electricity consumption from households in UK, sampled in two-minute intervals over a month. Each observation is of length 720 making the data highdimensional. Classes are 'Desktop' and 'Laptop' with 250 (125 training and 125 test) samples in each. From Table 1, we observe that $\delta_{0}$ performed quite poorly, misclassifying almost half of the test observations. The mislassification probability of $\delta_{2}$ is smaller than that of $\delta_{1}$ in this data. To understand the relative performance of the classifiers $\delta_{1}$ and $\delta_{2}$, we computed $\bar{T}_{11}=0.972, \bar{T}_{12}=1.043$, and $\bar{T}_{22}=1.155$. Observe that $\bar{T}_{12}$ lies in between $\bar{T}_{11}$ and $\bar{T}_{22}$. As discussed in Section 3.1.2, this relationship among $\bar{T}_{11}, \bar{T}_{12}$ and $\bar{T}_{22}$ explains the superior performance of $\delta_{2}$ over $\delta_{1}$. In fact, $\delta_{2}$ outperformed all the classifiers. The regularized classifier GLMNET secured the third position with a competitive performance. It was closely followed by SVM-RBF, whereas 1NN, NNRAND, NNET and SVM-LIN misclassified more than $40 \%$ of the observations.

The second data set SmoothSubspace (say, SSub) is about testing the ability of a clustering algorithm to extract smooth subspaces for clustering time series data. This data set has 3 classes with 100 (50 train and 50 test) observations each. The observations have dimension 15 . We observe in Table 1 that the classifier $\delta_{0}$ misclassified more than $18 \%$ of the test observations. It also perfromed the worst among all the classifiers. $\delta_{1}$ yielded the lowest misclassfication rate, while $\delta_{2}$ had the second best performance. We computed $\bar{T}_{11}=1.384, \bar{T}_{22}=1.378$, $\bar{T}_{33}=1.386, \bar{T}_{12}=1.340, \bar{T}_{13}=1.326$, and $\bar{T}_{23}=$ 1.314. Observe that $\bar{T}_{j j^{\prime}}<\min \left\{\bar{T}_{j j}, \bar{T}_{j^{\prime} j^{\prime}}\right\}$ for all $j \neq j^{\prime}$. These inequalities justify why the classifier $\delta_{1}$ outperformed $\delta_{2}$ in this data set. Among the existing methods, NNET had the worst classfication accuracy. The linear classifiers GLMNET
and SVM-LIN also performed very poorly, while non-linear classifiers like 1NN, NNRAND and SVMRBF yielded improved misclassfication rates. In particular, SVM-RBF yielded the lowest misclassification rate among the popular classifiers, closely followed by NN-RAND. However, their misclassification probabilities are six times worse than that of $\delta_{1}$.

Table 1: Average Misclassification Rates of Classifiers (in \%) with Standard Errors in Parentheses

| Data | $\delta_{0}$ | $\delta_{1}$ | $\delta_{2}$ | GLM | 1NN | NN | NNet | SVM | SVM |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | NET |  | RAND |  | LIN | RBF |
| Comp | 47.09 | 36.40 | $\mathbf{3 5 . 4 7}$ | 39.10 | 42.67 | 42.04 | 46.80 | 46.16 | 39.95 |
| $J=2$ | $(0.24)$ | $(0.22)$ | $(0.21)$ | $(0.24)$ | $(0.28)$ | $(0.27)$ | $(0.28)$ | $(0.34)$ | $(0.27)$ |
| SSub | 18.15 | $\mathbf{1 . 0 5}$ | 1.33 | 13.35 | 8.71 | 7.09 | 16.19 | 10.79 | 6.35 |
| $J=3$ | $(0.27)$ | $(0.06)$ | $(0.08)$ | $(0.28)$ | $(0.20)$ | $(0.22)$ | $(0.44)$ | $(0.28)$ | $(0.19)$ |

## 6 CONCLUDING REMARKS

In this article, we have developed some classifiers that utilize the difference between one-dimensional marginals of the underlying distributions to classify new data points. We have proved that the misclassification probability of these classifiers go to zero (i.e., perfect classification) in the HDLSS asymptotic regime under very general conditions. The proposed classifiers also have strong theoretical properties in ultrahigh-dimensional settings. They yield perfect classification even when the competing distributions are heavy-tailed. Furthermore, the proposed methods are free from tuning parameters. Using several simulated and real data sets, we have demonstrated promising performance of our classifiers.

Suppose that the underlying distributions have identical one-dimensional marginals, and discriminatory information comes from joint distributions of the components. Under such circumstances, discriminants of the proposed classifiers need to be modified in a way such that they capture this difference between joint distributions (see Roy et al. (2022)).

Another aspect is handling the sparse signal setting. In our theoretical investigations, assumption A2 corresponds to the case when the number of components carrying discriminatory information scales as $p$. This assumption can be relaxed further. In particular, if the variables are weakly dependent, then Theorem 3.2 continues to hold if the number of informative components scales as $p^{\alpha}$ (for some $1 / 2<\alpha \leq 1$ ). However, in practice, one whould be interested in capturing sparsity in a data dependent way and modify the classifier accordingly. This is a topic of future research.
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## Supplementary Material:

On Some Fast And Robust Classifiers For High Dimension, Low Sample Size Data

## A MATHEMATICAL DETAILS AND PROOFS

We will use the following definitions in our proofs presented below.

1. $a_{n}=o\left(b_{n}\right)$ as $n \rightarrow \infty$ implies that for every $\epsilon>0$ there exists an $N \in \mathbb{N}$ such that $\left|a_{n} / b_{n}\right|<\epsilon$ for all $n \geq N$.
2. $a_{n}=O\left(b_{n}\right)$ as $n \rightarrow \infty$ implies that there exist $M>0$ and $N \in \mathbb{N}$ such that $\left|a_{n} / b_{n}\right|<M$ for all $n \geq N$.

Lemma A. 1 Suppose $\mathbf{U} \sim \mathbf{F}_{j}$ and $\mathbf{V} \sim \mathbf{F}_{j^{\prime}}$ for $j, j^{\prime} \in\{1,2\}$ and $\mathbf{U}, \mathbf{V}$ are independent. If assumptions (i)-(iii) are satisfied, then

$$
\left|h(\mathbf{U}, \mathbf{V})-\frac{1}{2 \pi} \sin ^{-1}\left(\frac{\nu_{j j^{\prime}}}{\left[\left(\sigma_{j}^{2}+\nu_{j j}\right)\left(\sigma_{j^{\prime}}^{2}+\nu_{j^{\prime} j^{\prime}}\right)\right]^{\frac{1}{2}}}\right)\right| \xrightarrow{\mathrm{P}} 0 \text { as } p \rightarrow \infty
$$

Proof of Lemma A. 1 We have assumed in (ii) that the limiting constants $\nu_{j j^{\prime}}$, and $\sigma_{j}^{2}$ exist for $j, j^{\prime} \in\{1,2\}$. Fix $\epsilon>0$. Now, observe that

$$
\begin{aligned}
\mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\nu_{j j^{\prime}}\right|>\epsilon\right] & =\mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}+\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}-\nu_{j j^{\prime}}\right|>\epsilon\right] \\
& \left.\leq \mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}\right|>\frac{\epsilon}{2}\right]+\mathrm{I}\left[\left|\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}-\nu_{j j^{\prime}}\right|>\frac{\epsilon}{2}\right] \text { [using the union bound }\right] .
\end{aligned}
$$

Since $\lim _{p \rightarrow \infty} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}=\nu_{j j^{\prime}}$, there exists $p_{0} \in \mathbb{N}$ such that I $\left[\left|\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}-\nu_{j j^{\prime}}\right|>\frac{\epsilon}{2}\right]=0$ for all $p \geq p_{0}$. So, we get

$$
\mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\nu_{j j^{\prime}}\right|>\epsilon\right] \leq \mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}\right|>\frac{\epsilon}{2}\right] \text { for all } p \geq p_{0}
$$

Observe that

$$
\begin{align*}
& \mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}\right|>\frac{\epsilon}{2}\right]  \tag{A.1}\\
= & \mathrm{P}\left[\left|\frac{1}{p} \sum_{k=1}^{p} U_{k} V_{k}-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left[U_{k}\right] \mathrm{E}\left[V_{k}\right]\right|>\frac{\epsilon}{2}\right] \\
\leq & \frac{4}{\epsilon^{2}} \operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} U_{k} V_{k}\right][\text { using Chebyshev's inequality }] \\
= & \left.\frac{4}{\epsilon^{2} p^{2}} \sum_{k=1}^{p} \operatorname{Var}\left[U_{k} V_{k}\right)\right]+\frac{8}{\epsilon^{2} p^{2}} \sum_{1 \leq k<k^{\prime} \leq p} \sum^{\operatorname{Cov}}\left(U_{k} V_{k}, U_{k^{\prime}} V_{k^{\prime}}\right) \\
\leq & \left.\frac{4}{\epsilon^{2} p^{2}} \sum_{k=1}^{p} \mathrm{E}\left[U_{k}^{2} V_{k}^{2}\right)\right]+\frac{8}{\epsilon^{2} p^{2}} \sum_{1 \leq k<k^{\prime} \leq p} \sum_{p o r r} \operatorname{Corr}\left(U_{k} V_{k}, U_{k^{\prime}} V_{k^{\prime}}\right) \sqrt{\left.\left.\mathrm{E}\left[U_{k}^{2} V_{k}^{2}\right)\right] \mathrm{E}\left[U_{k^{\prime}}^{2} V_{k^{\prime}}^{2}\right)\right]}
\end{align*}
$$

$$
\begin{align*}
& \left.\leq \frac{4 C}{\epsilon^{2} p}+\frac{8 C}{\epsilon^{2} p^{2}} \sum_{1 \leq k<k^{\prime} \leq p} \sum_{\text {arr }}\left(U_{k} V_{k}, U_{k^{\prime}} V_{k^{\prime}}\right) \text { [for some } C<\infty(\text { due to (i) })\right] \\
& =o(1) \text { as } p \rightarrow \infty[\text { using (iii)]. } \tag{A.2}
\end{align*}
$$

Therefore, $\mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\nu_{j j^{\prime}}\right|>\epsilon\right] \leq \mathrm{P}\left[\left|\frac{1}{p} \mathbf{U}^{\top} \mathbf{V}-\frac{1}{p} \boldsymbol{\mu}_{j}^{\top} \boldsymbol{\mu}_{j^{\prime}}\right|>\frac{\epsilon}{2}\right]=o(1)$ for $\mathbf{U} \sim \mathbf{F}_{j}$ and $\mathbf{V} \sim \mathbf{F}_{j^{\prime}}$ with $j, j^{\prime} \in\{1,2\}$ as $p \rightarrow \infty$.
Following similar arguments, one can also prove that (as $p \rightarrow \infty$ ),

$$
\begin{aligned}
& \mathrm{P}\left[\left|\frac{1}{p}\|\mathbf{U}\|^{2}-\frac{1}{p} \mathrm{E}\left[\|\mathbf{U}\|^{2}\right]\right|>\epsilon\right] \leq o(1) \\
\Rightarrow & \mathrm{P}\left[\left|\frac{1}{p}\|\mathbf{U}\|^{2}-\frac{1}{p}\left\{\left\|\boldsymbol{\mu}_{i}\right\|^{2}+\operatorname{tr}\left(\Sigma_{j}\right)\right\}\right|>\epsilon\right] \leq o(1) \\
\Rightarrow & \mathrm{P}\left[\left|\frac{1}{p}\|\mathbf{U}\|^{2}-\left\{\nu_{j j}+\sigma_{j}^{2}\right\}\right|>\epsilon\right] \leq o(1)\left[\lim _{p \rightarrow \infty}\left\|\boldsymbol{\mu}_{j}\right\|^{2} / p=\nu_{j j} \text { and } \lim _{p \rightarrow \infty} \operatorname{tr}\left(\Sigma_{j}\right) / p=\sigma_{j}^{2}\right] .
\end{aligned}
$$

Using the continuous mapping theorem (repeatedly), we obtain

$$
\sin (2 \pi h(\mathbf{U}, \mathbf{V}))=\frac{1+\mathbf{U}^{\top} \mathbf{V}}{\sqrt{\left(1+\|\mathbf{U}\|^{2}\right)\left(1+\|\mathbf{V}\|^{2}\right)}}=\frac{\frac{1}{p}+\frac{\mathbf{U}^{\top} \mathbf{V}}{p}}{\sqrt{\left(\frac{1}{p}+\frac{\|\mathbf{U}\|^{2}}{p}\right)\left(\frac{1}{p}+\frac{\|\mathbf{V}\|^{2}}{p}\right)}} \stackrel{\mathrm{P}}{\rightarrow} \frac{\nu_{j j^{\prime}}}{\sqrt{\left(\sigma_{j}^{2}+\nu_{j j}\right)\left(\sigma_{j^{\prime}}^{2}+\nu_{j^{\prime} j^{\prime}}\right)}}
$$

as $p \rightarrow \infty$. Consequently, we have $h(\mathbf{U}, \mathbf{V}) \xrightarrow{\mathrm{P}} \frac{1}{2 \pi} \sin ^{-1}\left\{\frac{\nu_{j j^{\prime}}}{\sqrt{\left(\sigma_{j}^{2}+\nu_{j j}\right)\left(\sigma_{j^{\prime}}^{2}+\nu_{j^{\prime} j^{\prime}}\right)}}\right\}$ as $p \rightarrow \infty$.
Hence, the proof.

Define $\tau_{i i}=\frac{1}{2 \pi} \sin ^{-1}\left\{\frac{\nu_{i i}}{\left(\sigma_{i}^{2}+\nu_{i i}\right)}\right\}$ for $i=1,2$ and $\tau_{12}=\frac{1}{2 \pi} \sin ^{-1}\left\{\frac{\nu_{12}}{\sqrt{\left(\sigma_{1}^{2}+\nu_{11}\right)\left(\sigma_{2}^{2}+\nu_{22}\right)}}\right\}$. Lemma 2.1 suggests that $h(\mathbf{U}, \mathbf{V}) \xrightarrow{\mathrm{P}} \tau_{j j^{\prime}}$ as $p \rightarrow \infty$, where $\mathbf{U} \sim \mathbf{F}_{j}, \mathbf{V} \sim \mathbf{F}_{j^{\prime}}$ for $j, j^{\prime} \in\{1,2\}$ and $\mathbf{U}, \mathbf{V}$ are independent.

Corollary A. 2 For $j, j^{\prime} \in\{1,2\}$, if assumptions (i)-(iii) are satisfied, then
(a) $\left|T_{j j^{\prime}}-\tau_{j j^{\prime}}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$, and
(b) if $\mathbf{Z} \sim \mathbf{F}_{j^{\prime}}$, then $\left|T_{j}(\mathbf{Z})-\tau_{j j^{\prime}}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$.

Proof of Corollary A. 2
(a) Fix $\epsilon>0$. It follows from Lemma 2.1 that

$$
\begin{align*}
\mathrm{P}\left[\left|T_{11}-\tau_{11}\right|>\epsilon\right] & =\mathrm{P}\left[\left|\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}}\left\{h\left(\mathbf{X}_{i}, \mathbf{X}_{j}\right)-\tau_{11}\right\}\right|>\epsilon\right] \\
& \leq \mathrm{P}\left[\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{i}\left|h\left(\mathbf{X}_{i}, \mathbf{X}_{j}\right)-\tau_{11}\right|>\epsilon\right] \\
& \leq \sum_{1 \leq i \neq j \leq n_{1}} \sum \mathrm{P}\left[\left|h\left(\mathbf{X}_{i}, \mathbf{X}_{j}\right)-\tau_{11}\right|>\epsilon\right] \\
& =n_{1}\left(n_{1}-1\right) o(1)=o(1) \text { as } p \rightarrow \infty\left[n_{1} \text { is fixed }\right] . \tag{A.3}
\end{align*}
$$

Therefore, $\left|T_{11}-\tau_{11}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$. Similarly, $\left|T_{12}-\tau_{12}\right|$ and $\left|T_{22}-\tau_{22}\right|$ also converge in probability to 0 as $p \rightarrow \infty$.
(b) Fix $\epsilon>0$. Let $\mathbf{U} \in \chi_{i}$ (i.e., $\mathbf{U} \sim \mathbf{F}_{j}$ ) and $\mathbf{Z} \sim \mathbf{F}_{j^{\prime}}$ for $j, j^{\prime} \in\{1,2\}$. Since $n_{j}$ is fixed for $j \in\{1,2\}$, using Lemma 2.1, we have

$$
\begin{align*}
\mathrm{P}\left[\left|T_{j}(\mathbf{Z})-\tau_{j j^{\prime}}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right] & =\mathrm{P}\left[\left[\left\{\frac{1}{n_{j}} \sum_{\mathbf{U} \in \chi_{j}}\left\{h(\mathbf{U}, \mathbf{Z})-\mathrm{E}\left[h(\mathbf{U}, \mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right]\right\}\right\}|>\epsilon| \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right]\right. \\
& \leq \mathrm{P}\left[\left.\frac{1}{n_{j}} \sum_{\mathbf{U} \in \chi_{j}}\left|h(\mathbf{U}, \mathbf{Z})-\mathrm{E}\left[h(\mathbf{U}, \mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right]\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right] \\
& \leq \sum_{\mathbf{U} \in \chi_{j}} \mathrm{P}\left[\left|h(\mathbf{U}, \mathbf{Z})-\mathrm{E}\left[h(\mathbf{U}, \mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right]\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{j^{\prime}}\right] \\
& \leq n_{j} o(1)=o(1) \text { as } p \rightarrow \infty\left[n_{j} \text { is fixed }\right] . \tag{A.4}
\end{align*}
$$

Hence, the proof.

Recall the definition of $\tau_{0}$ given as follows:

$$
\tau_{0}=\frac{1}{2 \pi} \sin ^{-1}\left\{\frac{\nu_{11}}{\left(\sigma_{1}^{2}+\nu_{11}\right)}\right\}+\frac{1}{2 \pi} \sin ^{-1}\left\{\frac{\nu_{22}}{\left(\sigma_{2}^{2}+\nu_{22}\right)}\right\}-\frac{1}{\pi} \sin ^{-1}\left\{\frac{\nu_{12}}{\sqrt{\left(\sigma_{1}^{2}+\nu_{11}\right)\left(\sigma_{2}^{2}+\nu_{22}\right)}}\right\}
$$

i.e., $\quad \tau_{0}=\tau_{11}+\tau_{22}-2 \tau_{12}$.

If $\nu_{11}=\nu_{12}=\nu_{22}=0$, then $\tau_{0}=0$. Also, if $\nu_{11}=\nu_{12}=\nu_{22}$ and $\sigma_{1}^{2}=\sigma_{2}^{2}$, then $\tau_{0}=0$.

## Proof of Lemma 2.1

(a) First of all, we have $|L(\mathbf{z})-\tau| \leq\left|L(\mathbf{z})-\tau_{0}\right|+\left|\tau-\tau_{0}\right|$ using triangle inequality for all $\mathbf{z} \in \mathbb{R}^{p}$.

Now, observe that $L(\mathbf{Z})=L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})=\left\{T_{22}-2 T_{2}(\mathbf{Z})\right\}-\left\{T_{11}-2 T_{1}(\mathbf{Z})\right\}$. If $\mathbf{Z} \sim \mathbf{F}_{1}$, then it follows from Corollary A. 2 that

$$
L(\mathbf{Z}) \xrightarrow{\mathrm{P}}\left\{\tau_{22}-2 \tau_{12}\right\}-\left\{\tau_{11}-2 \tau_{11}\right\}=\tau_{11}+\tau_{22}-2 \tau_{12}=\tau_{0} \text { as } p \rightarrow \infty
$$

It follows from Lemma A. 1 that $h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right) \xrightarrow{\mathrm{P}} \tau_{11}, h\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right) \xrightarrow{\mathrm{P}} \tau_{12}$ and $h\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right) \xrightarrow{\mathrm{P}} \tau_{22}$ as $p \rightarrow \infty$. Since, $h$ is a bounded function, using the Dominated Convergence Theorem, we have $\mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right] \rightarrow \tau_{11}, \mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{Y}_{1}\right)\right] \rightarrow \tau_{12}$ and $\mathrm{E}\left[h\left(\mathbf{Y}_{1}, \mathbf{Y}_{2}\right)\right] \rightarrow \tau_{22}$ as $p \rightarrow \infty$. Therefore, $\tau=$ $\mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right]+\mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right]-2 \mathrm{E}\left[h\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right] \rightarrow \tau_{11}+\tau_{22}-2 \tau_{12}=\tau_{0}$ as $p \rightarrow \infty$. Thus, $|L(\mathbf{Z})-\tau| \stackrel{\mathrm{P}}{\rightarrow} 0$ as $p \rightarrow \infty$.
(b) The arguments for the proof of this part are similar to part (a), and we skip it.

Hence, the proof.

## Proof of Theorem 2.2

Recall that the prior probability of an observation $\mathbf{Z}$ belonging to the $j$-th class is given by $\pi_{j}$ for $j=1,2$ with $\pi_{1}+\pi_{2}=1$. The misclassification probability of $\delta_{0}$ is as follows:

$$
\begin{align*}
\mathrm{P}\left[\delta_{0}(\mathbf{Z}) \neq \text { true label of } \mathbf{Z}\right] & =\pi_{1} \mathrm{P}\left[\delta_{0}(\mathbf{Z})=2 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\delta_{0}(\mathbf{Z})=1 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =\pi_{1} \mathrm{P}\left[L_{2}(\mathbf{Z}) \leq L_{1}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[L_{2}(\mathbf{Z})>L_{1}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \tag{A.5}
\end{align*}
$$

We have assumed that either $(a) \nu_{11}, \nu_{12}, \nu_{22}$ are unequal, or $(b) \nu_{11}=\nu_{12}=\nu_{22} \neq 0$, and $\sigma_{1}^{2}=\sigma_{2}^{2}$ holds. As a consequence, $\tau_{0}$ is strictly positive. Fix $0<\epsilon<\tau_{0}$. Now, we have

$$
\mathrm{P}\left[L_{2}(\mathbf{Z}) \leq L_{1}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \leq \mathrm{P}\left[L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z}) \leq \tau_{0}-\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]
$$

$$
\begin{align*}
& \leq \mathrm{P}\left[L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})-\tau_{0} \leq-\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
& \leq \mathrm{P}\left[\left|L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})-\tau_{0}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
& =o(1) \text { as } p \rightarrow \infty \text { [using Corollary A.1(a)]. } \tag{A.6}
\end{align*}
$$

Similarly,

$$
\begin{align*}
\mathrm{P}\left[L_{2}(\mathbf{Z})>L_{1}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] & \leq \mathrm{P}\left[L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})>-\tau_{0}+\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& \leq \mathrm{P}\left[L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})+\tau_{0}>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& \leq \mathrm{P}\left[\left|L_{2}(\mathbf{Z})-L_{1}(\mathbf{Z})+\tau_{0}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =o(1) \text { as } p \rightarrow \infty[\text { using Corollary A.1 }(b)] . \tag{A.7}
\end{align*}
$$

Combining (A.5), (A.6) and (A.7), we get $\mathrm{P}\left[\delta_{0}(\mathbf{Z}) \neq\right.$ true label of $\left.\mathbf{Z}\right]=o(1)$ as $p \rightarrow \infty$.

Lemma A. 3 For $j, j^{\prime} \in\{1,2\}$, if A1 is satisfied, then
(a) $\left|\bar{T}_{j j^{\prime}}-\bar{\tau}_{p}\left(j, j^{\prime}\right)\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$, and
(b) if $\mathbf{Z} \sim \mathbf{F}_{j}$, then $\left|\bar{T}_{j^{\prime}}(\mathbf{Z})-\bar{\tau}_{p}\left(j, j^{\prime}\right)\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$.

## Proof of Lemma A. 3

(a) Recall the definitions of $\bar{T}_{11}$ and $\bar{\tau}_{p}(1,1)$ given in (2.4) and (2.5), respectively. Fix $\epsilon>0$. We have

$$
\begin{align*}
& \mathrm{P}\left[\left|\bar{T}_{11}-\bar{\tau}_{p}(1,1)\right|>\epsilon\right] \\
= & \mathrm{P}\left[\left|\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{p} \bar{h}_{p}\left(\mathbf{X}_{i}, \mathbf{X}_{j}\right)-\mathrm{E}\left[\bar{h}_{p}\left(\mathbf{X}_{1}, \mathbf{X}_{2}\right)\right]\right|>\epsilon\right] \\
= & \left.\mathrm{P}\left[\left|\frac{1}{p} \sum_{k=1}^{p} \frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{1} h\left(X_{i k}, X_{j k}\right)-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)\right]\right|>\epsilon\right] \text { [using the definition of } \bar{h}_{p}\right] \\
= & \mathrm{P}\left[\left|\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{p=1} \frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right)-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)\right]\right|>\epsilon\right] \\
\leq & \mathrm{P}\left[\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}}\left|\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right)-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)\right]\right|>\epsilon\right] \text { [using triangle inequality] } \\
\leq & \sum_{1 \leq i \neq j \leq n_{1}} \sum_{1 \leq i \neq j \leq n_{1}}\left[\left|\frac{1}{p} \sum_{k=1}^{p}\left\{h\left(X_{i k}, X_{j k}\right)-\mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)\right]\right\}\right|>\epsilon\right][\text { using the union bound] } \\
\leq & \sum_{1 \leq i} \sum_{k} \frac{1}{\epsilon^{2}} \operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right)\right][\text { using Chebyshev's inequality]. } \tag{A.8}
\end{align*}
$$

Now, we will show that $\operatorname{Var}\left[\sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right) / p\right]$ converges to 0 for all $i \neq j$ as $p \rightarrow \infty$.
Fix $1 \leq i, j \leq n_{1}$ with $i \neq j$. Observe that

$$
\begin{equation*}
\operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right)\right]=\frac{1}{p^{2}} \sum_{k=1}^{p} \operatorname{Var}\left[h\left(X_{i k}, X_{j k}\right)\right]+\frac{2}{p^{2}} \sum_{1 \leq k<k^{\prime} \leq p} \sum_{p} \operatorname{Cov}\left(h\left(X_{i k}, X_{j k}\right), h\left(X_{i k^{\prime}}, X_{j k^{\prime}}\right)\right) . \tag{A.9}
\end{equation*}
$$

Since $0 \leq h \leq 1$, we have $\operatorname{Var}\left[h\left(X_{i k}, X_{j k}\right)\right] \leq 1$ for all $1 \leq k \leq p$. Using the inequality $\operatorname{Cov}(X, Y) \leq$ $\operatorname{Corr}(X, Y) \sqrt{\mathrm{E}\left(X^{2}\right) \mathrm{E}\left(Y^{2}\right)}$ and the boundedness of $h$, we get

$$
\operatorname{Cov}\left(h\left(X_{i k}, X_{j k}\right), h\left(X_{i k^{\prime}}, X_{j k^{\prime}}\right)\right) \leq \operatorname{Corr}\left(h\left(X_{i k}, X_{j k}\right), h\left(X_{i k^{\prime}}, X_{j k^{\prime}}\right)\right) \text { for all } 1 \leq k<k^{\prime} \leq p .
$$

Since A1 is satisfied, from (A.9) we obtain

$$
\operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{j k}\right)\right] \leq \frac{1}{p}+\frac{2}{p^{2}} \sum_{1 \leq k<k^{\prime} \leq p} \sum_{i o r r}\left(h\left(X_{i k}, X_{j k}\right), h\left(X_{i k^{\prime}}, X_{j k^{\prime}}\right)\right)=o(1) \text { as } p \rightarrow \infty
$$

It now follows from (A.8) that $\left|\bar{T}_{11}-\bar{\tau}_{p}(1,1)\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$. Following similar arguments, one can show that if A1 is satisfied, then both $\left|\bar{T}_{12}-\bar{\tau}_{p}(1,2)\right|$ and $\left|\bar{T}_{22}-\bar{\tau}_{p}(2,2)\right|$ converge in probability to 0 as $p \rightarrow \infty$.
(b) Fix $\epsilon>0$, and recall the definitions of $\bar{T}_{1}(\mathbf{Z})$ and $\bar{\tau}_{p}(1,1)$. We have

$$
\begin{align*}
& \mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{Z})-\bar{\tau}_{p}(1,1)\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & \mathrm{P}\left[\left.\left|\frac{1}{p} \sum_{k=1}^{p} T_{1 k}\left(Z_{k}\right)-\frac{1}{p} \sum_{k=1}^{p} \mathrm{E}\left[h\left(X_{1 k}, X_{2 k}\right)\right]\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & \mathrm{P}\left[\left.\left|\frac{1}{p} \sum_{k=1}^{p} \frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left\{h\left(X_{i k}, Z_{k}\right)-\mathrm{E}\left[h\left(X_{1 k}, Z_{k}\right) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]\right\}\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & \mathrm{P}\left[\left.\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \frac{1}{p} \sum_{k=1}^{p}\left\{h\left(X_{i k}, Z_{k}\right)-\mathrm{E}\left[h\left(X_{1 k}, Z_{k}\right) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]\right\}\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
\leq & \mathrm{P}\left[\left.\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left|\frac{1}{p} \sum_{k=1}^{p}\left\{h\left(X_{i k}, Z_{k}\right)-\mathrm{E}\left[h\left(X_{1 k}, Z_{k}\right) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]\right\}\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \text { [using triangle inequality] } \\
\leq & \sum_{i=1}^{n_{1}} \mathrm{P}\left[\left.\left|\frac{1}{p} \sum_{k=1}^{p}\left\{h\left(X_{i k}, Z_{k}\right)-\mathrm{E}\left[h\left(X_{1 k}, Z_{k}\right) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]\right\}\right|>\epsilon \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \text { [using the union bound] } \\
\leq & \sum_{i=1}^{n_{1}} \frac{1}{\epsilon^{2}} \operatorname{Var}\left[\left.\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, Z_{k}\right) \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right][\text { using Chebyshev's inequality] } \\
= & \sum_{i=1}^{n_{1}} \frac{1}{\epsilon^{2}} \operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{k}^{\prime}\right)\right], \tag{A.10}
\end{align*}
$$

where $\mathbf{X}^{\prime}=\left(X_{1}^{\prime}, \ldots, X_{p}^{\prime}\right)^{\top} \sim \mathbf{F}_{1}$ and it is independent of $\chi_{1}$. Using the boundedness of $h$ and assumption A1, we have shown in part (a) of Lemma 3.1 that $\operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{k}^{\prime}\right)\right]=o(1)$ as $p \rightarrow \infty$. Since $n_{1}$ is fixed, $\sum_{i=1}^{n_{1}} \operatorname{Var}\left[\frac{1}{p} \sum_{k=1}^{p} h\left(X_{i k}, X_{k}^{\prime}\right)\right]=o(1)$ as $p \rightarrow \infty$. Therefore, it follows from (A.10) that $\left|\bar{T}_{1}(\mathbf{Z})-\bar{\tau}_{p}(1,1)\right|$ converges in probability to 0 as $p \rightarrow \infty\left(\right.$ when $\left.\mathbf{Z} \sim \mathbf{F}_{1}\right)$.
Following similar arguments, one can prove that $\mathrm{P}\left[\left|\bar{T}_{2}(\mathbf{Z})-\bar{\tau}_{p}(1,2)\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right], \mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{Z})-\bar{\tau}_{p}(1,2)\right|>\right.$ $\left.\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]$ and $\mathrm{P}\left[\left|\bar{T}_{2}(\mathbf{Z})-\bar{\tau}_{p}(2,2)\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]$ also converge to 0 as $p \rightarrow \infty$.

Hence, the proof.

## Proof of Lemma 3.1

Recall that $\bar{L}_{1}(\mathbf{Z})=\bar{T}_{11}-2 \bar{T}_{1}(\mathbf{Z}), \tilde{L}_{2}(\mathbf{Z})=\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{Z})$ and

$$
\begin{align*}
\bar{\theta}(\mathbf{Z}) & =\frac{1}{2} \bar{T}\left(\bar{L}_{2}(\mathbf{Z})-\bar{L}_{1}(\mathbf{Z})\right)+\frac{1}{2}\left(\bar{T}_{22}-\bar{T}_{11}\right)\left(\bar{L}_{2}(\mathbf{Z})+\bar{L}_{1}(\mathbf{Z})+2 \bar{T}_{12}\right) \\
& =\frac{1}{2}\left\{\left(\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right) \times\left(\bar{L}_{2}(\mathbf{Z})-\bar{L}_{1}(\mathbf{Z})\right)\right\} \\
& +\frac{1}{2}\left\{\left(\bar{T}_{22}-\bar{T}_{11}\right) \times\left(\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{Z})+\bar{T}_{11}-2 \bar{T}_{1}(\mathbf{Z})+2 \bar{T}_{12}\right)\right\} \tag{A.11}
\end{align*}
$$

Let us denote $\bar{L}_{2}(\mathbf{Z})-\bar{L}_{1}(\mathbf{Z})$ by $\bar{L}(\mathbf{Z})$ and $\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{Z})+\bar{T}_{11}-2 \bar{T}_{1}(\mathbf{Z})+2 \bar{T}_{12}$ by $\bar{S}(\mathbf{Z})$.
We can write $\bar{\theta}(\mathbf{Z})=\frac{1}{2}\left\{\left(\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right) \times \bar{L}(\mathbf{Z})\right\}+\frac{1}{2}\left\{\left(\bar{T}_{22}-\bar{T}_{11}\right) \times \bar{S}(\mathbf{Z})\right\}$.
(a) Fix $\epsilon>0$. Now,

$$
\begin{align*}
& \mathrm{P}\left[\left|\bar{L}^{( }(\mathbf{Z})-\bar{\tau}_{p}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]=\mathrm{P}\left[\left|\bar{L}_{2}(\mathbf{Z})-\bar{L}_{1}(\mathbf{Z})-\bar{\tau}_{p}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & \mathrm{P}\left[\left|\left\{\bar{T}_{22}-2 \bar{T}_{2} \mathbf{( Z )}-\bar{T}_{11}+2 \bar{T}_{1}(\mathbf{Z})\right\}-\left\{\bar{\tau}_{p}(1,1)-2 \bar{\tau}_{p}(1,2)+\bar{\tau}_{p}(2,2)\right\}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
\leq & \mathrm{P}\left[\left|\left\{\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{Z})-\bar{T}_{11}+2 \bar{T}_{1}(\mathbf{Z})\right\}-\left\{2 \bar{\tau}_{p}(1,1)-\bar{\tau}_{p}(1,1)-2 \bar{\tau}_{p}(1,2)+\bar{\tau}_{p}(2,2)\right\}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
\leq & \mathrm{P}\left[\left|\bar{T}_{11}-\bar{\tau}_{p}(1,1)\right|>\frac{\epsilon}{4}\right]+\mathrm{P}\left[\left\lvert\,\left\{\bar{T}_{22}-\bar{\tau}_{p}(2,2) \left\lvert\,>\frac{\epsilon}{4}\right.\right]\right.\right. \\
+ & \mathrm{P}\left[\left.2\left|\bar{T}_{2}(\mathbf{Z})-\bar{\tau}_{p}(1,2)\right|>\frac{\epsilon}{4} \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right]+\mathrm{P}\left[\left.2\left|\bar{T}_{1}(\mathbf{Z})-\bar{\tau}_{p}(1,1)\right|>\frac{\epsilon}{4} \right\rvert\, \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & o(1) \text { as } p \rightarrow \infty \text { [using Lemma A.3]. } \tag{A.13}
\end{align*}
$$

Therefore, if $\mathbf{Z} \sim \mathbf{F}_{1}$, then $\left|\bar{L}(\mathbf{Z})-\bar{\tau}_{p}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$. Next, we use the continuous mapping theorem and Lemma A. 3 to obtain that if $\mathbf{Z} \sim \mathbf{F}_{1}$, then

$$
\begin{aligned}
& \left|\left\{\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right\}-\bar{\tau}_{p}\right| \xrightarrow{\mathrm{P}} 0, \\
& \left|\left\{\bar{T}_{22}-\bar{T}_{11}\right\}-\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}\right| \xrightarrow{\mathrm{P}} 0 \text { and } \\
& \left|\bar{S}(\mathbf{Z})-\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}\right| \xrightarrow{\mathrm{P}} 0 \text { as } p \rightarrow \infty .
\end{aligned}
$$

Using the continuous mapping theorem once again, we conclude from (A.12) that if $\mathbf{Z} \sim \mathbf{F}_{1}$, then

$$
\begin{equation*}
\left|\bar{\theta}(\mathbf{Z})-\left\{\frac{1}{2} \bar{\tau}_{p}^{2}+\frac{1}{2}\left(\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right)^{2}\right\}\right| \xrightarrow{\mathrm{P}} 0 \Rightarrow\left|\bar{\theta}(\mathbf{Z})-\bar{\psi}_{p}\right| \xrightarrow{\mathrm{P}} 0 \text { as } p \rightarrow \infty . \tag{A.14}
\end{equation*}
$$

(b) The arguments for the proof of this part are similar to part (a), and we skip it.

## Proof of Theorem 3.2

(a) The misclassification probability of the classifier $\delta_{1}$ can be written as

$$
\begin{align*}
\mathrm{P}\left[\delta_{1}(\mathbf{Z}) \neq \text { true label of } \mathbf{Z}\right] & =\mathrm{P}\left[\delta_{1}(\mathbf{Z})=2, \mathbf{Z} \sim \mathbf{F}_{1}\right]+\mathrm{P}\left[\delta_{1}(\mathbf{Z})=1, \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =\pi_{1} \mathrm{P}\left[\delta_{1}(\mathbf{Z})=2 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\delta_{1}(\mathbf{Z})=1 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =\pi_{1} \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\bar{L}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] . \tag{A.15}
\end{align*}
$$

Since A2 is satisfied (i.e., $\lim \inf _{p} \bar{\tau}_{p}>0$ ), we can choose $\epsilon>0$ such that $\epsilon<\bar{\tau}_{p}$ for all $p \geq p_{0}$ for some $p_{0} \in \mathbb{N}$. Therefore, we have

$$
\begin{aligned}
\mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] & \leq \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq \bar{\tau}_{p}-\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
& \leq \mathrm{P}\left[\bar{L}(\mathbf{Z})-\bar{\tau}_{p} \leq-\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \leq \mathrm{P}\left[\left|\bar{L}(\mathbf{Z})-\bar{\tau}_{p}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]
\end{aligned}
$$

for all $p \geq p_{0}$. Now, it follows from part (a) of Lemma 3.1 that $\mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]=o(1)$ as $p \rightarrow \infty$. Similarly,

$$
\begin{aligned}
\mathrm{P}\left[\bar{L}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] & \leq \mathrm{P}\left[\bar{L}(\mathbf{Z})>-\bar{\tau}_{p}+\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& \leq \mathrm{P}\left[\bar{L}(\mathbf{Z})+\bar{\tau}_{p}>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \leq \mathrm{P}\left[\left|\bar{L}(\mathbf{Z})+\bar{\tau}_{p}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]
\end{aligned}
$$

for all $p \geq p_{0}$. Since $\mathrm{P}\left[\left|\bar{L}(\mathbf{Z})+\bar{\tau}_{p}\right|>\epsilon \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]=o(1)$ as $p \rightarrow \infty$ (using part (b) of Lemma 3.1), $\mathrm{P}\left[\bar{L}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]=o(1)$ as $p \rightarrow \infty$. Consequently, it follows from (A.15) that $\mathrm{P}\left[\delta_{1}(\mathbf{Z}) \neq\right.$ true label of $\mathbf{Z}]=\pi_{1} o(1)+\pi_{2} o(1)=o(1)$ as $p \rightarrow \infty$.
(b) Firstly, observe that

$$
\underset{p}{\liminf } \bar{\tau}_{p}>0 \Rightarrow \liminf _{p} \frac{1}{2} \bar{\tau}_{p}^{2}>0 \Rightarrow \liminf _{p} \frac{1}{2}\left\{\bar{\tau}_{p}^{2}+\left(\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right)^{2}\right\}=\liminf _{p} \bar{\psi}_{p}>0 .
$$

Thus, if A2 is satisfied, then $\liminf _{p} \bar{\psi}_{p}>0$. Now, let us consider the misclassfication probability of $\delta_{2}$.

$$
\begin{align*}
\mathrm{P}\left[\delta_{2}(\mathbf{Z}) \neq \text { true label of } \mathbf{Z}\right] & =\mathrm{P}\left[\delta_{2}(\mathbf{Z})=2, \mathbf{Z} \sim \mathbf{F}_{1}\right]+\mathrm{P}\left[\delta_{2}(\mathbf{Z})=1, \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =\pi_{1} \mathrm{P}\left[\delta_{2}(\mathbf{Z})=2 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\delta_{2}(\mathbf{Z})=1 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \\
& =\pi_{1} \mathrm{P}\left[\bar{\theta}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\bar{\theta}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \tag{A.16}
\end{align*}
$$

The arguments for the rest of the proof are similar to part (a), and we skip it.

## Proof of Theorem 3.3

In assumption A3, we have assumed that there exists a $p_{0}$ such that $\bar{\tau}_{p}(1,2)$ lies between $\bar{\tau}_{p}(1,1)$ and $\bar{\tau}_{p}(2,2)$ for all $p \geq p_{0}$. Without loss of generality, let us assume that $\bar{\tau}_{p}(1,1)<\bar{\tau}_{p}(2,2)$. As a result,

$$
\begin{equation*}
\bar{\tau}_{p}<\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1) \text { for all } p \geq p_{0} \tag{A.17}
\end{equation*}
$$

Recall that

$$
\begin{aligned}
\Delta_{1} & =\mathrm{P}\left[\delta_{1}(\mathbf{Z}) \neq \text { true label of } \mathbf{Z}\right]=\pi_{1} \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\bar{L}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right], \text { and } \\
\Delta_{2} & =\mathrm{P}\left[\delta_{2}(\mathbf{Z}) \neq \text { true label of } \mathbf{Z}\right]=\pi_{1} \mathrm{P}\left[\bar{\theta}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\bar{\theta}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] .
\end{aligned}
$$

It follows from (A.17) that

$$
\begin{aligned}
\mathrm{P}\left[\bar{\theta}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] & =\mathrm{P}\left[\bar{\tau}_{p} \bar{L}(\mathbf{Z})+\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\} \bar{S}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
& \leq \mathrm{P}\left[\bar{\tau}_{p}\{\bar{L}(\mathbf{Z})+\bar{S}(\mathbf{Z})\} \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \text { for all } p \geq p_{0}
\end{aligned}
$$

Consequently, for all $p \geq p_{0}$, we have the following:

$$
\begin{align*}
& \mathrm{P}\left[\bar{\theta}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
\leq & \mathrm{P}\left[\bar{L}(\mathbf{Z})+\bar{S}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \quad\left(\text { since } \bar{\tau}_{p}>0\right) \\
= & \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq-\bar{S}(\mathbf{Z}) \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
= & \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq-\bar{S}(\mathbf{Z}), \bar{S}(\mathbf{Z}) \geq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq-\bar{S}(\mathbf{Z}), \bar{S}(\mathbf{Z})<0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \\
\leq & \mathrm{P}\left[\bar{L}(\mathbf{Z}) \leq 0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\mathrm{P}\left[\bar{S}(\mathbf{Z})<0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right] \tag{A.18}
\end{align*}
$$

Similarly, one can show that

$$
\begin{equation*}
\mathrm{P}\left[\bar{\theta}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \leq \mathrm{P}\left[\bar{L}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right]+\mathrm{P}\left[\bar{S}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \text { for all } p \geq p_{0} \tag{A.19}
\end{equation*}
$$

Adding the two inequalities in (A.18) and (A.19), we obtain

$$
\begin{equation*}
\Delta_{2} \leq \Delta_{1}+\pi_{1} \mathrm{P}\left[\bar{S}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{1}\right]+\pi_{2} \mathrm{P}\left[\bar{S}(\mathbf{Z})>0 \mid \mathbf{Z} \sim \mathbf{F}_{2}\right] \text { for all } p \geq p_{0} \tag{A.20}
\end{equation*}
$$

Now, it follows from part (a) of Lemma 3.1 that for $\mathbf{Z} \sim \mathbf{F}_{1},\left|\bar{S}(\mathbf{Z})-\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}\right| \xrightarrow{\mathrm{P}} 0$ as $p \rightarrow \infty$. Therefore, for any $\epsilon_{1}>0$ and $\epsilon_{2}>0$, there exists a $\tilde{p}_{1}\left(\epsilon_{1}, \epsilon_{2}\right)$ such that for all $p \geq \tilde{p}_{1}\left(\epsilon_{1}, \epsilon_{2}\right)$

$$
\begin{aligned}
& \mathrm{P}\left[\left|\bar{S}(\mathbf{Z})-\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}\right|>\epsilon_{1} \mid \mathbf{Z} \sim F_{1}\right]<\epsilon_{2} \\
\Rightarrow & \mathrm{P}\left[\bar{S}(\mathbf{Z})-\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}<-\epsilon_{1} \mid \mathbf{Z} \sim F_{1}\right]<\epsilon_{2} \\
\Rightarrow & \mathrm{P}\left[\bar{S}(\mathbf{Z})<\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}-\epsilon_{1} \mid \mathbf{Z} \sim F_{1}\right]<\epsilon_{2} .
\end{aligned}
$$

We have already assumed that $\bar{\tau}_{p}(2,2)>\bar{\tau}_{p}(1,1)$ for all $p \geq p_{0}$. Define $\lambda_{0}=\liminf \inf _{p}\left\{\bar{\tau}_{p}(2,2)-\bar{\tau}_{p}(1,1)\right\}$. It follows from (A.17) that $\lambda_{0} \geq \lim \inf _{p} \bar{\tau}_{p}$. Consequently, using assumption A2, we have $\lambda_{0}>0$. Hence, it is clear from the above inequality that for any $0<\epsilon_{1}<\lambda_{0}$,

$$
\mathrm{P}\left[\bar{S}(\mathbf{Z})<0 \mid \mathbf{Z} \sim F_{1}\right]<\epsilon_{2} \text { for all } p \geq \max \left\{\tilde{p}_{1}\left(\epsilon_{1}, \epsilon_{2}\right), p_{0}\right\}
$$

Following similar arguments, one can show that for any $0<\epsilon<\lambda_{0}$, we have

$$
\mathrm{P}\left[\bar{S}(\mathbf{Z})>0 \mid \mathbf{Z} \sim F_{2}\right]<\epsilon_{2} \text { for all } p \geq \max \left\{\tilde{p}_{1}\left(\epsilon_{1}, \epsilon_{2}\right), p_{0}\right\}
$$

Now, it follows from (A.20) that for any $0<\epsilon_{1}<\lambda_{0}$,

$$
\begin{aligned}
& \Delta_{2} \leq \Delta_{1}+\epsilon_{2} \text { for all } p \geq \max \left\{\tilde{p}_{2}\left(\epsilon_{1}, \epsilon_{2}\right), p_{0}\right\} \\
\Rightarrow & \Delta_{2} \leq \Delta_{1} \text { for all } p \geq p_{0}^{\prime}=\max \left\{\tilde{p}_{2}\left(\epsilon_{1}, \epsilon_{2}\right), p_{0}\right\}\left[\text { since } \epsilon_{2}>0 \text { is arbitrary }\right]
\end{aligned}
$$

This completes the proof.

Let us define the following statistics:

$$
\begin{align*}
& T_{11 k}=\frac{1}{n_{1}\left(n_{1}-1\right)} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{i k} h\left(X_{i k}, X_{j k}\right), \quad T_{12 k}=\frac{1}{n_{1} n_{2}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} h\left(X_{i k}, Y_{j k}\right) \text { and } \\
& T_{22 k}=\frac{1}{n_{2}\left(n_{2}-1\right)} \sum_{1 \leq i \neq j \leq n_{2}} \sum_{i k} h\left(Y_{i k}, Y_{j k}\right) \text { for } 1 \leq k \leq p_{n} . \tag{A.21}
\end{align*}
$$

Also, for $\mathbf{z}=\left(z_{1}, \ldots, z_{p_{n}}\right)^{\top} \in \mathbb{R}^{p_{n}}$, we define

$$
\begin{align*}
& T_{1 k}\left(z_{k}\right)=\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} h\left(X_{i k}, z_{k}\right), \quad T_{2 k}\left(z_{k}\right)=\frac{1}{n_{2}} \sum_{j=1}^{n_{2}} h\left(Y_{j k}, z_{k}\right), \quad L_{1 k}\left(Z_{k}\right)=T_{11 k}-2 T_{1 k}\left(z_{k}\right) \text { and } \\
& L_{2 k}\left(z_{k}\right)=T_{22 k}-2 T_{2 k}\left(z_{k}\right) \text { for } 1 \leq k \leq p_{n} \tag{A.22}
\end{align*}
$$

Observe that the estimators of $\bar{\tau}_{11}, \bar{\tau}_{12}$ and $\bar{\tau}_{22}$ defined in (2.4) can be expressed as follows:

$$
\begin{aligned}
& \qquad \bar{T}_{11}=\frac{1}{n_{1}\left(n_{1}-1\right) p_{n}} \sum_{k=1}^{p_{n}} \sum_{1 \leq i \neq j \leq n_{1}} h\left(X_{i k}, X_{j k}\right), \quad \bar{T}_{12}=\frac{1}{n_{1} n_{2} p_{n}} \sum_{k=1}^{p_{n}} \sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} h\left(X_{i k}, Y_{j k}\right) \text { and } \\
& \bar{T}_{22}=\frac{1}{n_{2}\left(n_{2}-1\right) p_{n}} \sum_{k=1}^{p_{n}} \sum_{1 \leq i \neq j \leq n_{1}} \sum_{i k} h\left(Y_{i k}, Y_{j k}\right) \\
& \text { i.e., } \bar{T}_{11}=\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{11 k}, \bar{T}_{12}=\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{12 k} \text { and } \bar{T}_{22}=\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{22 k}
\end{aligned}
$$

Similarly, for $\mathbf{z} \in \mathbb{R}^{p_{n}}$, we can write

$$
\bar{T}_{1}(\mathbf{z})=\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{1 k}\left(z_{k}\right) \text { and } \bar{T}_{2}(\mathbf{z})=\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{2 k}\left(z_{k}\right)
$$

Recall the definitions of $\bar{L}_{1}(\mathbf{z}), \bar{L}_{2}(\mathbf{z})$ and $\bar{\theta}(\mathbf{z})$ given in (A.11). We now derive upper bounds on the rates of convergence of these random variables.

First, we present the bounded differences inequality that will be used to derive concentration bounds.
Given vectors $\mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n}$ and an index $l \in\{1, \ldots, n\}$, we define a new vector $\mathbf{x}^{\backslash l} \in \mathbb{R}^{n}$ as follows:

$$
\mathbf{x}^{\backslash l}= \begin{cases}x_{j}, & \text { if } j \neq l  \tag{A.23}\\ x_{l}^{\prime}, & \text { if } j=l\end{cases}
$$

With this notation, we say that $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ satisfies the bounded difference inequality with parameters $\left(M_{1}, \ldots, M_{n}\right)^{\top}$ if

$$
\left|f(\mathbf{x})-f\left(\mathbf{x}^{\backslash l}\right)\right| \leq M_{l} \text { for each } l=1, \ldots, n \text { and for all } \mathbf{x}, \mathbf{x}^{\prime} \in \mathbb{R}^{n}
$$

Lemma A. 4 (Wainwright, 2019, page 37) Suppose that $f$ satisfies the bounded difference property (A.23) with parameters $\left(M_{1}, \ldots, M_{n}\right)^{\top}$ and that the random vector $\mathbf{U}=\left(U_{1}, \ldots, U_{n}\right)^{\top}$ has independent components. Then,

$$
\mathrm{P}[|f(\mathbf{U})-\mathrm{E}[f(\mathbf{U})]|>\epsilon] \leq 2 e^{-\frac{2 \epsilon^{2}}{\sum_{l=1}^{2 M_{l}^{2}}}} \text { for all } \epsilon>0
$$

Using Lemma A.4, we first derive the rates of convergence of $\bar{T}_{j j^{\prime}}$ and $\bar{T}_{i}(\mathbf{z})$ for $j, j^{\prime} \in\{1,2\}$ and $\mathbf{z} \in \mathbb{R}^{p_{n}}$.
Lemma A. 5 Fix $0<\gamma<1 / 2$. There exist positive constants $a_{j j^{\prime}}, b_{j}$ for $j, j^{\prime} \in\{1,2\}$ such that
(a) $\mathrm{P}\left[\left|\bar{T}_{j j^{\prime}}-\bar{\tau}_{p}\left(j, j^{\prime}\right)\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{i j} n^{1-2 \gamma}}\right)$ and
(b) $\mathrm{P}\left[\left|\bar{T}_{i}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{i}(\mathbf{z})\right]\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-b_{i} n^{1-2 \gamma}}\right)$ for all $\mathbf{z} \in \mathbb{R}^{p_{n}}$.

## Proof of Lemma A. 5

(a) Fix $k \in\left\{1, \ldots, p_{n}\right\}$. Recall the definitions of $T_{11 k}, T_{22 k}$ and $T_{12 k}$ in (A.21) and note that the first two random variables are one sample $U$-statistics with kernel of order 2 , while the third random variable is a two sample U-statistic with kernel of order $(1,1)$.
The random vector $\mathcal{X}_{k}=\left(X_{1 k}, \ldots, X_{n_{1} k}\right)^{\top}$ has independent components. Observe that the random variable $T_{11 k}$ is a function of $\mathcal{X}_{k}$ ), say $f\left(\mathcal{X}_{k}\right)$. Since $|h|<1$, for any given co-ordinate $l \in\left\{1, \ldots, n_{1}\right\}$, we have

$$
\left|f\left(\mathcal{X}_{k}\right)-f\left(\mathcal{X}_{k}^{\backslash l}\right)\right| \leq \frac{2}{n_{1}\left(n_{1}-1\right)} \sum_{j \neq l}\left|h\left(X_{j k}, X_{l k}\right)-h\left(X_{j k}, X_{l k}^{\prime}\right)\right| \leq 2\left(n_{1}-1\right) \frac{2}{n_{1}\left(n_{1}-1\right)}=\frac{4}{n_{1}} .
$$

So, the bounded difference property holds with parameter $M_{l}=4 / n_{1}$ in each coordinate. We conclude from Lemma A. 4 that

$$
\begin{equation*}
\mathrm{P}\left[\left|T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right|>n^{-\gamma}\right] \leq 2 e^{-\frac{n_{1} n^{-2 \gamma}}{8}} . \tag{A.24}
\end{equation*}
$$

Since $\lim _{n \rightarrow \infty} n_{1} / n=\pi_{1}<1$, there exist constants $a_{11}>0$ and $N \in \mathbb{N}$ such that

$$
\begin{equation*}
\mathrm{P}\left[\left|T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right| \geq n^{-\gamma}\right] \leq 2 e^{-a_{11} n^{1-2 \gamma}} \text { for all } n \geq N . \tag{A.25}
\end{equation*}
$$

Clearly, (A.25) is true for all $1 \leq k \leq p_{n}$. So, we have

$$
\begin{align*}
& \mathrm{P}\left[\left|T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right| \geq n^{-\gamma}\right] \leq O\left(e^{-a_{11} n^{1-2 \gamma}}\right) \text { for all } 1 \leq k \leq p_{n} \\
\Rightarrow & \sum_{k=1}^{p_{n}} \mathrm{P}\left[\left|T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right| \geq n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{11} n^{1-2 \gamma}}\right) \\
\Rightarrow & \mathrm{P}\left[\frac{1}{p_{n}} \sum_{k=1}^{p_{n}}\left|T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right| \geq n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{11} n^{1-2 \gamma}}\right) \\
\Rightarrow & \mathrm{P}\left[\left|\frac{1}{p_{n}} \sum_{k=1}^{p_{n}}\left(T_{11 k}-\mathrm{E}\left[T_{11 k}\right]\right)\right| \geq n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{11} n^{1-2 \gamma}}\right) \\
\Rightarrow & \left.\mathrm{P}\left[\mid \bar{T}_{11}-\bar{\tau}_{p}(1,1)\right) \mid \geq n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{11} n^{1-2 \gamma}}\right)\left[\sum_{k=1}^{p_{n}} \mathrm{E}\left[T_{11 k}\right] / p_{n}=\bar{\tau}_{p_{n}}(1,1)\right] . \tag{A.26}
\end{align*}
$$

Following similar arguments, it can be shown that there exist positive constants $a_{12}$ and $a_{22}$ such that

$$
\begin{equation*}
\mathrm{P}\left[\left|\bar{T}_{12}-\bar{\tau}_{p}(1,2)\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{12} n^{1-2 \gamma}}\right) \text { and } \mathrm{P}\left[\left|\bar{T}_{22}-\bar{\tau}_{p}(2,2)\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-a_{22} n^{1-2 \gamma}}\right) . \tag{A.27}
\end{equation*}
$$

(b) Recall the definition of $\bar{T}_{1}(\mathbf{z})$ from (A.22) and observe that for each $\mathbf{z} \in \mathbb{R}^{p_{n}}$, we have the following:

$$
\begin{align*}
& \mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{1}(\mathbf{z})\right]\right|>n^{-\gamma}\right] \\
= & \mathrm{P}\left[\left|\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} T_{1 k}\left(z_{k}\right)-\frac{1}{p_{n}} \sum_{k=1}^{p_{n}} \mathrm{E}\left[T_{1 k}\left(z_{k}\right)\right]\right|>n^{-\gamma}\right] \\
\leq & \mathrm{P}\left[\frac{1}{p_{n}} \sum_{k=1}^{p_{n}}\left|T_{1 k}\left(z_{k}\right)-\mathrm{E}\left[T_{1 k}\left(z_{k}\right)\right]\right|>n^{-\gamma}\right] \\
\leq & \sum_{k=1}^{p_{n}} \mathrm{P}\left[\left|T_{1 k}\left(z_{k}\right)-\mathrm{E}\left[T_{1 k}\left(z_{k}\right)\right]\right|>n^{-\gamma}\right] \\
\leq & \sum_{k=1}^{p_{n}} \mathrm{P}\left[\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} h\left(X_{i k}, z_{k}\right)-\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} \mathrm{E}\left[h\left(X_{i k}, z_{k}\right)\right]\right|>n^{-\gamma}\right] \\
= & \sum_{k=1}^{p_{n}} \mathrm{P}\left[\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left\{h\left(X_{i k}, z_{k}\right)-\mathrm{E}\left[h\left(X_{i k}, z_{k}\right)\right]\right\}\right|>n^{-\gamma}\right] . \tag{A.28}
\end{align*}
$$

Here, $\sum_{i=1}^{n_{1}} h\left(X_{i k}, z_{k}\right) / n_{1}$ is an average of independently distributed random variables for each $\mathbf{z} \in \mathbb{R}^{p_{n}}$. Using Hoeffding's inequality, we obtain the following:

$$
\begin{align*}
& P\left[\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left\{h\left(X_{i k}, z_{k}\right)-\mathrm{E}\left[h\left(X_{i k}, z_{k}\right)\right]\right\}\right|>n^{-\gamma}\right] \leq 2 e^{-2 n_{1} n^{-2 \gamma}} \text { for all } 1 \leq k \leq p_{n} \\
\Rightarrow & \sum_{k=1}^{p_{n}} P\left[\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left\{h\left(X_{i k}, z_{k}\right)-\mathrm{E}\left[h\left(X_{i k}, z_{k}\right)\right]\right\}\right|>n^{-\gamma}\right] \leq 2 p_{n} e^{-2 n_{1} n^{-2 \gamma}} \\
\Rightarrow & \sum_{k=1}^{p_{n}} P\left[\left|\frac{1}{n_{1}} \sum_{i=1}^{n_{1}}\left\{h\left(X_{i k}, z_{k}\right)-\mathrm{E}\left[h\left(X_{1 k}, z_{k}\right)\right]\right\}\right|>n^{-\gamma}\right]=O\left(p_{n} e^{-b_{1} n^{1-2 \gamma}}\right) \text { for some } b_{1}>0 . \tag{A.29}
\end{align*}
$$

Combining (A.28) and (A.29), for every $\mathbf{z} \in \mathbb{R}^{p_{n}}$, we obtain

$$
\mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{1}(\mathbf{z})\right]\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-b_{1} n^{1-2 \gamma}}\right) \text { for some } b_{1}>0 .
$$

Similarly, one can show that there exists a constant $b_{2}>0$ such that

$$
\mathrm{P}\left[\left|\bar{T}_{2}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{2}(\mathbf{z})\right]\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-b_{2} n^{1-2 \gamma}}\right) .
$$

Hence, the proof.
Lemma A. 6 Suppose $\mathrm{P}\left[\left|X_{n}-a_{0}\right|>\epsilon\right]=O\left(p_{n} e^{-M_{1} n \epsilon^{2}}\right)$ and $\mathrm{P}\left[Y_{n}-b_{0} \mid>\epsilon\right]=O\left(p_{n} e^{-M_{2} n \epsilon^{2}}\right)$ for all $\epsilon>0$ where $\max \left\{\left|a_{0}\right|,\left|b_{0}\right|\right\}>0$ and $M_{1}, M_{2}$ are positive constants. Then, there exists a positive constant $M_{3}$ such that $\mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right|>\epsilon\right]=O\left(p_{n} e^{-M_{3} n \epsilon^{2}}\right)$ for all $\epsilon>0$.

Proof: Define $c_{0}=\max \left\{\left|a_{0}\right|,\left|b_{0}\right|\right\}$. Using triangle inequality, we get

$$
\begin{aligned}
& \quad\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq\left|X_{n} Y_{n}-b_{0} X_{n}-a_{0} Y_{n}+a_{0} b_{0}\right|+\left|b_{0}\right|\left|X_{n}-a_{0}\right|+\left|a_{0}\right|\left|Y_{n}-b_{0}\right| \\
& \Rightarrow\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq\left|X_{n}-a_{0}\right|\left|Y_{n}-b_{0}\right|+\left|b_{0}\right|\left|X_{n}-a_{0}\right|+\left|a_{0}\right|\left|Y_{n}-b_{0}\right| \\
& \Rightarrow\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq\left|X_{n}-a_{0}\right|\left|Y_{n}-b_{0}\right|+c_{0}\left(\left|X_{n}-a_{0}\right|+\left|Y_{n}-b_{0}\right|\right) .
\end{aligned}
$$

Therefore, $\left|X_{n}-a_{0}\right| \leq \epsilon$ and $\left|Y_{n}-b_{0}\right| \leq \epsilon$ implies that $\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq \epsilon^{2}+2 c_{0} \epsilon$. We choose $M$ such that $M>2+\epsilon / c_{0}$. Therefore, $\epsilon^{2}+2 c_{0} \epsilon \leq M c_{0} \epsilon$. Now,

$$
\mathrm{P}\left[\left|X_{n}-a_{0}\right| \leq \epsilon,\left|Y_{n}-b_{0}\right| \leq \epsilon\right] \leq \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq \epsilon^{2}+2 c_{0} \epsilon\right]
$$

$$
\begin{aligned}
& \Rightarrow \mathrm{P}\left[\left|X_{n}-a_{0}\right| \leq \epsilon,\left|Y_{n}-b_{0}\right| \leq \epsilon\right] \leq \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right| \leq M c_{0} \epsilon\right] \\
& \Rightarrow \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right|>M c_{0} \epsilon\right] \leq \mathrm{P}\left[\left|X_{n}-a_{0}\right|>\epsilon\right]+\mathrm{P}\left[\left|Y_{n}-b_{0}\right|>\epsilon\right] \\
& \Rightarrow \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right|>M c_{0} \epsilon\right] \leq O\left(p_{n} e^{-M_{1} n \epsilon^{2}}\right)+O\left(p_{n} e^{-M_{2} n \epsilon^{2}}\right) \\
& \Rightarrow \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right|>M c_{0} \epsilon\right] \leq O\left(p_{n} e^{-\min \left\{M_{1}, M_{2}\right\} n \epsilon^{2}}\right) \\
& \Rightarrow \mathrm{P}\left[\left|X_{n} Y_{n}-a_{0} b_{0}\right|>\epsilon\right] \leq O\left(p_{n} e^{-\frac{\min \left\{M_{1}, M_{2}\right\}}{M c_{0}} n \epsilon^{2}}\right) .
\end{aligned}
$$

Therefore, $\mathrm{P}\left[\left|X_{n}-a_{0}\right| \leq \epsilon,\left|Y_{n}-b_{0}\right| \leq \epsilon\right] \leq O\left(p_{n} e^{-\frac{\min \left\{M_{1}, M_{2}\right\}}{M c_{0}} n \epsilon^{2}}\right)$ for all $\epsilon>0$ with $M>2+c_{0} / \epsilon$. Hence, the proof.

## Proof of Lemma 3.4

(a) Fix $\mathbf{z} \in \mathbb{R}^{p_{n}}$ and recall the definitions of $\bar{L}(\mathbf{z})$ and $\bar{L}_{0}(\mathbf{z})$ given in Section 3.2. For any $0<\gamma<1 / 2$, we have

$$
\begin{align*}
& \mathrm{P}\left[\mid \bar{L}^{\left.(\mathbf{z})-\bar{L}^{0}(\mathbf{z}) \mid>n^{-\gamma}\right]}\right. \\
= & \mathrm{P}\left[\left|\bar{L}_{2}(\mathbf{z})-\bar{L}_{1}(\mathbf{z})-\bar{L}_{2}^{0}(\mathbf{z})+\bar{L}_{1}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \\
= & \mathrm{P}\left[\left|\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{z})-\bar{T}_{11}+2 \bar{T}_{1}(\mathbf{z})-\bar{\tau}_{p_{n}}(2,2)+2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{Y}_{1}, \mathbf{z}\right)\right]-\bar{\tau}_{p_{n}}(1,1)+2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{X}_{1}, \mathbf{z}\right)\right]\right|>n^{-\gamma}\right] \\
\leq & \mathrm{P}\left[\left|\bar{T}_{11}-\bar{\tau}_{p_{n}}(1,1)\right|>\frac{n^{-\gamma}}{4}\right]+\mathrm{P}\left[\left|\bar{T}_{22}-\bar{\tau}_{p_{n}}(2,2)\right|>\frac{n^{-\gamma}}{4}\right] \\
+ & \mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{z})-\mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{X}_{1}, \mathbf{z}\right)\right]\right|>\frac{n^{-\gamma}}{2}\right]+\mathrm{P}\left[\left|\bar{T}_{2}(\mathbf{z})-\mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{Y}_{1}, \mathbf{z}\right)\right]\right|>\frac{n^{-\gamma}}{2}\right] \\
= & \mathrm{P}_{1}+\mathrm{P}_{2}+\mathrm{P}_{3}+\mathrm{P}_{4} . \tag{A.30}
\end{align*}
$$

We already proved in part (a) of Lemma A. 5 that $\mathrm{P}_{1} \leq O\left(p_{n} e^{-a_{11}^{*} n^{1-2 \gamma}}\right)$ and $\mathrm{P}_{2} \leq O\left(p_{n} e^{-a_{22}^{*} n^{1-2 \gamma}}\right)$ for some positive constants $a_{11}^{*}$ and $a_{22}^{*}$. Now, let us consider the term $\mathrm{P}_{3}$. Observe that

$$
\mathrm{P}_{3}=\mathrm{P}\left[\left|\bar{T}_{2}(\mathbf{z})-\mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{X}_{1}, \mathbf{z}\right)\right]\right|>\frac{n^{-\gamma}}{2}\right]=\mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{1}(\mathbf{z})\right]\right|>\frac{n^{-\gamma}}{2}\right]
$$

It is shown in part (b) of Lemma A. 5 that

$$
\mathrm{P}\left[\left|\bar{T}_{1}(\mathbf{z})-\mathrm{E}\left[\bar{T}_{1}(\mathbf{z})\right]\right|>\frac{n^{-\gamma}}{2}\right] \leq O\left(p_{n} e^{-b_{1}^{*} n^{1-2 \gamma}}\right) \text { for some positive constant } b_{1}^{*}
$$

Therefore, $\mathrm{P}_{3} \leq O\left(p_{n} e^{-b_{1}^{*} n^{1-2 \gamma}}\right)$. Similarly, $\mathrm{P}_{4} \leq O\left(p_{n} e^{-b_{2}^{*} n^{1-2 \gamma}}\right)$ for some positive constant $b_{2}^{*}$. It follows from (A.30) that

$$
\begin{aligned}
& \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \\
\leq & O\left(p_{n} e^{-a_{11}^{*} n^{1-2 \gamma}}\right)+O\left(p_{n} e^{-a_{22}^{*} n^{1-2 \gamma}}\right)+O\left(p_{n} e^{-b_{1}^{*} n^{1-2 \gamma}}\right)+O\left(p_{n} e^{-b_{2}^{*} n^{1-2 \gamma}}\right) \\
= & O\left(p_{n} e^{-B_{0}^{*} n^{1-2 \gamma}}\right), \text { where } B_{0}^{*}=\min \left\{a_{11}^{*}, a_{22}^{*}, b_{1}^{*}, b_{2}^{*}\right\} .
\end{aligned}
$$

Recall that there exist $M>0$ and $N \in \mathbb{N}$ such that

$$
p_{n} \leq e^{M n^{\beta}} \Rightarrow p_{n} e^{-B_{0}^{*} n^{1-2 \gamma}} \leq e^{-\left\{B_{0}^{*} n^{1-2 \gamma}-M n^{\beta}\right\}} \Rightarrow p_{n} e^{-B_{0}^{*} n^{1-2 \gamma}} \leq e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}
$$

for all $n \geq N$, where $B_{0}=\min \left\{B_{0}^{*}, M\right\}$. Therefore, $\mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \leq O\left(e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)$.
(b) Now, we derive a rate of convergence for the random variable $\bar{\theta}(\mathbf{z})-\bar{\theta}^{0}(\mathbf{z})$ for $\mathbf{z} \in \mathbb{R}^{p_{n}}$. As defined in (A.11), we have

$$
\bar{\theta}(\mathbf{z})=\frac{1}{2}\left\{\left(\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right) \times \bar{L}(\mathbf{z})\right\}+\frac{1}{2}\left\{\left(\bar{T}_{22}-\bar{T}_{11}\right) \times \bar{S}(\mathbf{z})\right\}
$$

where $\bar{L}(\mathbf{z})=\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{z})-\bar{T}_{11}+2 \bar{T}_{1}(\mathbf{z})$ and $\bar{S}(\mathbf{z})=\bar{T}_{22}-2 \bar{T}_{2}(\mathbf{z})+\bar{T}_{11}-2 \bar{T}_{1}(\mathbf{z})+2 \bar{T}_{12}$. Further, $\bar{\theta}^{0}(\mathbf{z})$ is defined as

$$
\begin{aligned}
\bar{\theta}^{0}(\mathbf{z}) & =\frac{\bar{\tau}_{p_{n}}}{2}\left\{\bar{\tau}_{p_{n}}(2,2)-2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{Y}_{1}, \mathbf{z}\right)-\bar{\tau}_{p_{n}}(1,1)+2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{X}_{1}, \mathbf{z}\right)\right]\right\}\right. \\
& +\frac{1}{2}\left(\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)\right)\left\{\bar{\tau}_{p_{n}}(2,2)-2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{Y}_{1}, \mathbf{z}\right)\right]+\bar{\tau}_{p_{n}}(1,1)-2 \mathrm{E}\left[\bar{h}_{p_{n}}\left(\mathbf{X}_{1}, \mathbf{z}\right)\right]+2 \bar{\tau}_{p_{n}}(1,2)\right\} \\
\Rightarrow \bar{\theta}^{0}(\mathbf{z}) & =\frac{\bar{\tau}_{p_{n}}}{2} \mathrm{E}[\bar{L}(\mathbf{z})]+\frac{1}{2}\left(\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)\right) \mathrm{E}[\bar{S}(\mathbf{z})] .
\end{aligned}
$$

Note that $\mathrm{E}\left[\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right]=\bar{\tau}_{p_{n}}$ and $\mathrm{E}\left[\bar{T}_{22}-\bar{T}_{11}\right]=\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)$. It follows from part (a) of Lemma A. 5 that there exist positive constants $c_{1}$ and $c_{2}$ such that

$$
\begin{align*}
& \mathrm{P}\left[\left|\left\{\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right\}-\bar{\tau}_{p_{n}}\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-c_{1} n^{1-2 \gamma}}\right) \text { and } \\
& \mathrm{P}\left[\left|\left\{\bar{T}_{22}-\bar{T}_{11}\right\}-\left\{\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)\right\}\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-c_{2} n^{1-2 \gamma}}\right) \tag{A.31}
\end{align*}
$$

Part (b) of Lemma A. 5 suggests that there exist positive constants $c_{3}$ and $c_{4}$ such that

$$
\begin{align*}
& \mathrm{P}\left[|\bar{L}(\mathbf{z})-\mathrm{E}[\bar{L}(\mathbf{z})]|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-c_{3} n^{1-2 \gamma}}\right) \text { and } \\
& \mathrm{P}\left[|\bar{S}(\mathbf{z})-\mathrm{E}[\bar{S}(\mathbf{z})]|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-c_{4} n^{1-2 \gamma}}\right) \text { for all } \mathbf{z} \in \mathbb{R}^{p_{n}} \tag{A.32}
\end{align*}
$$

Now, for $\mathbf{z} \in \mathbb{R}^{p_{n}}$, we have

$$
\begin{align*}
\mathrm{P}\left[\left|\bar{\theta}(\mathbf{z})-\bar{\theta}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] & \leq \mathrm{P}\left[\left|\frac{1}{2}\left\{\left(\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right) \bar{L}(\mathbf{z})\right\}-\frac{\bar{\tau}_{p_{n}}}{2} \mathrm{E}[\bar{L}(\mathbf{z})]\right|>\frac{n^{-\gamma}}{2}\right] \\
& +\mathrm{P}\left[\left|\frac{1}{2}\left\{\left(\bar{T}_{22}-\bar{T}_{11}\right) \bar{S}(\mathbf{z})\right\}-\frac{1}{2}\left\{\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)\right\} \mathrm{E}[\bar{S}(\mathbf{z})]\right|>\frac{n^{-\gamma}}{2}\right] \tag{А.33}
\end{align*}
$$

Combining (A.31) and (A.32) with Lemma A.6, we conclude that there exists a constant $c_{10}$ such that

$$
\begin{equation*}
\mathrm{P}\left[\left|\frac{1}{2}\left\{\left(\bar{T}_{11}-2 \bar{T}_{12}+\bar{T}_{22}\right) \times \bar{L}(\mathbf{z})\right\}-\frac{\bar{\tau}_{p_{n}}}{2} \mathrm{E}[\bar{L}(\mathbf{z})]\right|>\frac{n^{-\gamma}}{2}\right] \leq O\left(p_{n} e^{-c_{10} n^{1-2 \gamma}}\right) \tag{A.34}
\end{equation*}
$$

Similarly, there exists a constant $c_{11}>0$ such that

$$
\begin{equation*}
\mathrm{P}\left[\left|\frac{1}{2}\left\{\left(\bar{T}_{22}-\bar{T}_{11}\right) \times \bar{S}(\mathbf{z})\right\}-\frac{1}{2}\left\{\bar{\tau}_{p_{n}}(2,2)-\bar{\tau}_{p_{n}}(1,1)\right\} \mathrm{E}[\bar{S}(\mathbf{z})]\right|>\frac{n^{-\gamma}}{2}\right] \leq O\left(p_{n} e^{-c_{11} n^{1-2 \gamma}}\right) \tag{A.35}
\end{equation*}
$$

Define $B_{1}^{*}=\min \left\{c_{10}, c_{11}\right\}$. Now, it follows from (A.33), (A.34) and (A.35) that

$$
\mathrm{P}\left[\left|\bar{\theta}(\mathbf{z})-\bar{\theta}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \leq O\left(p_{n} e^{-B_{1}^{*} n^{1-2 \gamma}}\right) \text { for all } \mathbf{z} \in \mathbb{R}^{p_{n}}
$$

Since there exist $M>0$ and $N \in \mathbb{N}$ such that

$$
p_{n} \leq e^{M n^{\beta}} \Rightarrow p_{n} e^{-B_{1}^{*} n^{1-2 \gamma}} \leq e^{-B_{1}\left\{n^{1-2 \gamma}-n^{\beta}\right\}} \text { for all } n \geq N
$$

where $B_{1}=\min \left\{B_{1}^{*}, M\right\}$. Therefore, $\mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] \leq O\left(e^{-B_{1}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right)$ for all $\mathbf{z} \in \mathbb{R}^{p_{n}}$.
Hence, the proof.

## Proof of Theorem 3.5

Let $l_{\mathbf{Z}}$ denote the true class label of $\mathbf{Z}$ with $\mathrm{P}\left[l_{\mathbf{Z}}=j\right]=\pi_{j}$, where $\pi_{1}+\pi_{2}=1$. Therefore, $\mathbf{Z} \mid l_{\mathbf{Z}}=1 \sim \mathbf{F}_{1}$ and $\mathbf{Z} \mid l_{\mathbf{Z}}=2 \sim \mathbf{F}_{2}$. The unconditional distribution of $\mathbf{Z}$ is defined as $\mathbf{H}(\mathbf{z})=\pi_{1} \mathbf{F}_{1}(\mathbf{z})+\pi_{2} \mathbf{F}_{2}(\mathbf{z})$ for $\mathbf{z} \in \mathbb{R}^{p_{n}}$.
(a) Recall that the misclassification probabilities of $\delta_{1}$ and $\delta_{1}^{0}$ are defined as $\Delta_{1}=\mathrm{P}\left[\delta_{1}(\mathbf{Z}) \neq l_{\mathbf{Z}}\right]$ and $\Delta_{1}^{0}=$ $\mathrm{P}\left[\delta_{1}^{0}(\mathbf{Z}) \neq l_{\mathbf{Z}}\right]$, respectively. Now,
$\Delta_{1}-\Delta_{1}^{0}$
$=\mathrm{P}\left[\delta_{1}(\mathbf{Z}) \neq l_{\mathbf{Z}}\right]-\mathrm{P}\left[\delta_{1}^{0}(\mathbf{Z}) \neq l_{\mathbf{Z}}\right]$
$=\int\left\{\mathrm{P}\left[\delta_{1}(\mathbf{z}) \neq l_{\mathbf{z}}\right]-\mathrm{P}\left[\delta_{1}^{0}(\mathbf{z}) \neq l_{\mathbf{z}}\right]\right\} d \mathbf{H}(\mathbf{z})$
$=\int\left\{\mathrm{P}\left[\delta_{1}^{0}(\mathbf{z})=l_{\mathbf{z}}\right]-\mathrm{P}\left[\delta_{1}(\mathbf{z})=l_{\mathbf{z}}\right]\right\} d \mathbf{H}(\mathbf{z})$
$=\int\left\{I\left[\delta_{1}^{0}(\mathbf{z})=1\right] \mathrm{P}\left[l_{\mathbf{z}}=1\right]+I\left[\delta_{1}^{0}(\mathbf{z})=0\right] \mathrm{P}\left[l_{\mathbf{z}}=0\right]-\mathrm{P}\left[\delta_{1}(\mathbf{z})=1\right] \mathrm{P}\left[l_{\mathbf{z}}=1\right]+\mathrm{P}\left[\delta_{1}(\mathbf{z})=0\right] \mathrm{P}\left[l_{\mathbf{z}}=0\right]\right\} d \mathbf{H}(\mathbf{z})$
$=\int\left\{\left(I\left[\delta_{1}^{0}(\mathbf{z})=1\right]-\mathrm{P}\left[\delta_{1}(\mathbf{z})=1\right]\right) \mathrm{P}\left[l_{\mathbf{z}}=1\right]+\left(I\left[\delta_{1}^{0}(\mathbf{z})=0\right]-\mathrm{P}\left[\delta_{1}(\mathbf{z})=0\right]\right) \mathrm{P}\left[l_{\mathbf{z}}=0\right]\right\} d \mathbf{H}(\mathbf{z})$
$=\int\left(I\left[\delta_{1}^{0}(\mathbf{z})=1\right]-E\left[I\left[\delta_{1}(\mathbf{z})=1\right]\right]\right)\left(2 \mathrm{P}\left[l_{\mathbf{z}}=1\right]-1\right) d \mathbf{H}(\mathbf{z})$
$\leq \int\left|E\left[I\left[\delta_{1}^{0}(\mathbf{z})=1\right]-I\left[\delta_{1}(\mathbf{z})=1\right]\right]\right|\left|2 \mathrm{P}\left[l_{\mathbf{z}}=1\right]-1\right| d \mathbf{H}(\mathbf{z})$
$\left.=\int E\left[\mid I\left[\delta_{1}^{0}(\mathbf{z})=1\right]-I\left[\delta_{1}(\mathbf{z})=1\right]\right]\right] d \mathbf{H}(\mathbf{z})$
$=\int E\left[I\left[\delta_{1}^{0}(\mathbf{z}) \neq \delta_{1}(\mathbf{z})\right]\right] d \mathbf{H}(\mathbf{z})$
$=\int \mathrm{P}\left[\delta_{1}^{0}(\mathbf{z}) \neq \delta_{1}(\mathbf{z})\right] d \mathbf{H}(\mathbf{z})$
$=\int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\bar{L}(\mathbf{z})>0, \bar{L}^{0}(\mathbf{z}) \leq 0\right] d \mathbf{H}(\mathbf{z})$
$=P_{1}+P_{2}$.
Consider the first term. For any $\gamma>0$, we have the following:

$$
\begin{align*}
P_{1}= & \int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0\right] d \mathbf{H}(\mathbf{z}) \\
= & \int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0,\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right| \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& +\int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0,\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0,\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right| \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
= & P_{11}(\gamma)+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) . \tag{A.37}
\end{align*}
$$

Note that

$$
\begin{align*}
P_{11}(\gamma) & =\int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0,\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right| \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& =\int \mathrm{P}\left[\bar{L}(\mathbf{z}) \leq 0, \bar{L}^{0}(\mathbf{z})>0,-\bar{L}(\mathbf{z})+\bar{L}^{0}(\mathbf{z}) \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq n^{-\gamma}, \bar{L}^{0}(\mathbf{z})>0, \bar{L}(\mathbf{z}) \leq 0\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq n^{-\gamma}, \bar{L}^{0}(\mathbf{z})>0\right] d \mathbf{H}(\mathbf{z})=\mathrm{P}\left[0<\bar{L}^{0}(\mathbf{Z}) \leq n^{-\gamma}\right] . \tag{A.38}
\end{align*}
$$

Combining (A.37) and (A.38), we have

$$
\begin{equation*}
P_{1} \leq \mathrm{P}\left[0<\bar{L}^{0}(\mathbf{Z}) \leq n^{-\gamma}\right]+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) . \tag{A.39}
\end{equation*}
$$

Following similar arguments, we can write $P_{2}$ as

$$
\begin{align*}
P_{2} & =\int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq 0, \bar{L}(\mathbf{z})>0\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq 0, \bar{L}(\mathbf{z})>0,\left|\bar{L}^{0}(\mathbf{z})-\bar{L}(\mathbf{z})\right| \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{z})-\bar{L}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& =\int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq 0, \bar{L}(\mathbf{z})>0,\left|\bar{L}^{0}(\mathbf{z})-\bar{L}(\mathbf{z})\right| \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[\bar{L}^{0}(\mathbf{z}) \leq 0, \bar{L}(\mathbf{z})>0,-\bar{L}^{0}(\mathbf{z})+\bar{L}(\mathbf{z}) \leq n^{-\gamma}\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& \leq \int \mathrm{P}\left[-n^{\gamma}<\bar{L}^{0}(\mathbf{z}) \leq 0\right] d \mathbf{H}(\mathbf{z})+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \\
& =\mathrm{P}\left[-n^{-\gamma}<\bar{L}^{0}(\mathbf{Z}) \leq 0\right]+\int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \tag{A.40}
\end{align*}
$$

Combining (A.36), (A.39) and (A.40), we obtain

$$
\Delta_{1}-\Delta_{1}^{0} \leq \mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]+2 \int \mathrm{P}\left[\left|\bar{L}(\mathbf{z})-\bar{L}^{0}(\mathbf{z})\right|>n^{-\gamma}\right] d \mathbf{H}(\mathbf{z}) \text { for all } \gamma>0
$$

Using part (a) of Lemma 3.4, it now follows that

$$
\Delta_{1}-\Delta_{1}^{0} \leq \mathrm{P}\left[\left|\bar{L}^{0}(\mathbf{Z})\right|<n^{-\gamma}\right]+O\left(e^{-B_{0}\left\{n^{1-2 \gamma}-n^{\beta}\right\}}\right) \text { for all } 0<\gamma<(1-\beta) / 2
$$

(b) The arguments for this part of the proof are similar to part (a), and we skip it.

## B TABLES AND ADDITIONAL MATERIAL

Table 2: The Values of $\bar{T}_{11}, \bar{T}_{12}$ and $\bar{T}_{22}$ in the Simulated Examples (along with the Standard Errors in Parentheses) Based on 100 Replications.

| Example | $\bar{T}_{11}$ | $\bar{T}_{12}$ | $\bar{T}_{22}$ | $\bar{T}_{12} \geq \min \left\{\bar{T}_{11}, \bar{T}_{22}\right\}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 0.1562 | 0.1446 | 0.1273 | True |
|  | $(0.0019)$ | $(0.0020)$ | $(0.0022)$ |  |
| 2 | 0.0909 | 0.0984 | 0.1109 | True |
|  | $(0.0014)$ | $(0.0010)$ | $(0.0015)$ |  |
| 3 | 0.0857 | 0.0821 | 0.1018 | False |
|  | $(0.0018)$ | $(0.0016)$ | $(0.0027)$ |  |
| 4 | 0.0857 | 0.0748 | 0.0545 | True |
|  | $(0.0018)$ | $(0.0016)$ | $(0.0016)$ |  |
| 5 | 0.2077 | 0.2106 | 0.2136 | True |
|  | $(0.0005)$ | $(0.0004)$ | $(0.0004)$ |  |

## B. 1 Details on Implementation of Popular Classifiers

- GLMNET: The R-package glmnet was used for the implementation of GLMNET. The tuning parameter $\alpha$ in the elastic-net penalty term was kept fixed at the default value 1 . The weight $\lambda$ of the penalty term was chosen by cross-validation using the function $\mathrm{cv} . \mathrm{glmnet}$ with default values of its arguments.
- 1NN: The knn1 function from the R-package class was used for implementation of the usual 1-nearest neighbor classifier.
- NN-RAND: The function classify from the package RandPro was used with default values of the arguments.
- NNET: We used nnet from the package nnet to fit a single-hidden-layer neural network with default parameters. The number of units in the hidden layer were allowed to vary in the set $\{1,3,5,10\}$, and the minimum misclassification rate was reported as NNET.
- SVM: The R package e1071 was used for implementing SVM with linear and RBF kernel. For the RBF kernel, i.e., $K_{\theta}(\mathbf{x}, \mathbf{y})=\exp \left\{-\theta\|\mathbf{x}-\mathbf{y}\|^{2}\right\}$, we considered the default value of the tuning parameter $\theta$, i.e., $\theta=1 / p$.

Table 3: Average Time (in Seconds) Taken by the Classifiers to Classify 200 Test Observations in Example 1

| $p$ | $\delta_{0}$ | $\delta_{1}$ | $\delta_{2}$ | GLM | 1NN | NN | NNET $^{*}$ |  |  |  |  | SVM |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| NET |  | RAND | 1 | 3 | 5 | 10 | LIN | RBF |  |  |  |  |
| 50 | 0.0149 | 0.0189 | 0.0188 | 0.0940 | 0.0008 | 2.7834 | 0.0090 | 0.0162 | 0.0328 | 0.1110 | 0.0052 | 0.0060 |
| 100 | 0.0156 | 0.0236 | 0.0238 | 0.0978 | 0.0024 | 3.4872 | 0.0130 | 0.0454 | 0.1070 | 0.4012 | 0.0104 | 0.0102 |
| 250 | 0.0185 | 0.0390 | 0.0389 | 0.1050 | 0.0048 | 4.6608 | 0.0382 | 0.2232 | 0.5982 | 4.2194 | 0.0224 | 0.0240 |
| 500 | 0.0209 | 0.0551 | 0.0549 | 0.1132 | 0.0070 | 5.3308 | 0.1104 | 0.8512 | 3.9240 | 19.7896 | 0.0398 | 0.0402 |
| 1000 | 0.0263 | 0.0807 | 0.0808 | 0.1530 | 0.0120 | 6.7963 | 0.3883 | 6.3370 | 19.1236 | 100.7417 | 0.0713 | 0.0797 |

* $1,3,5,10$ represent the numbers of units in the single-hidden-layer of the neural network.


## B. 2 Codes

The R codes for implementation of the proposed classifiers are available here.

Table 4: Average Misclassfication Probability (in \%) with Standard Errors (in Parentheses) of Different Classifiers for Fixed $n(=40)$ and Varying $p$ in Simulated Examples (in Each Row, the Minimum Misclassification Probability Is Bold Faced, and the Second Minimum Is in Italics).

| Example | $p$ | Bayes | $\delta_{0}$ | $\delta_{1}$ | $\delta_{2}$ | GLMNET | 1NN | NN-RAND | NNET | SVM-LIN | SVM-RBF |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 50 | $\begin{gathered} 4.22 \\ (0.14) \end{gathered}$ | $\begin{aligned} & 45.40 \\ & (0.45) \end{aligned}$ | $\begin{aligned} & 44.48 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & 36.67 \\ & (0.42) \end{aligned}$ | $\begin{aligned} & 46.03 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 46.29 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 46.19 \\ & (0.13) \end{aligned}$ | $\begin{gathered} \mathbf{6 . 7 8} \\ (0.25) \end{gathered}$ |
|  | 100 | $\begin{array}{\|c} \hline 0.75 \\ (0.06) \\ \hline \end{array}$ | $\begin{aligned} & \hline 42.73 \\ & (0.37) \\ & \hline \end{aligned}$ | $\begin{aligned} & 41.57 \\ & (0.40) \\ & \hline \end{aligned}$ | $\begin{aligned} & 30.40 \\ & (0.31) \\ & \hline \end{aligned}$ | $\begin{aligned} & 46.23 \\ & (0.13) \\ & \hline \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.04 \\ & (0.10) \\ & \hline \end{aligned}$ | $\begin{array}{r} 47.92 \\ (0.11) \\ \hline \end{array}$ | $\begin{gathered} 1.96 \\ (0.17) \\ \hline \end{gathered}$ |
|  | 250 | $\begin{gathered} \hline 0.01 \\ (0.01) \end{gathered}$ | $\begin{aligned} & \hline 39.87 \\ & (0.37) \end{aligned}$ | $\begin{aligned} & \hline 37.65 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & \hline 21.34 \\ & (0.27) \end{aligned}$ | $\begin{aligned} & 46.67 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & \hline 49.43 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 49.87 \\ & (0.03) \end{aligned}$ | $\begin{gathered} \mathbf{0 . 0 9} \\ (0.02) \end{gathered}$ |
|  | 500 | $\begin{array}{\|c\|} \hline 0.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{aligned} & \hline 35.70 \\ & (0.36) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 32.62 \\ & (0.34) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 13.02 \\ & (0.26) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 47.08 \\ & (0.16) \\ & \hline \end{aligned}$ | $\begin{array}{\|l} \hline 50.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{array}{r} 50.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{array}{r} 48.88 \\ (0.19) \\ \hline \end{array}$ | $\begin{array}{r} 50.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{gathered} \hline \mathbf{0 . 0 0} \\ (0.00) \\ \hline \end{gathered}$ |
|  | 1000 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & \hline 30.82 \\ & (0.37) \end{aligned}$ | $\begin{aligned} & 27.32 \\ & (0.34) \end{aligned}$ | $\begin{gathered} 6.25 \\ (0.22) \end{gathered}$ | $\begin{aligned} & \hline 47.78 \\ & (0.11) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 47.62 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ | $\begin{gathered} \hline \mathbf{0 . 0 0} \\ (0.00) \end{gathered}$ |
| 2 | 50 | $\begin{gathered} 5.96 \\ (0.16) \end{gathered}$ | $\begin{aligned} & 49.78 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & 45.59 \\ & (0.42) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{3 7 . 0 1} \\ & (0.48) \end{aligned}$ | $\begin{aligned} & 49.33 \\ & (0.34) \end{aligned}$ | $\begin{aligned} & 48.83 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 49.81 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 49.21 \\ & (0.33) \end{aligned}$ | $\begin{aligned} & 49.40 \\ & (0.29) \end{aligned}$ | $\begin{aligned} & 40.50 \\ & (0.40) \end{aligned}$ |
|  | 100 | $\begin{array}{\|c} \hline 1.22 \\ (0.07) \\ \hline \end{array}$ | $\begin{aligned} & \hline 49.51 \\ & (0.35) \\ & \hline \end{aligned}$ | $\begin{aligned} & 43.55 \\ & (0.43) \\ & \hline \end{aligned}$ | $\begin{array}{\|l\|} \hline \mathbf{3 2 . 3 0} \\ (0.47) \\ \hline \end{array}$ | $\begin{aligned} & 49.54 \\ & (0.37) \end{aligned}$ | $\begin{aligned} & 49.61 \\ & (0.21) \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.95 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 49.46 \\ & (0.38) \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.77 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 39.56 \\ & (0.36) \end{aligned}$ |
|  | 250 | $\begin{gathered} 0.01 \\ (0.01) \end{gathered}$ | $\begin{aligned} & 49.97 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 40.76 \\ & (0.45) \end{aligned}$ | $\begin{aligned} & \mathbf{2 3 . 9 3} \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 49.20 \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 49.80 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 50.22 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 49.23 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 48.92 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 37.14 \\ & (0.33) \end{aligned}$ |
|  | 500 | $\begin{gathered} \hline 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 50.32 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 36.82 \\ & (0.34) \end{aligned}$ | $\begin{aligned} & \mathbf{1 7 . 7 3} \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 48.64 \\ & (0.34) \end{aligned}$ | $\begin{aligned} & 50.09 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 50.04 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & 49.62 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 50.05 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 35.87 \\ & (0.28) \end{aligned}$ |
|  | 1000 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 50.20 \\ & (0.37) \end{aligned}$ | $\begin{aligned} & 32.42 \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 13.35 \\ & (0.32) \end{aligned}$ | $\begin{aligned} & 49.49 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & 50.08 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 50.05 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 49.44 \\ & (0.37) \end{aligned}$ | $\begin{aligned} & 50.04 \\ & (0.32) \end{aligned}$ | $\begin{aligned} & 34.67 \\ & (0.30) \end{aligned}$ |
| 3 | 50 | $\begin{array}{\|c\|} \hline 0.68 \\ (0.06) \end{array}$ | $\begin{aligned} & \hline 37.76 \\ & (0.41) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{2 8 . 2 7} \\ & (0.39) \end{aligned}$ | $\begin{aligned} & 30.34 \\ & (0.44) \end{aligned}$ | $\begin{aligned} & 35.30 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & 36.52 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 37.67 \\ & (0.29) \end{aligned}$ | $\begin{aligned} & \hline 37.63 \\ & (0.26) \\ & \hline \end{aligned}$ | $\begin{aligned} & 36.15 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 38.38 \\ & (0.26) \end{aligned}$ |
|  | 100 | $\begin{array}{\|c} \hline 0.04 \\ (0.01) \end{array}$ | $\begin{aligned} & \hline 39.44 \\ & (0.47) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{2 1 . 0 3} \\ & (0.35) \end{aligned}$ | $\begin{aligned} & \hline 23.26 \\ & (0.38) \end{aligned}$ | $\begin{aligned} & \hline 35.47 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 36.14 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & \hline 37.90 \\ & (0.33) \end{aligned}$ | $\begin{aligned} & \hline 37.69 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & \hline 35.90 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 41.12 \\ & (0.27) \end{aligned}$ |
|  | 250 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 41.42 \\ & (0.46) \end{aligned}$ | $\begin{aligned} & \mathbf{1 0 . 5 3} \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 12.59 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 35.45 \\ & (0.25) \end{aligned}$ | $\begin{aligned} & 36.70 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 38.72 \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 38.02 \\ & (0.23) \end{aligned}$ | $\begin{aligned} & 35.35 \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 45.23 \\ & (0.23) \end{aligned}$ |
|  | 500 | $\begin{array}{\|c\|} \hline 0.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{aligned} & 43.02 \\ & (0.40) \end{aligned}$ | $\begin{gathered} \mathbf{3 . 8 6} \\ (0.14) \end{gathered}$ | $\begin{gathered} 5.38 \\ (0.16) \\ \hline \end{gathered}$ | $\begin{aligned} & 35.56 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 36.50 \\ & (0.26) \\ & \hline \end{aligned}$ | $\begin{aligned} & 38.14 \\ & (0.33) \\ & \hline \end{aligned}$ | $\begin{aligned} & 38.14 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 35.20 \\ & (0.21) \\ & \hline \end{aligned}$ | $\begin{aligned} & 48.19 \\ & (0.16) \\ & \hline \end{aligned}$ |
|  | 1000 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 44.59 \\ & (0.46) \end{aligned}$ | $\begin{gathered} \mathbf{0 . 6 0} \\ (0.05) \end{gathered}$ | $\begin{gathered} 1.24 \\ (0.10) \end{gathered}$ | $\begin{aligned} & 35.60 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 36.53 \\ & (0.31) \end{aligned}$ | $\begin{aligned} & 38.04 \\ & (0.35) \end{aligned}$ | $\begin{aligned} & 37.52 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 35.42 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 49.68 \\ & (0.05) \end{aligned}$ |
| 4 | 50 | $\begin{gathered} 4.14 \\ (0.14) \end{gathered}$ | $\begin{aligned} & 48.65 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 43.08 \\ & (0.42) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{3 2 . 3 4} \\ & (0.40) \end{aligned}$ | $\begin{aligned} & 44.98 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & 43.92 \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 49.01 \\ & (0.09) \end{aligned}$ | $\begin{aligned} & \hline 43.52 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 44.53 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 35.45 \\ & (0.26) \end{aligned}$ |
|  | 100 | $\begin{array}{\|c\|} \hline 0.76 \\ (0.06) \end{array}$ | $\begin{aligned} & 49.81 \\ & (0.34) \end{aligned}$ | $\begin{aligned} & 41.18 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{2 7 . 1 0} \\ & (0.34) \\ & \hline \end{aligned}$ | $\begin{aligned} & 44.97 \\ & (0.17) \\ & \hline \end{aligned}$ | $\begin{aligned} & 45.95 \\ & (0.16) \end{aligned}$ | $\begin{aligned} & 49.68 \\ & (0.05) \\ & \hline \end{aligned}$ | $\begin{aligned} & \hline 44.98 \\ & (0.25) \\ & \hline \end{aligned}$ | $\begin{aligned} & 43.85 \\ & (0.18) \\ & \hline \end{aligned}$ | $\begin{aligned} & 39.96 \\ & (0.28) \\ & \hline \end{aligned}$ |
|  | 250 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 50.17 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 34.97 \\ & (0.42) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{1 7 . 4 8} \\ & (0.33) \end{aligned}$ | $\begin{aligned} & 45.06 \\ & (0.15) \end{aligned}$ | $\begin{aligned} & 47.43 \\ & (0.13) \end{aligned}$ | $\begin{aligned} & 49.85 \\ & (0.04) \end{aligned}$ | $\begin{aligned} & 45.44 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 44.80 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & 47.21 \\ & (0.12) \end{aligned}$ |
|  | 500 | $\begin{array}{\|c} \hline 0.00 \\ (0.00) \end{array}$ | $\begin{aligned} & 50.35 \\ & (0.36) \end{aligned}$ | $\begin{aligned} & 31.05 \\ & (0.42) \end{aligned}$ | $\begin{aligned} & \hline \mathbf{1 1 . 6 3} \\ & (0.28) \end{aligned}$ | $\begin{aligned} & 44.97 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 48.44 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 49.94 \\ & (0.03) \end{aligned}$ | $\begin{aligned} & 45.48 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 44.38 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 49.66 \\ & (0.04) \end{aligned}$ |
|  | 1000 | $\begin{array}{\|c} \hline 0.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{aligned} & \hline 49.80 \\ & (0.39) \\ & \hline \end{aligned}$ | $\begin{aligned} & 23.73 \\ & (0.34) \\ & \hline \end{aligned}$ | $\begin{array}{\|c\|} \hline \mathbf{6 . 9 1} \\ (0.21) \\ \hline \end{array}$ | $\begin{aligned} & 44.78 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 49.02 \\ & (0.07) \\ & \hline \end{aligned}$ | $\begin{aligned} & 49.92 \\ & (0.02) \end{aligned}$ | $\begin{aligned} & 46.08 \\ & (0.19) \\ & \hline \end{aligned}$ | $\begin{aligned} & 45.09 \\ & (0.14) \end{aligned}$ | $\begin{aligned} & 49.99 \\ & (0.00) \end{aligned}$ |
| 5 | 50 | $\begin{array}{\|c} 0.00 \\ (0.00) \end{array}$ | $\begin{aligned} & 49.92 \\ & (0.39) \end{aligned}$ | $\begin{aligned} & 15.70 \\ & (0.34) \end{aligned}$ | $\begin{aligned} & \mathbf{1 0 . 5 4} \\ & (0.21) \end{aligned}$ | $\begin{aligned} & 42.16 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 45.04 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 47.10 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 45.44 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 42.48 \\ & (0.22) \end{aligned}$ | $\begin{aligned} & 46.17 \\ & (0.15) \end{aligned}$ |
|  | 100 | $\begin{gathered} \hline 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 50.13 \\ & (0.31) \end{aligned}$ | $\begin{gathered} 7.82 \\ (0.20) \end{gathered}$ | $\begin{array}{c\|} \hline 4.02 \\ (0.16) \end{array}$ | $\begin{aligned} & 42.51 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 46.20 \\ & (0.19) \end{aligned}$ | $\begin{aligned} & 48.77 \\ & (0.12) \end{aligned}$ | $\begin{aligned} & 46.20 \\ & (0.30) \end{aligned}$ | $\begin{aligned} & 44.36 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 47.81 \\ & (0.12) \end{aligned}$ |
|  | 250 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 49.80 \\ & (0.34) \end{aligned}$ | $\begin{gathered} 1.43 \\ (0.10) \end{gathered}$ | $\begin{array}{c\|} \hline \mathbf{0 . 3 3} \\ (0.04) \end{array}$ | $\begin{aligned} & 43.66 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 47.99 \\ & (0.13) \end{aligned}$ | $\begin{aligned} & 49.76 \\ & (0.07) \end{aligned}$ | $\begin{aligned} & \hline 47.69 \\ & (0.26) \end{aligned}$ | $\begin{aligned} & 48.55 \\ & (0.10) \end{aligned}$ | $\begin{aligned} & 49.73 \\ & (0.04) \end{aligned}$ |
|  | 500 | $\begin{gathered} 0.00 \\ (0.00) \end{gathered}$ | $\begin{aligned} & 49.84 \\ & (0.32) \end{aligned}$ | $\begin{gathered} 0.14 \\ (0.03) \end{gathered}$ | $\begin{array}{\|c\|} \hline \mathbf{0 . 0 2} \\ (0.01) \\ \hline \end{array}$ | $\begin{aligned} & 45.28 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 48.94 \\ & (0.07) \end{aligned}$ | $\begin{aligned} & 49.81 \\ & (0.06) \end{aligned}$ | $\begin{aligned} & 47.97 \\ & (0.24) \end{aligned}$ | $\begin{aligned} & 49.90 \\ & (0.02) \end{aligned}$ | $\begin{aligned} & 49.99 \\ & (0.00) \end{aligned}$ |
|  | 1000 | $\begin{array}{\|c} \hline 0.00 \\ (0.00) \\ \hline \end{array}$ | $\begin{aligned} & 50.09 \\ & (0.36) \end{aligned}$ | $\begin{gathered} \mathbf{0 . 0 0} \\ (0.00) \end{gathered}$ | $\begin{gathered} \mathbf{0 . 0 0} \\ (0.00) \end{gathered}$ | $\begin{aligned} & 45.72 \\ & (0.17) \end{aligned}$ | $\begin{aligned} & 49.45 \\ & (0.08) \end{aligned}$ | $\begin{aligned} & 49.92 \\ & (0.05) \end{aligned}$ | $\begin{aligned} & 48.76 \\ & (0.20) \end{aligned}$ | $\begin{aligned} & 49.99 \\ & (0.00) \end{aligned}$ | $\begin{aligned} & 50.00 \\ & (0.00) \end{aligned}$ |

