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Abstract

Directed Acyclic Graphs and trees are widely prevalent in several real-world applications. These hierarchical structures show intriguing properties such as scale-free and bipartite nature, with fine-grained temporal irregularities among nodes. Building on advances in geometrical deep learning, we explore a time-aware neural network to model trees and Directed Acyclic Graphs in multiple Riemannian manifolds of varying curvatures. To jointly utilize the strength of these manifolds, we propose Multi-Manifold Recursive Interaction Learning (MRIL) on Directed Acyclic Graphs where we introduce an inter-manifold learning mechanism that recursively enriches each manifold with representations from sibling manifolds. We propose the integration of the Stiefel orthogonality constraint which stabilizes the training process in Riemannian manifolds. Through a series of quantitative and exploratory experiments, we show that our method achieves competitive performance and converges much faster on data spanning several domains.

1 Introduction

Abundant information in the form of graphs has been made available due to the explosive growth of social media (Fink et al. 2015, Tambuscio et al. 2015). Along with the individual event information, various patterns in events such as dialogues (Qiu et al. 2021, Zahiri and Choi 2018, Poria et al. 2018), tweets (Zubiaga et al. 2016, Ma et al. 2017) etc., can be analyzed where the dependencies within such events can give us more information than the individual event. Many real-world structures such as social media networks (Tambuscio et al. 2015), retweet propagation trees (Ma et al. 2017), disease propagation trees (Chami et al. 2019) etc., can be studied and analyzed along with the intra-event dependencies and represented in the form of directed acyclic graphs (DAGs) or trees (Jiang et al. 2021). These graph structures provide additional structure over the individual node representations. In many of these applications, the graphs are characterized by irregular structures as well as distinct time-stamps of the events. To illustrate our intuition, Figure 1 exemplifies fake news detection in tweets with temporal context along with cardinality information. The users’ preferences, their influence, and time of occurrence of the posts may provide useful context about the original post. Hence, the cardinality and temporal variation among the graph nodes are potentially useful in learning generalized node representations for such applications (Dou et al. 2021).

Graph structures such as retweet propagation trees (Ma et al. 2017), dependency parse trees (Socher et al. 2013) etc., have hierarchical and scale-free nature (see Figure 1). Due to the scale-free nature, these structures with their node representations embedded in the Euclidean space may suffer major distortions (Aparicio et al. 2015, Chen et al. 2012a). The quality of such learned representations is determined by whether the geometry of embedding space of the representations matches with the structure of the data (Gu et al. 2019). Spherical embed-
Figure 1: Illustration of the cardinal influence and
 temporal context, specifically in fake news detection
 with scale-free network settings. The original doc-
 ment is a news article and other nodes depict the
 retweets to the original post.

 embeddings perform well under noisy conditions with low
 distortion on real-world data (Wilson et al., 2014). Poincaré
 embeddings capture hyperbolic properties in real-world graphs
 by learning shallow embeddings with hyperbolic distance
 In real-world applications, graph data may have varying struc-
 ture, and single-manifold embeddings may not capture
 the graph information with minimum distortion (Krioukov et al.,
 2010). Hence, an interaction mechanism among different manifolds
 such as Euclidean, Poincaré, and Spherical will capture a wider range
 of curvatures than single-manifold embeddings. Moreover, for
 many applications such as retweet propagation (Ma et al., 2017),
 conversation trees, and dialogue structures (Shen et al., 2021),
 a challenge may arise due to exploding and vanishing gradients
 while learning in these manifolds due to long-term dependencies
 in the graphs.

 Building on previous work (Gu et al., 2019), we propose
 Multi-Manifold Recursive Interaction Learning (MRIL) on Directed
 Acyclic Graphs (§2). Here, we introduce an inter-manifold learning
 mechanism (§2.2) that produces enriched node represen-
 tations from Euclidean, Poincaré, and Spherical manifolds for
 learning non-trivial geometric properties from dynamically changing
 manifolds along with the Stiefel manifold constraint (§2.3). To account
 for the influence of every predecessor of the given node, we introduce
 a cardinality preserving attention mechanism in each of the manifolds
 (§2.1). We also add a time-aware component to capture tem-
 poral irregularities between nodes (§2.1). We evaluate our model on
 various tasks such as emotion recognition in conversations, fake news
 detection, rumour detection, and fine-grained sentiment classification
to demonstrate the effectiveness of our model (§4). Through ablative
 qualitative and quantitative analyses, we validate the importance of
each model component such as manifold combinations (§4.3),
gated recursive interaction (§4.4), and cardinality and time-aware
 components (§4.2). We summarize our contributions as follows:

- We propose **MRIL**: Multi-Manifold Recursive Interaction Learning over directed acyclic graphs and trees, where we introduce an inter-manifold learning mechanism to produce enriched node representations through gated recursive interaction learning.

- To address cardinality and temporal irregularities, we integrate a cardinality preserving attention along with time-aware components during recursive information flow through a generalized Recursive Riemannian Transition (RRT) Network.

- To stabilize the training process, we integrate the Stiefel manifold constraint during multi-manifold learning, which helps to mitigate the exploding and vanishing gradient problem, and achieve faster convergence.

- Through extensive experiments on various tasks such as emotion recognition in conversations, fake news detection, rumour detection, fine-grained sentiment classification, we show the applicability of **MRIL** that achieves competitive performance on these tasks.

2 Methodology

Let \( t = (V, E) \) denote a directed acyclic graph with
nodes \( V \) and edges \( E \), where the directed edge \( e_{jk} = (k, j) \)
connects the node \( k \) with its successor node \( j \). The set of direct predecessors of node \( j \) is given by
\( C(j) \) and feature vector as \( x_j^M \). Let a subgraph of \( t \)
be denoted by \( t_j \) having a node \( j \) without outgoing edges.

2.1 Recursive Riemannian Transitions

The role of the Riemannian Recursive Transition Network (RRT) is described by its ability to recursively encode information about every single node in \( t_j \) through bottom-up message passing. As shown in
Figure 2 starting with the nodes with no incoming edges, every node \( j \) is processed using its predecessor nodes \( C(j) \) in a recursive manner. To capture diverse structural properties of the graph, we model them in three component spaces: Poincaré (\( \mathbb{P} \)), Spherical (\( \mathbb{S} \)), and Euclidean (\( \mathbb{R} \)), which can be considered as Riemannian manifolds in the gyrovector space. We will first briefly describe general mathematical preliminaries on Riemannian manifolds before describing the network architecture and transition equations.

**Riemannian Manifolds and Gyrovector Spaces:** A Riemannian manifold in the gyrovector space is a smooth manifold denoted by \( (\mathcal{M}, g^\mathcal{M}) \), defined by \( \mathcal{M} = \{ x \in \mathbb{R}^n | -\omega \| x \|^2 < 1 \} \) where \( \omega \) is the sectional curvature, and \( g^\mathcal{M} \) is termed as the Riemannian metric. In order to perform mathematical operations in the manifold \( \mathcal{M} \), any operand must be first projected onto the manifold. The mapping of a given tangent vector \( v \in T_x \mathcal{M} \) to a point \( \exp^\mathcal{M}_x(v) \) on the manifold \( \mathcal{M} \) is called the exponential map \( \exp^\mathcal{M}_x(v) \). The inverse of this operation is the logarithmic map \( \log^\mathcal{M}_x(y) \), which maps a point \( y \in \mathcal{M} \) to a point \( \log^\mathcal{M}_x(y) \) on the tangent space at \( x \). The gyrovector space provides an algebra characterized by Möbius Addition \( (\oplus_\omega) \), Möbius Matrix Multiplication \( (\odot_\omega) \), and Möbius Pointwise Multiplication \( (\odot_\omega^1) \). We obtain Poincaré ball \( \mathbb{P} \), Euclidean \( \mathbb{R} \) and Spherical \( \mathbb{S} \) geometries when \( \omega < 0 \), \( \omega = 0 \) and \( \omega > 0 \) respectively. Using the above preliminaries, we will first define our network on a generalized gyrovector space \( \mathcal{M} \).

Using different values of the curvature \( \omega \), the generalized RRT can be instantiated in the Poincaré, Spherical, and Euclidean manifolds. Hence, the RRT can be abstracted as a single step in the bottom-up traversal (Figure 2), which takes in a node \( j \), its predecessors \( C(j) \), the parameter \( \omega \), and returns the hidden state \( h_j^{\mathcal{M}} \) and cell memory \( c_j^{\mathcal{M}} \) of \( j \) in the manifold \( \mathcal{M} \in \{\mathbb{P}, \mathbb{S}, \mathbb{R}\} \), given by,

\[
h_j^{\mathcal{M}}, c_j^{\mathcal{M}} = \text{RRT}(j, C(j); \omega)
\]

We will now describe each individual component of the RRT in detail.

**Cardinality Preserving Attention:** Across several domains such as dialogue modelling, sentiment
analysis and conversation threads, each node \( j \) may show varied number of interactions and relations (Shen et al. 2021; Zubjiga et al. 2016), where each predecessor node \( k \in \mathbb{C}(j) \) may exert diverse influences on node \( j \). Let \( h_k^M, c_k^M = \text{RRT}(k, \mathbb{C}(k); \omega) \) denote the previous hidden and memory states of node \( k, \forall k \in \mathbb{C}(j) \). We seek to aggregate the final hidden states \( h_k^M \) of each predecessor, to obtain a combined representation of all the predecessors of node \( j \). To do so, we use a Cardinality Preserving Attention mechanism to simultaneously capture the cardinality information (Zhang and Xie 2020) of the direct predecessor set \( \mathbb{C}(j) \). We compute the attention coefficients \( \alpha_{jk}, \forall k \in \mathbb{C}(j) \) based on the geodesic distance \( d_M \) between node \( j \) and node \( k \), given as,
\[
\alpha_{jk} = \text{softmax}(\lambda d_M(h_k^M, x_j^M) \oplus) \quad (2)
\]
where \( \lambda \) is a learnable parameter. To calculate the weighted aggregation of predecessor hidden states, we integrate the cardinality preserving mechanism with the generalization of weighted averages over gyrovector spaces. The cardinality-aware aggregated hidden state \( \tilde{h}_j \) is obtained based on the Möbius gyromidpoint (Ungar 2008), given by,
\[
\tilde{h}_j^M = |\mathbb{C}(j)| \sum_{k \in \mathbb{C}(j)} \frac{1}{2} \sum_{i \in \mathbb{C}(j)} \alpha_{jk}(\gamma(h_k^M) - 1) h_k^M \quad (3)
\]
where \( |\mathbb{C}(j)| \) is the cardinality of the predecessor set, \( \mathbb{E}_\omega \) is Möbius scalar multiplication, and \( \gamma(\cdot) = (\cdot)^2 \) is called the conformal factor. We will now describe how the the aggregated hidden state \( \tilde{h}_j^M \) is integrated with time-aware components to obtain a final time and cardinality aware hidden representation for node \( j \) using a set of transition functions.

**Time-Aware Component:** Several domains, such as conversation trees, and information cascades on social media, are characterized by intricate temporal patterns and irregularities between nodes (Backstrom et al. 2013; Zubjiga et al. 2016). Let \( \Delta \tau_{jk} \) denote the difference in timestamps \( \tau_{jk} \) and \( \tau_k \) of nodes \( j \) and \( k, \forall k \in \mathbb{C}(j) \) respectively (such as timestamps of posts in conversation threads on social media). We follow existing work (Baytas et al. 2017) and use a time-aware heuristic function \( g(\Delta \tau_{jk}) = 1/\Delta \tau_{jk} \). Using this heuristic, we get the time-aware adjusted memory state \( \ast c_k^M, \forall k \in \mathbb{C}(j), \) given by,
\[
\begin{align*}
S c_k^M &= \exp^M(\text{tanh}(\log^M(W^c) \odot c_k^M))) \quad (4)
S \ast c_k^M &= -S c_k^M \odot \ast c_k^M \odot \omega S c_k^M \odot \omega g(\Delta \tau_{jk}) \quad (5)
\end{align*}
\]
where \( W^c(\cdot) \) is a learnable parameter.

Using the aggregated predecessor hidden state \( \tilde{h}_j \), we define the input gate \( i_j \), output gate \( o_j \) and intermediate cell state \( u_j \). We then implement multiple forget gates \( f_{jk} \) to selectively incorporate information for each predecessor node \( k \). We represent these equations as,
\[
\begin{align*}
i_j^M &= \sigma(\log^M(W^{(i)} \odot x_j^M \odot U^{(i)} \odot \tilde{h}_j^M)) \quad (6)
o_j^M &= \sigma(\log^M(W^{(o)} \odot x_j^M \odot U^{(o)} \odot \tilde{h}_j^M)) \quad (7)
u_j^M &= \text{tanh}(\log^M(W^{(u)} \odot x_j^M \odot U^{(u)} \odot \tilde{h}_j^M)) \quad (8)
f_{jk}^M &= \sigma(\log^M(W^{(f)} \odot x_j^M \odot U^{(f)} \odot \tilde{h}_j^M)) \quad (9)
\end{align*}
\]
Finally, we selectively incorporate information from forget gates \( f_{jk} \) of the predecessor nodes with the temporal information from the adjusted cell memories \( \ast c_k^M \), by combining the forget gates and the adjusted cell memories of predecessor nodes to obtain the cell memory state \( c_j^M \). The hidden state of node \( j \) in the manifold \( M \) is obtained using the output gate \( o_j^M \) and cell memory state \( c_j^M \), given by,
\[
\begin{align*}
c_j^M &= i_j^M \odot o_j^M \oplus \omega \sum_k f_{jk}^M \odot \ast c_k^M \quad (10)
\ast c_j^M &= -S c_j^M \odot c_j^M \odot \omega S c_j^M \odot \omega g(\Delta \tau_{jk}) \quad (11)
\end{align*}
\]

### 2.2 Gated Recursive Interaction Learning

To characterize varied spatial and social features shown by real-world graphs (Chen et al. 2012b; Saito et al. 2012; Gu et al. 2019), we seek to learn rich structural representations at each level of the graph on multiple manifolds. With this motive, we instantiate the Recursive Riemannian Transitions over 3 manifolds, namely Euclidean (\( \mathbb{R} \)),
Poincaré (P) and Spherical (S), over a shared set of weight matrices $W^{(1)}$. Let $\mathcal{M} = \{ \mathcal{P}, \mathcal{S}, \mathcal{R} \}$ represent the set of available manifolds. Using the hidden states $h^M_j, \forall M \in \mathcal{M}$ obtained as $h^M_j, c^M = \text{RRT}(k, C(k); \omega)$ of the predecessor nodes $k, \forall k \in \mathcal{C}(j)$, we recursively enrich subgraph $t_j$ in each manifold with varied representations from every other manifold before applying RRT operations, as shown in Figure 3. To control the influence of each manifold, we first apply a sigmoid gating function on the hidden states of the Poincaré ($h^\mathcal{P}_j$), Euclidean ($h^\mathcal{E}_j$) and Spherical ($h^\mathcal{S}_j$) manifolds to obtain gated tangent hidden states $\hat{h}^M_j, \forall k \in \mathcal{C}(j), \forall M \in \mathcal{M}$ as,

$$\hat{h}^M_j = \log^\mathcal{M} (\sigma(W^\mathcal{P} \odot h^\mathcal{P}_j) \odot h^M_j)$$

Next, we adaptively enrich predecessor hidden states from every manifold with diverse representations from sibling manifolds. By using sigmoid gates, each hidden state is then adaptively weighted with hidden states from every other sibling manifold through the Möbius gyromidpoint to obtain an enriched representation of $\hat{h}^M_j, \forall \mathcal{M} \in \mathcal{M}$, given as,

$$h^M_j = |\mathcal{M}| \sum_{\mathcal{M}' \in \mathcal{M}} \frac{1}{2} \mathbb{E} \left[ \gamma(\exp_{\mathcal{M}'}(\hat{h}^M_j')) \exp_{\mathcal{M}}(\hat{h}^M_j') \right] - 1$$

These hidden states are then used in the Riemannian Recursive Transition network to obtain hidden states of parent node $j$, given as,

$$\hat{h}^P_j, c^P_j = \text{RRT}(j, C(j); \omega < 0)$$

$$\hat{h}^R_j, c^R_j = \text{RRT}(j, C(j); \omega = 0)$$

$$\hat{h}^S_j, c^S_j = \text{RRT}(j, C(j); \omega > 0)$$

The final hidden state $h^P_j, \forall j \in t$ is obtained by pooling the logarithmic projections of the 3 manifold hidden states. We refer to the full model as MRIL: Multi-Manifold Recursive Interaction Learning on Directed Acyclic Graphs, given as,

$$h^P_j = \text{MRIL}(t_j)$$

where $t_j$ is the subgraph of $t$ with $j$ as a sink node.

### 2.3 Stiefel Constrained Optimization

Modelling dialogue structures and online conversation threads require recursively capturing information over long-term dependencies [Majumder et al., 2019] [Aragón et al., 2017]. As a consequence, a well-documented challenge arises in the form of exploding and vanishing gradients, which has been observed in recursive models such as RNNs [Hochreiter and Schmidhuber, 1997], GRUs [Wolter and Yao, 2018], and even LSTMs [Kamath et al., 2019]. A similar problem arises for the RRT, wherein the cell state update in eq. [10] evolves through a linear recursive equation, while all other states are bounded by sigmoid and tanh activations, causing an imbalance in gradient magnitudes leading to vanishing and exploding gradients over long-term dependencies (Kamath et al., 2019). This vanishing problem can be controlled by keeping network weight matrices $W$ close to orthogonal (Arjovsky et al., 2016).

The Stiefel manifold is a Riemannian manifold consisting of orthogonal matrices, given by $\mathcal{V} = \{ X \in \mathbb{R}^{m \times n} : X^T X = I_n \}$. Contrary to existing work on Riemannian manifolds and hyperbolic learning, every network weight matrix $W$ in MRIL is constrained to the Stiefel manifold. We use QR decomposition [Absil et al., 2009] to obtain an initial random weight matrix on the Stiefel manifold. QR decomposition is the decomposition of a given matrix $A$ into the product of an orthogonal matrix $Q$ and upper triangular matrix $R$. The decomposition equation is formally stated as $A = QR$. For network matrix initialization, a random weight matrix $A$ is first initialized. Next, it is decomposed into $A = WR$ using QR decomposition to obtain $W$, the initialized weight matrix on the Stiefel manifold.

The optimization for MRIL proceeds through gradient descent, wherein the computed gradient vectors are projected onto the Stiefel manifold before the gradient update step. Let $G = \frac{\partial L}{\partial W}$ denote the computed gradient of the objective function $L$ with respect to weight matrix $W$. During gradient descent, the euclidean gradient is first projected onto the manifold before the weight matrix is updated (Meghwanshi et al., 2018). The projection of the gradient $G$ on the tangent space at $W$ is denoted as follows,

$$G_{\text{proj}} = G - \frac{W}{2} (W^T G + G^T W)$$

### 3 Experiments

#### 3.1 Datasets

In this section, we explore various classification tasks involving DAGs and trees. We present a summary of dataset properties in Table 2. We explore two kinds of tasks, namely node classification and sink (root) node classification.
Table 1: Performance comparison over graph and non-graph based methods, averaged over 5 independent runs. * indicates that the result is significantly ($p < 0.005$) better than the existing state-of-the-art methods under Wilcoxon’s signed rank test. **Bold** and *italics* denotes best and second best performance respectively.

<table>
<thead>
<tr>
<th>Type</th>
<th>Models</th>
<th>MELD</th>
<th>IEMOCAP</th>
<th>EmoryNLP</th>
<th>UPFD-Pol</th>
<th>UPFD-Gos</th>
<th>SST-5</th>
<th>Disease</th>
<th>PHEME</th>
<th>Twitter16</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Structure</td>
<td>MLP</td>
<td>0.37</td>
<td>0.44</td>
<td>0.21</td>
<td>0.76</td>
<td>0.75</td>
<td>0.42</td>
<td>0.31</td>
<td>0.60</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>LSTM</td>
<td>0.41</td>
<td>0.46</td>
<td>0.22</td>
<td>0.71</td>
<td>0.86</td>
<td>0.47</td>
<td>0.33</td>
<td>0.62</td>
<td>0.70</td>
</tr>
<tr>
<td>GCN</td>
<td>0.61</td>
<td>0.61</td>
<td>0.35</td>
<td>0.80</td>
<td>0.92</td>
<td>0.45</td>
<td>0.70</td>
<td>0.70</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>GAT</td>
<td>0.61</td>
<td>0.62</td>
<td>0.34</td>
<td>0.81</td>
<td>0.91</td>
<td>0.44</td>
<td>0.70</td>
<td>0.71</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>HGCM</td>
<td>0.63</td>
<td>0.63</td>
<td>0.39</td>
<td>0.81</td>
<td>0.94</td>
<td>0.45</td>
<td>0.74</td>
<td>0.71</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>Graph Structure</td>
<td>HGAT</td>
<td>0.63</td>
<td>0.67</td>
<td>0.33</td>
<td>0.82</td>
<td>0.93</td>
<td>0.45</td>
<td>0.72</td>
<td>0.73</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>TreeLSTM</td>
<td>0.57</td>
<td>0.58</td>
<td>0.36</td>
<td>0.79</td>
<td>0.84</td>
<td>0.50</td>
<td>0.52</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td></td>
<td>AttTreeLSTM</td>
<td>0.59</td>
<td>0.60</td>
<td>0.36</td>
<td>0.83</td>
<td>0.87</td>
<td>0.54</td>
<td>0.59</td>
<td>0.72</td>
<td>0.71</td>
</tr>
<tr>
<td></td>
<td>MRIL(Ours)</td>
<td>0.64*</td>
<td>0.67</td>
<td>0.39</td>
<td>0.85*</td>
<td>0.97*</td>
<td>0.57*</td>
<td>0.74</td>
<td>0.77*</td>
<td>0.79*</td>
</tr>
</tbody>
</table>

Table 2: Dataset Statistics

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Nodes</th>
<th>Edges</th>
<th>Avg. Graph Size</th>
<th># Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>MELD</td>
<td>13.7k</td>
<td>29.6k</td>
<td>9.57±5.79</td>
<td>7</td>
</tr>
<tr>
<td>IEMOCAP</td>
<td>10k</td>
<td>19.7k</td>
<td>66.8±22.32</td>
<td>6</td>
</tr>
<tr>
<td>EmoryNLP</td>
<td>12.6k</td>
<td>33.9k</td>
<td>14.05±5.61</td>
<td>7</td>
</tr>
<tr>
<td>UPFD-Pol</td>
<td>41k</td>
<td>40.7k</td>
<td>130.74±103.55</td>
<td>2</td>
</tr>
<tr>
<td>UPFD-Gos</td>
<td>314.2k</td>
<td>308.7k</td>
<td>57.51±45.23</td>
<td>2</td>
</tr>
<tr>
<td>SST</td>
<td>442.6k</td>
<td>430.7k</td>
<td>37.33±18.41</td>
<td>5</td>
</tr>
<tr>
<td>Disease</td>
<td>1k</td>
<td>1k</td>
<td>13.63±6.56</td>
<td>2</td>
</tr>
<tr>
<td>PHEME</td>
<td>90.5k</td>
<td>81.8k</td>
<td>16.62±24.73</td>
<td>2</td>
</tr>
<tr>
<td>Twitter16</td>
<td>6.8k</td>
<td>6.6k</td>
<td>16.62±24.73</td>
<td>2</td>
</tr>
</tbody>
</table>

Node Classification: MELD [Poria et al., 2018], IEMOCAP [Busso et al., 2008] and EmoryNLP [Zahiri and Choi, 2018] are datasets which contain dialogues from TV shows structured as DAGs, where the task is to predict the emotion of each dialogue. We evaluate these tasks using Weighted F1 score. Disease [Chami et al., 2019] dataset shows a disease propagation tree, where node represents a state of being infected or not by SIR disease. For this task we use Macro F1 score. SST-5 [Socher et al., 2013] is a corpus with fully labelled parsed trees. It allows fine-grained sentiment classification of the sentences based on their compositional structures. The metric for SST is accuracy. By following recursive topological bottom-up traversal, a label $\hat{y}_j$ is predicted for every single node $j$ in the graph by passing the output hidden state to a multi-layer perceptron (MLP), where the prediction step is given as,

$$\hat{y}_j = MLP(MRIL(t_j))$$  \hspace{1cm} (17)

Root Classification: UPFD-Pol and UPFD-Gos [Dou et al., 2021] consist of retweet propagation trees where the root node is a news piece and other nodes are users who retweeted it. The task is to predict whether the news piece is fake or not. Additional context in terms of reply tree structure with the time of posting is used. PHEME [Zubiaga et al., 2016] and Twitter16 [Ma et al., 2017] are rumour prediction tasks on claims made on social media, where each arising conversation tree with the time of posting forms the claim, labelled as either a true or a false rumour. Following existing work, macro F1 is used as the metric for these tasks. The label $y_0$ is only predicted for the root at the end of the bottom-up recursive traversals, with the final root node prediction step given as,

$$y_0 = MLP(MRIL(t))$$  \hspace{1cm} (18)

Baseline: We compare MRIL\(^2\) with various existing methods. Without regard to graph topology, MLP serves as the traditional feature-based neural network method. LSTM uses weak graph information in the form of a flattened graph structure. In tree/DAG-like methods, we compare performance of our model with Tree-LSTM [Tai et al., 2015] and Attentive Tree-LSTM [Ahmed et al., 2019]. Further we also take graph-based structures in Euclidean space such as GCN [Kipf and Welling, 2017], GAT [Veličković et al., 2018] and their hyperbolic versions HGCM [Chami et al., 2019], HGAT [Gulcehre et al., 2019].

4 Results

4.1 Performance Comparison

We evaluate MRIL over various domains spanning dialogue modelling, social networks, and sentiment analysis in Table 1. We first observe that the graph-based approaches outperform MLP and LSTM methods, emphasizing the importance of structural information for improved feature representations for such tasks [Wu et al., 2020, Shen et al., 2021]. Among approaches which leverage graph structure, models which utilize hyperbolic learning (HGCM, HGAT, MRIL) generally perform better.

\(^2\)We release the code at [https://github.com/atutej/MRIL](https://github.com/atutej/MRIL)
Table 3: Ablation study over manifold components of MRIL over 5 independent runs. **Bold** and *italics* denote best and second best performance respectively. * and † indicate that the result is significant ($p < 0.005$) with respect to euclidean and non-euclidean single-manifold models, respectively under Wilcoxon’s signed rank test.

<table>
<thead>
<tr>
<th>Model</th>
<th>MELD</th>
<th>IEMOCAP</th>
<th>EmoryNLP</th>
<th>UPFD-Pol</th>
<th>UPFD-Gos</th>
<th>SST-5</th>
<th>Disease</th>
<th>PHEME</th>
<th>Twitter16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euclidean RRT</td>
<td>0.56</td>
<td>0.63</td>
<td>0.35</td>
<td>0.78</td>
<td>0.91</td>
<td>0.52</td>
<td>0.61</td>
<td>0.69</td>
<td>0.71</td>
</tr>
<tr>
<td>Poincare RRT</td>
<td>0.61*</td>
<td>0.64*</td>
<td>0.36*</td>
<td>0.82*</td>
<td>0.92*</td>
<td>0.53*</td>
<td>0.73*</td>
<td>0.72*</td>
<td>0.75*</td>
</tr>
<tr>
<td>Stiefel RRT</td>
<td>0.61*</td>
<td>0.62</td>
<td>0.35</td>
<td>0.81*</td>
<td>0.92*</td>
<td>0.56*</td>
<td>0.64*</td>
<td>0.72*</td>
<td>0.73*</td>
</tr>
<tr>
<td>Euclidean + Spherical + Stiefel</td>
<td>0.62†</td>
<td>0.63</td>
<td>0.36*</td>
<td>0.77</td>
<td>0.93†</td>
<td>0.55†</td>
<td>0.63†</td>
<td>0.73†</td>
<td>0.72†</td>
</tr>
<tr>
<td>Euclidean + Poincare + Stiefel</td>
<td>0.63†</td>
<td>0.65†</td>
<td>0.37†</td>
<td>0.81*</td>
<td>0.96†</td>
<td>0.55†</td>
<td>0.70†</td>
<td>0.75†</td>
<td>0.77†</td>
</tr>
<tr>
<td>MRIL</td>
<td>0.64†</td>
<td>0.67†</td>
<td>0.39†</td>
<td>0.85†</td>
<td>0.97†</td>
<td>0.57†</td>
<td>0.74†</td>
<td>0.77†</td>
<td>0.79†</td>
</tr>
</tbody>
</table>

Figure 4: Confidence intervals over cardinality preserving attention (C) and time-aware (T) components. Results are averaged over 5 independent runs with the $p$-value under Wilcoxon’s signed rank test.

4.2 Impact of Cardinality and Temporal Components

We will now examine the individual impact of the cardinality aware attention mechanism and time aware component of MRIL in Figure 4. We first analyze the effect of the time-aware (TA) component, followed by cardinality preserving attention (CA), and finally both CA and TA. We observe significant ($p < 0.005$) improvements on incorporating the time-aware component, validating the ability of MRIL in capturing irregularities in temporal information existing in various domains such as rumour and fake-news detection (Fourney et al., 2017; Zubiaga et al., 2016). We next observe how the cardinality attention mechanism impacts the overall performance of the model. We observe significant performance improvements on incorporating the cardinality aware component, due to its ability to capture varied influences and rich representations of each predecessor node (Kaligotla et al., 2016), while simultaneously preserving varied cardinality of interactions between each node and its predecessor nodes (Zhang and Xie, 2020). Finally, we observe that the fully augmented MRIL achieves the best performance. This observation suggests that temporal and feature influences may have independent influences, and MRIL adaptively learns the best representations by dynamically utilizing information from both components to an extent.

4.3 Ablation Study

We probe the performance variations over individual manifolds in Table 3. We first observe that the Poincaré manifold offers significant ($p < 0.005$) improvements in performance across all tasks, emphasizing its effectiveness in capturing intricate scale-free dynamics observed in real-world graphs...
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Figure 5: Performance sensitivity of gated interaction learning over increasing values of node depth cutoff ($d$) for which interaction is enabled. Shaded region indicates first standard deviation.

We observe that inducing the Stiefel constraint on top of the Euclidean RRT offers further improvements, by providing a regularizing effect and further accelerating training (Arjovsky et al., 2016). The improvements can be attributed to each manifold component performing independent functions, wherein the interaction between Euclidean, Poincaré, or Spherical manifolds provide improved feature representations, while the Stiefel constraint stabilizes activations (Huang et al., 2018) in these manifolds for accelerated training. Finally, the significant performance improvement in full MRIL emphasizes the strength of MRIL through Stiefel-optimized dynamic learning of optimal representations of nodes at each level of the graph by controlled information flow from each manifold.

4.4 Impact of Gated Recursive Interaction

In Figure 5, we analyze the sensitivity of MRIL over the gated interaction mechanism. We study the performance changes by gradually enabling the recursive interaction mechanism only for nodes with depth less than some cutoff $d$. In particular, predecessor nodes with depth $\geq d$ are not enriched with representations from sibling manifolds. When $d = 1$, MRIL degenerates into a simple ensemble over all the manifolds. We note that the increase in performance correlates with the depth cutoff $d$, showing that the enriching has a positive effect on the representational capacity of the network. Our observations on the positive impact of manifold enriching tie up with existing work (Gu et al., 2019). The best performance for almost all datasets is obtained when the interaction is enabled for all nodes, indicating the ability of MRIL to dynamically combine and learn rich representations over highly-influential long-term dependencies at each level of the graph through controlled information flow augmented from sibling manifolds.

4.5 Computational Complexity

We analyze the impact of the Stiefel constraint from an optimization perspective in Figure 6. We observe that MRIL indeed converges much quicker than its counterpart without the Stiefel constraint. Performance of the Euclidean RRT worsens for larger epochs, demonstrating the regularizing properties of the Stiefel manifold (Huang et al., 2018) and our proposed enriching mechanism. Our observations empirically confirm that the Stiefel constraint accelerates training, and we observe that MRIL converges 56% faster on average when compared to standard Riemannian optimization.

5 Conclusion

In this paper, we introduced MRIL, an approach to recursively learn enriched representations of deep structures such as trees and DAGs. We first explored the incorporation of time-aware components for capturing irregularities in time elapsed between nodes. To capture the size and diverse influences of each predecessor set on various manifolds, we proposed a generalized cardinality preserving attention on the gyrovector space. We then introduced a recursive gated interaction mechanism for controlled enrichment of contrasting representations between manifolds at each level of the graph. We demonstrated how MRIL captures long-term dependencies in deep structures by mitigating the va-
ishing gradient problem through constrained optimization on the Stiefel manifold. Through a series of exploratory experiments, we then showed that MRIL achieves competitive performance and converges faster than existing recursive and graph-based methods over various real-world datasets.
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Supplementary Material:
Orthogonal Multi-Manifold Enriching of Directed Networks

A Riemannian Manifolds and Gyrovector Spaces

A Riemannian manifold in the gyrovector space is a smooth manifold denoted by \((\mathcal{M}, g^\omega_\mathcal{M})\), defined by \(\mathcal{M} = \{ x \in \mathbb{R}^n | -\omega \| x \|^2 < 1 \}\) where \(\omega\) is the sectional curvature, and \(g^\omega_\mathcal{M}\) is termed as the Riemannian metric.

Möbius Addition \((\oplus_\omega)\) The Möbius addition for a pair of points \(x, y \in \mathcal{M}\) is defined as:
\[
x \oplus_\omega y = \frac{(1 + 2\omega(x, y) + \omega\|y\|^2)x + (1 - \omega\|x\|^2)y}{1 + 2\omega(x, y) + \omega\|x\|^2\|y\|^2}
\]
(19)

In particular, for \(\omega=0\), the formula recovers the addition formula in Euclidean space.

Exponential Map maps a tangent vector \(v\) in the tangent space \(T_x\mathcal{M}\) to a point \(\exp_x(v)\) on the manifold, given by:
\[
\exp_x(v) := x \oplus_\omega \left( \tanh \left( \frac{\sqrt{\omega} \|v\|}{2} \right) \frac{v}{\sqrt{\omega}\|v\|} \right) \tag{20}
\]

Logarithmic Map maps a point \(y \in \mathcal{M}\) to a point \(\log_y(x)\) on the tangent space at \(x\),
\[
\log_y(x) := \frac{2}{\sqrt{\omega}} \tanh^{-1}(\sqrt{\omega}) \frac{\frac{x - y \oplus_\omega y}{\|x - y \oplus_\omega y\|}}{\sqrt{\omega}} \tag{21}
\]

Möbius Vector Multiplication \((\otimes_\omega)\) The Möbius Vector Multiplication multiplies features \(x \in \mathcal{M}^n\) by matrix \(M \in \mathbb{R}^{n \times n}\), defined as:
\[
M \otimes_\omega x = \frac{1}{\sqrt{\omega}} \tanh(\frac{\|Mx\|}{\|x\|}) \tanh^{-1}(\sqrt{\omega}) \frac{Mx}{\|Mx\|} \tag{22}
\]

Möbius Pointwise Multiplication \((\odot_\omega)\) The Möbius Pointwise Multiplication multiplies \(x, y \in \mathcal{M}^n\) element-wise, given by:
\[
x \odot_\omega y = \text{diag}(\log_M(x)) \odot_\omega y \tag{23}
\]

Möbius Scalar Multiplication \((\oslash_\omega)\) The Möbius scalar multiplication with scalar \(r\) and vector \(x \in \mathcal{M}^n\) is given by the following formula:
\[
r \oslash_\omega x = \frac{1}{\sqrt{\omega}} \tanh(r \tanh^{-1}(\sqrt{\omega}\|x\|)) \frac{x}{\|x\|} \tag{24}
\]

B Experimental Settings

B.1 Baselines

- MLP: Features of each labelled node are individually fed to fully-connected layers without considering any underlying structural information.
- LSTM: DAG structures are flattened into a linearized stream and fed to an LSTM before classification.
- GCN: Graphs along with node features are fed to a Graph Convolutional Network followed by classification layers.
- GAT: Graphs along with node features are fed to a Graph Attention Network followed by classification layers.
- HGCN: Graphs along with node features are fed to a Hyperbolic Graph Convolutional Network followed by classification layers.
- HGAT: Graphs along with node features are fed to a Hyperbolic Graph Attention Network followed by classification layers.
- TreeLSTM: Each graph is fed to a TreeLSTM which recursively encodes each node starting with nodes with no incoming edges and ending with nodes with no outgoing edges.
- AttnTreeLSTM: Variant of TreeLSTM where an attentional mechanism is applied during child state aggregation.

B.2 Datasets and Preprocessing

- MELD [Poria et al. 2018] is an Emotion Recognition dataset from the TV show Friends. There are 7 emotion labels which include neutral, happiness, surprise, sadness, anger, disgust, and fear. The conversation graph is given as \(t = (V, E)\) where each labelled node \(v_j \in V\) is considered an utterance in the conversation. As described in [Shen et al. 2021], the directed edge \(e_{kj}\) connects node \(v_k\) to node \(v_j\) if \(v_k\) is a previous utterance by the same speaker, representing
remote information. The directed edge $e_{ij}$ connects node $v_i$ to node $v_j$ if $v_i$ is an utterance by a different speaker after $v_k$ but before $v_j$, representing local information. The node $v_k$ and all nodes $v_l$ satisfying the above constraints make up the predecessor set $C(j)$ of node $v_j$ (node $j$ for simplicity). We only use textual information for each node and encode node features using RoBERTa. We use an 70-20-10 train-val-test split.

- **IEMOCAP** (Busso et al., 2008) is an emotion recognition dataset where each conversation in IEMOCAP comes from the performance by actors based on a script. There are 6 types of emotion, namely neutral, happiness, sadness, anger, frustrated, and excited. The conversation graph is constructed in the same manner as described for MELD. Node features are encoded using RoBERTa. Since this dataset has no validation split, we use the last 20 dialogues from the training set for validation (Shen et al., 2021).

- **EmoryNLP** (Zahiri and Choi, 2018) consists of TV show scripts as conversations collected from Friends, but is different from MELD in terms of scenes and emotion labels. Labels include neutral, sad, mad, scared, powerful, peaceful, and joyful. The conversation graph is constructed in the same manner as described for MELD. Node features are encoded using RoBERTa. We use an 80-10-10 train-val-test split.

- **UPFD-Pol and UPFD-Gos** consist of retweet propagation trees arising from a news article. As described in Dou et al. (2021), each node feature of the retweets is the averaged BERT encodings of the historical posts of the user who retweeted it. The news is also encoded using BERT. We only use this arising tree structure for our tasks, where $t = (V, E)$ is the graph and the directed edge $e_{kj}$ connects node $v_k$ to node $v_j$ based on the scheme defined by Dou et al. (2021). We use the same 70-20-10 train-val-test split.

- **SST-5** (Socher et al., 2013) is a corpus with fully labelled parsed trees. It allows fine-grained sentiment classification of sentences based on their compositional trees (Tai et al., 2015), given as $t = (V, E)$. We use a 70-10-20 train-val-test split. Node features are 100-dimensional Glove embeddings.

- **Disease** consists of a disease propagation tree simulated by Chami et al. (2019) using the SIR disease spreading model, where the label of a node is whether the node was infected or not. Based on the model, they build a tree network $t = (V, E)$, where node features indicate the susceptibility to the disease. Due to the unavailability of the inductive variant, we only use the transductive variant of this dataset. We use the same 30-10-60 split described by Chami et al. (2019).

- **PHEME** (Zubiaga et al., 2016) is a rumour classification dataset, where the goal is to classify whether a tweet is a true or false rumour. The tree structure is given as $t = (V, E)$ where the directed edge $e_{kj}$ connects a reply node $v_k$ with the node it $v_j$ which it replies too. The labelled root node hence has no outgoing edges. Node features are RoBERTa embeddings. We use a 70-10-20 train-val-test split.

- **Twitter16** (Ma et al., 2017) is also a rumour classification task. The propagation tree for this dataset also contains retweet and reply propagation information, but we only use the tree created by replies as described for PHEME. Node features are RoBERTa embeddings. We use a 70-10-20 train-val-test split.

### B.3 Loss Function

To mitigate class imbalance in certain tasks, we apply Class-Balanced loss (Cui et al., 2019) along with Focal Loss (Lin et al., 2017) to train MRIL, which introduces a weighting factor that is inversely proportional to the number of samples per class, yielding the loss $\mathcal{L}$ as:

$$\mathcal{L}(\hat{y}_i, y_i) = CB_{\text{focal}}(\hat{y}_i, y_i; \beta, \gamma) \quad (25)$$

where $\beta$ and $\gamma$ are hyperparameters.