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Abstract

The prediction of tenants likely to fall into a debt situation is a key issue for social property
owners in real estate. It is even more important for them to limit the number of people
falsely predicted to be in debt to avoid incurring unnecessary costs (in time and money), for
instance by sending agents to prevent the debt. In this paper, we adapt mondrian conformal
prediction to control the error rate of this class, while keeping a level of confidence chosen
by the social property owner, or more generally by the user. We also test this small
adaptation with different splitting strategies and discuss the obtained results, those later
showing promising results, in the sense that they show that our approach can work, as well
as pointing out and discussing difficulties, in the sense that conformal prediction fails on
some settings of particular interest to the end-user.

Keywords: Inductive conformal prediction, mondrian conformal prediction, class-wise
confidence, debt classification, real estate.

1. Introduction

Social housing is housing intended for people with modest incomes who would have difficulty
finding housing on the private market. The social lease is granted under conditions of
income or family composition. Even if these rents are smaller than the average rents in
the geographic sector, the social housing remains a victim of unpaid rent. The generating
facts that explain these unpaid situations originate from predictable reasons (job insecurity,
multiple consumer loans, etc.) or unpredictable (tight budget, health problems, change in
family situations such as a birth or a divorce...). In addition, the number of households in
debt is likely to increase with the health crisis due to the COVID-19 pandemic (Manville
et al. (2020)). In each case, social property owners must study the particular situation of
the household in difficulty of payment and hire social counsellors and litigation managers
to help them resolve their problems before reaching an eviction phase.

Thus, it is essential for social property owners to anticipate tenants that are likely to
fall into debt, and more importantly, limit the number of tenants that are misclassified as
in debt in order to avoid paying unnecessary costs, or wasting some social agent time that
could otherwise have been used to the benefit of tenants really in need. On the other side,
while it is important to maintain a good overall accuracy, the accuracy on the debt class is
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not so important, as misclassifying a tenant as having no debt only delays the recovering
procedure. To control all these factors, we propose a class-wise confidence approach based
on Mondrian conformal prediction.

Mondrian conformal prediction is a variant of conformal prediction, a framework that
provides a statistical guarantee by giving a set of classes in the classification case and a
prediction interval in the case of regression. One of the desirable features in conformal
predictors is validity, i.e. the error rate does not exceed a probability error chosen by the
user. In the case of Mondrian conformal predictors, validity is verified within categories of
the data set instead of the global data set. The principle of conformal prediction and its
Mondrian form for classification in the inductive setting will be recalled in Section 2.

Our work uses Mondrian conformal classification to get class-wise confidence applied to
debt prediction in real estate management. By class-wise confidence, we mean that we are
not aiming at achieving the same accuracy for all classes, e.g., for cost-sensitive reasons.
Our approach is described in Section 3. The experiments and their results are presented
in Section 4, where we adapt a standard Mondrian non-conformity measure to control the
error of the class that is most important for the social property owner, while guaranteeing
a global confidence. While some of our results demonstrate the feasibility of our approach
and the fact that it can work, some others point out significant difficulties related to the
application to reach validity. We discuss those as well as our next step to correct them.

2. Mondrian conformal prediction

In the case of classification, conformal prediction is a framework that provides a statistical
guarantee of the coverage of the true class by predicting a subset of all classes with a confi-
dence level defined by the user. This framework was first developed for a transductive online
setting (Gammerman et al. (1998); Vovk et al. (2005)) that needs to train the model each
time a prediction is sought, and then was adapted to the inductive setting (Papadopoulos
(2008)) by keeping a set of the training examples for calibration instead of using them all
to train the underlying algorithm. These classical conformal prediction methods guarantee
an overall confidence level. Another approach called Mondrian conformal prediction (Vovk
et al. (2003)) was proposed to get a statistical guarantee on a subset of the data set based
on a condition. This section presents this method and some related works in classification.

2.1. Inductive conformal prediction (ICP) for classification

Let z1 = (x1, y1), . . . , zn = (xn, yn) ∈ Z be successive pairs constituting the examples, with
xi ∈ X an object and yi ∈ Y = {C1, . . . , Cp} its class. Let Z be exchangeable (a weaker
condition than i.i.d.). We can predict yn+1 ∈ Y for any new object xn+1 ∈ X by following
the inductive conformal framework steps:

1. Split the original data set Z into a proper training set Ztr with |Ztr| = m and a
calibration set Zcal with |Zcal| = n−m = q.

2. Train a classification underlying algorithm h : X → Y on Ztr to obtain the non-
conformity measure f(z). The standard non-conformity measure in a classification
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setting when h is a probabilistic classifier is defined as follows:

f(z) = 1− P̂h[y | x]. (1)

3. Apply the non-conformity measure f(z) to each example zi of Zcal to get the non-
conformity scores α1, . . . , αq.

4. Choose a significance level ε ∈ (0, 1) to get a prediction set with a confidence level of
1− ε.

5. For a new example xn+1, compute a non-conformity score for each class Ck ∈ Y :

αCk
n+1 = f((xn+1, y = Ck)). (2)

6. For each class Ck ∈ Y, compute the p-value :

pCk
n+1 =

|{i ∈ 1, . . . , q : αCk
n+1 ≤ αi}|

q
. (3)

7. Build the prediction set :

Γε = {Ck ∈ Y : pCk
n+1 > ε}. (4)

The prediction set can be a singleton when the predictor is sure, a set with more than
one class in case of ambiguity and an empty set ∅ when the model does not know or did not
see a similar example during training. The two desirable properties in conformal predictors
are (a) validity, i.e. the error rate does not exceed ε for each chosen confidence level 1− ε,
and (b) efficiency, meaning prediction sets are as small as possible.

2.2. Mondrian conformal prediction (MCP)

As mentioned above, the validity feature desired in a conformal classifier guarantees that
the overall confidence level is maintained on all the data set by choosing an error rate ε
that should not be exceeded. There is however no guarantee on a subset of the data set, or
on specific categories of the data set. Mondrian conformal prediction provides this subset
validity based on categories such as class-conditional or attribute-conditional categories
(Vovk et al. (2003)). In this case, each category has its own individual guarantee based on
the chosen individual significance level. For example, a class-conditional conformal classifier
will give a validity on each class, whereas an attribute-conditional conformal classifier will
guarantee the error rate for each category of the chosen attribute used for dividing the data
set. We focus on the class-conditional form of Mondrian conformal predictors as it is what
we use in our paper.

The difference between an inductive conformal classifier and a class-conditional con-
formal classifier is in the computation of the p-value (3), in which, instead of taking all
non-conformity scores αi in the calibration set, we only consider those related to the ex-
amples belonging to the same class we are hypothetically testing for the object xn+1. The
p-value becomes:
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pCk
n+1 =

|{i ∈ 1, . . . , q : yi = Ck, α
Ck
n+1 ≤ αi}|

|{i ∈ 1, . . . , q : yi = Ck}|
. (5)

Class-conditional MCP is mostly used when data is imbalanced, in order to maintain
the same error rate even for the minority class.

Mondrian conformal prediction has been applied to a variety of real-world problems. In
medicine, Yang et al. (2009) apply MCP for a cost-sensitive learning of medical diagnosis for
Chronic Gastritis and Thyroid diseases, Candès et al. (2021) adapt an attribute-conditional
conformal classifier for COVID-19 survival prediction, and Devetyarov et al. (2012) use
class-conditional MCP to early diagnose cancer. In pharmaceutical research, Toccaceli
and Gammerman (2019) combine p-values from different Mondrian conformal predictors to
discover new drugs. Zhang et al. (2020) use MCP to reject unreliable answers for automatic
Product Question Answering (PQA) in e-commerce applications. Our work adds another
application to these many existing ones in the real estate sector.

3. Class-wise confidence: our approach

This section presents our approach for a class-wise confidence using Mondrian conformal
prediction, in the case of a binary problem.

Our primary goal in this paper and the associated application is to control the error
rate of a given class, while preserving a relatively low global error rate. A specificity of
this case is that the error rate of the remaining class is of marginal importance, and that
is to some extent what really matters for this second class is the efficiency, i.e., the ability
to identify some samples belonging to it. In practice, this means that we need to specify
different significance levels for the classes and for the global data set. To do so, we adapt
the class-conditional Mondrian conformal prediction described in Section 2.

Let εg ∈ (0, 1) be the global error rate for all the data set, ε0 ∈ (0, 1) be the one specified
for the label y = 0, meaning that the person is not in debt, and ε1 ∈ (0, 1) be the one related
to the class y = 1, i.e. the person is in debt. ε0 is therefore the variable over which we wish
to have a strong control (in order not to send unnecessary social agents to the tenants). We
have

εg = ε0P(y = 0) + ε1P(y = 1). (6)

With εg and ε0 chosen by the user, and provided we have reasonable estimations of P(y = 0)
and P(y = 1), we can calculate ε1 by :

ε1 =
εg − ε0P(y = 0)

P(y = 1)
. (7)

When defining εg and ε0, and since ε1 ∈ (0, 1), we need to respect the condition :

ε0P(y = 0) < εg < ε0 + (1− ε0)P(y = 1), (8)

otherwise we would obtain an unfeasible ε1.
This enables us to have individual significance levels for each class that will guarantee

an overall confidence level for the data set. Apart from this step, the other steps of class-
conditional MCP remain the same. Thus, in our approach, we have the following procedure:
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1. Split the original data set into a proper training set, a calibration set and a test set.

2. Use the proper training set to train the underlying algorithm, get the output predic-
tions for the calibration and test sets and calculate their non-conformity scores based
on the standard non-conformity measure in Equation (1).

3. Estimate the class prior probabilities P(y = 0) and P(y = 1) from the training set.

4. Fix εg and ε0 and compute ε1 based on the Equation (7), with respect to the specified
condition in (8).

5. For each example in the test set, and for each class, compute the p-values using
Equation (5) for class-conditional Mondrian conformal prediction.

6. For each example in the test set, get its set prediction using Equation (4).

Some comments are now in order. From Equation (7), it is clear that whenever ε0 is
fixed, the value of ε1 increases as εg grows. Now, if our goal were to maximise our accuracy,
we would set εg = ε0 = ε1, as usual. However, in our setting, what is important is to identify
a suitable number of persons that will be in debt rather than being too cautious. Hence,
our goal for class 1 is to have a reasonable, if not maximal specificity, that is to ensure that
a high amount of prediction sets (4) will contain only one value for class 1. As the size of
Γε decreases when ε increases, it is then desirable to have a high ε1, hence to pick εg > ε0.

4. Evaluation and discussion

In this section, we describe the experimental setting and the results of our study.

4.1. Data set

The data used in our paper is provided by Sopra Steria, a well-known French IT company
that offers software for real estate rental management for its clients, mainly social property
owners. The origin of our data set comes from a data warehouse of one of its clients that
contains monthly historical records of tenants’ activity from January 2018 to December
2019. This data was anonymized with respect to the General Data Protection Regulation
(GDPR) EU law in order to protect the tenants’ private data.

The data extraction procedure focused on information related to tenants, their personal
situation (age, marital status, ...), their financial situation (job, salary, ...), their rental
property (number of rooms, geographical location, ...), and payment transactions related to
rent (rent, invoices, amounts collected, ...). Based on these monthly payment transactions,
we added a new feature by computing the cumulative debt amount, which is a sum of the
difference between the amount cashed and the invoice amount for each month. Hence, a
person is considered in debt if their cumulative debt amount is greater than or equal to
twice the gross monthly amount of their rent. Based on this value, we were able to add
a boolean feature ”in debt” which is equal to 0 if the person is not in debt, and 1 if they
are. This feature will later be our class. Then, we created our examples by taking a period
of three months prior to a debt occurrence (or randomly in case of no debt occurrence
throughout the historical records), and added a feature ”history start” to save the date of
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the first month of this time period. Note that for in debt people, and since for each example
we take a history of 3 months on a period of almost 2 years, we can have more than one
example for each person corresponding to different periods of time, in which this person
can be in debt or not. This extraction strategy was chosen to have as much examples as
possible and thus a bigger data set.

The data set used in this paper contains 28566 examples, 44 features and a binary class
with 1 being in debt and 0 not being in debt. The data set is also strongly imbalanced
as only 7.89% of the tenants are in debt, and has many missing values, due to the fact
that some of the data is gathered through annual surveys. Due to the company’s data and
privacy policies, we unfortunately cannot share more information about the data set.

4.2. Experimental setting

In our study, we focused on two main experiments, the first one being a comparison between
ICP and MCP with the same εg, and the second one being the adaptation of class-conditional
MCP to control εg and ε0 values.

We chose the gradient boosting algorithm ”LightGBM” as the underlying algorithm
since it can handle missing values and both categorical and numerical features. We used
the standard non-conformity measure f(z) = 1 − P̂h[y | x]. We also tried three types of
splitting for the data set, with a test set equal to 20% of the data set, and with a calibration
set equal to 20% of the training examples. These splitting approaches are as follows:

• Random: examples are split randomly on all training, calibration and test sets.
From the application perspective, this is clearly unrealistic, as future events will be
used to predict past ones (which is in practice impossible), and as the same tenant
will possibly be in different sets, thus making unclear whether exchangeability holds.
However, we would argue that this is true for most actual applications, where a task
typically involves predicting future observations from past ones, and this does not stop
most ML (including those on conformal prediction) papers to consider random splits
on benchmarks to validate approaches. Since this is the standard splitting strategy
that is used in all classic benchmarks, a random split therefore seems a good point to
provide a proof-of-concept.

• Person: examples are split according to the tenant’s ID, since we can have many
examples for the same person. This means that the examples in the test set are those
of people the algorithm did not see before in the training and calibration phases. This
seems a more realistic scenario, as in practice tenants used in the training phase will
often be past tenants, and tenants used in the operational phase will be new ones,
different from the past ones.

• Time: the test predictions are done on examples from the future based on a training
and calibration done on examples from the past. This is done by using randomised
2018 data for the training and calibration, and keeping 2019 data for the test based
on the feature ”history start”, so that the test set was made of approximately 20%
of the data set. This is undoubtedly the most realistic splitting strategy with respect
to the application goal, however as we shall see this is also the one in which standard
conformal prediction does not work very well, for potential reasons we will discuss.
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For comparison purposes, Figure 1 shows the confusion matrix results for all splitting
protocols with only the underlying algorithm ”LightGBM” with a thresh-hold of 0.3 (so as
to settle a low percentage of tenants wrongly predicted as defaulting).
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Figure 1: Confusion matrices for the underlying algorithm for all splitting protocols.

The first experiment was conducted based on the steps for the inductive conformal
classifier as described in Section 2, for values of ε ranging from 0.1 to 0.9, where εg = ε0 = ε1
in the case of MCP.

The second experiment was conducted by adapting class-conditional MCP to specify the
error rate of the class 0 and the overall error rate, in order to limit the number of misclassified
people that are predicted as in debt when in fact they are not. For this purpose, we followed
our class-wise confidence approach as described in Section 3, with different εg and ε0 values.

4.3. What did work

This section presents the promising results of our experiments, investigating in particular the
difference between ICP and MCP, and the validity and efficiency of the proposed approach.

For our first experiment, and to verify the validity of ICP and MCP, we calculate the
global accuracy and the accuracy of each class, and compare them with the calibration line.
This line represents the case where the error rate is exactly equal to ε for a confidence level
1− ε, which is what we seek to obtain in an exactly valid conformal predictor. Results are
shown in Figures 2 and 3 for each Random and Person types of splitting.

In the case of ICP (Figures 2(a) and 3(a)), results show that the global validity for all
the data set is reached. However, it is not respected for the classes, more importantly for
the class 1 corresponding to in debt tenants, since we have fewer examples for this class.
This shows the problem of having an imbalanced data set in terms of categories or classes,
and how the least represented area of the observations’ space suffers the most when a simple
conformal prediction method is used. Indeed, a very bad validity for the minority class can
be compensated by a slightly conservative validity for the majority class. This problem is
resolved in the case of MCP (Figures 2(b) and 3(b)), which gives better validity results that
are almost exactly valid for the global data set and also for each individual class, including
the minority class 1. In our case, a person-based split slightly outperforms a random-based
split.
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Figure 2: Validity results for Random-based split.
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Figure 3: Validity results for Person-based split.

To evaluate the efficiency of ICP and MCP, we calculated the percentage of singletons,
empty sets ∅ and {0, 1} sets from all the predictions of the test examples. Results are shown
in Figure 4 for person-based splits, and are similar for the random-based split.

For efficiency results, it is noticed that as ε decreases, the percentage of predicted empty
sets ∅ lessens. It is even no longer predicted (at ε = 0.1 for MCP). Conversely, the opposite
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Figure 4: Percentage results for Person-based split.

is observed with the percentage of singleton sets which grows constantly as ε decreases until
ε = 0.1 for ICP and ε = 0.2 for MCP. From that moment, we notice a mirror effect between
the percentage of singletons and the percentage of {0, 1} sets, which was null until now,
and that grows whereas the percentage of singletons declines, with bigger values in the case
of MCP. This can be explained by the fact that in MCP, the confidence level is guaranteed
for each class as well as the global data set, meaning that the model predicts more {0, 1}
sets to have a more reliable prediction, even for the minority class. The same observations
are made for both splitting methods.

For the second experiment, we used our class-wise confidence approach and specified
different values for the significance levels εg and ε0. Figures 5 and 6 show the confusion
matrix for both random and person splits with εg = 0.05 and ε0 = 0.01 and with εg = ε0 =
0.01, corresponding to a classical MCP classifier.

In addition to having the percentage and amount of data falling in each cell, we have
added an extra element, which is either the proportion of singleton predictions in the case of
correct predictions (that is, the ratio of {0} or {1} among the predictions), or the proportion
of empty set predictions in case of incorrect predictions.

For our approach, Figure 5 shows that the error rate for class 0 is approximately equal
to the chosen ε0, and that the error rate for class 1 is also approximately 0.52, the result
of Equation (7) when ε0 = 0.01 and εg = 0.05. Also, the global validity is approximately
equal to 95% as it was chosen by the social property owners, which shows that our method
achieves a class-wise confidence while keeping a global confidence, both chosen by the user.
Similarly, Figure 6 shows expected results for the more classical choice εg = ε0. However,
a striking difference between the two is the number of precisely recognised persons that
will be in debt or not in debt, i.e. the percentage of singletons. For in debt persons, in
the matrices of Figure 6, this amounts to 19 persons for the random-based split (4.2% of
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Figure 5: Confusion matrix for class-wise confidence with εg = 0.05 and ε0 = 0.01.
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Figure 6: Confusion matrix for class-wise confidence with εg = ε0 = 0.01.

449 persons) and 25 persons for the person-based split (5.4% of 466 persons), while in the
matrices of Figure 5, this amounts to 91 persons for the random-based split (41.4% of 222
persons) and 108 persons for the person-based split (43.2% of 249 persons). So indeed our
accuracy on the first class has dropped drastically in our scheme, even with a small margin
between εg and ε0, but the clear upside is that we were able to detect much more (about
four times more) problematic tenants, allowing for more prevention. For people who are
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not in debt, 2534 persons are precisely predicted in the case of classical MCP (Figure 6) for
the random-based split (48.5% of 5224 persons) and 2854 persons for the person-based split
(54.6% of 5227 persons), whereas with our class-wise approach (Figure 5), this amounts to
5052 persons for the random-based split (96.7% of 5224 persons) and 5056 persons for the
person-based split (96.6% of 5233 persons), meaning that experts will have much less {0, 1}
cases to verify manually when using our method. This can be explained by the fact that,
contrary to our approach, all ε values are equal in the classical MCP, thus ε1 = 0.01, which
leads to more {0, 1} sets predicted in order to ensure the 99% validity for the minority class.
Consequently, this impacts the class 0, by decreasing the percentage of precisely predicted
non in debt persons. Again, it is useful to recall that in this application, tenants that will
be in debt and predicted as not in debt will anyway be detected and helped if possible. In
Appendix A, Tables 1 and 2, we provide the full results obtained for various choices of εg
and ε0, in the case of random and person splits.

As a conclusion, the first feedback from Sopra Steria and its client (the social property
owner) was enthusiastic and showed the advantages of using our class-wise approach, es-
pecially when it comes to the absolute number of well-verified tenants, a more important
indicator for our data provider than the ratio. Indeed, using the person splitting strategy, it
is possible to reserve an amount of tenants’ data for training and calibration (for instance,
tenants that are no longer customers of the social property owner), and only predict in
the production phase on new never-seen-before tenants. Our empirical results also tend
to indicate that the common assumption of conformal prediction (variable exchangeability,
i.e., the fact that the drawn inferences are invariable under observation permutation) holds
at least approximately in those cases.

They should also be compared to the confusion matrices of Figure 1, where the number
of tenants falsely predicted as defaulting is as high as the number of tenants rightly predicted
as defaulting, both for the random and person splits. This also shows that the conformal
approaches can bring a significant edge when compared to standard methods.

4.4. What did not work

This section presents the results of our experiments for the time splitting strategy. For
our first experiment, we verify the validity of ICP and MCP for the time splitting strategy
by comparing the global accuracy and the accuracy of each class with the calibration line.
Results are shown in Figure 7.

In both cases, we notice that both methods are performing actually very badly, with
the global and class accuracies below the calibration line. We also observe slightly better
results for the MCP when it comes to the minority class 1, with its accuracy being closer
to the global and majority class ones as compared to the ICP. We will discuss the possible
reasons behind such a result in the next section.

For the second experiment, Figure 8 shows the confusion matrix of our class-wise ap-
proach for time split with εg = 0.05 and ε0 = 0.01 and with εg = ε0 = 0.01, corresponding
to a Mondrian approach. These results go together with the results of our first experiment,
showing that the chosen ε values are not respected for the class-wise approach with an
actual global accuracy of 89.88% instead of 95% and an actual accuracy of 3.83% instead
of the computed 45% for class 0 (c.f. Appendix A Table 3 for full results). When closely
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Figure 7: Validity results for Time-based split.

0 1
Predictions

0
1

Ob
se

rv
at

io
ns

100.0%
4006/4007
{0} : 99.8%

0.0%
1

∅ : 0.0%

96.2%
452

∅ : 0.0%

3.8%
18/470

{1} : 56.5%

Confusion mat ix fo  Class-%ise on Time based split

0

800

1600

2400

3200

4000

(a) εg = 0.05 and ε0 = 0.01.

0 1
Predictions

0
1

Ob
se

rv
at

io
ns

100.0%
4006/4007
{0} : 17.4%

0.0%
1

∅ : 0.0%

2.3%
11

∅ : 0.0%

97.7%
459/470

{1} : 0.4%

Confusion mat i% fo  Mond ian on Time based split

0

800

1600

2400

3200

4000

(b) εg = ε0 = 0.01.

Figure 8: Confusion matrix for class-wise confidence with a Time-based split.

examining the results, we also observe that for MCP (Figure 8(b)), the percentage of sin-
gletons is very small for all of the confusion matrix cells, meaning that the experts should
manually verify nearly all examples. The only case where the amount of singleton is high
(Figure 8(a)) is when most predictions belong to the class 0, in which case they are totally
uninformative (hence useless).
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As a conclusion, the time-based strategy, the splitting protocol that uses the temporal
aspect of the data set and is the most consistent with our final applied intent, did not work.
We discuss the possible fixes to that in the next section.

4.5. What’s next

Overall, some of our experiments have shown that conformal approaches can be used to
finely control class-wise defined errors, the need of which may easily arise in applications
where some type of errors should be controlled finely, while other ones are deemed less
important.

However, not everything worked, and even in those cases where it worked, there are
probably still some room for improvement:

• Time-based split: in this case, the lack of an exact validity could be explained
by the fact that the time splitting strategy violates the exchangeability assumption,
possibly by a change of conditions not detected and not present in the data that
changes the underlying distribution. Discussions with our end-user (Sopra Steria) did
not make us able to identify a possible source for such a change, as the data set is a
real, but outdated one. One possibility to solve this issue would be to explore, use
and/or adapt conformal approaches able to deal with (temporal) distribution shift in
the test set (Gibbs and Candès (2021)).

• Better control of the error to satisfy the end-user: what Mondrian conformal
prediction can provide is a control of the class-conditional error, that is, knowing
that y = c, we have validity on the probability P (y ∈ Ŷ |y = c) where Ŷ is our
conformal prediction. However, what the user is ultimately interested in is the control
of P (y = c|Ŷ = {c}), of which our approach only provides a proxy (deemed satisfying
by the user). Our next step would therefore be to search to control P (y = c|Ŷ =
{c}), possibly by combining different conformal predictors (e.g., Class-wise with global
ones), or by using Venn-Abers predictors (Vovk and Petej (2014)) that are able to
provide calibrated probabilities as outputs, with the caveats that they provide multiple
values for those, of which at least one is ensured to be calibrated.

5. Conclusion

In this paper, we used the conformal prediction, and in particular the class-conditional
Mondrian variant, to have more control on the error rate of a certain class, while preserving
an overall confidence. We applied our method to the real estate domain in order to help
social property owners limit the number of people that are falsely predicted as in debt when,
in fact, they are not, as these misclassifications are costly. The results show the interest of
this method on our data set when two types of splits are considered (random and person
based), with less-satisfying results when using the time-based split.

From a methodological perspective, our contribution is rather modest but opens up
questions about a problem we think is important: the one of identifying how various error
rates should be elicited/chosen when considering conformal frameworks with such multiple
error rates. Indeed, while choosing equal error rates is common in systematic studies, it
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can hardly be expected in real-life applications that all targets need the same accuracy.
This applies of course in frameworks where Mondrian conformal prediction is at play, but
also in multi-target settings such as multi-variate regression (Messoudi et al. (2020); Neeven
and Smirnov (2018)) or multi-label classification (Hüllermeier et al. (2020); Lambrou and
Papadopoulos (2016)). Extending our current approach to more than two classes in the
Mondrian case would require considering the constraints connecting the different confidence
degrees, adapting Equation (8) to the multi-class case. The multi-target setting would be
less problematic, as confidence degrees over the different targets are not constrained by one
another. It would, however, require to be able to construct the link between the global
confidence degree and each individual confidence degree, using for instance copula-based
frameworks (Messoudi et al. (2021)).

Concerning our application, the perspectives include treating missing values to improve
classification results, as for the moment we use a model that handles them naturally. Also,
we would like to explore other non-conformity measures other than the standard one used in
this paper. Moreover, it would be interesting to work on the time-based split, by applying
conformal prediction methods that treat temporal data such as time series (Chernozhukov
et al. (2018)), or by considering the combination of conformal approaches with robust
approaches to the distribution shift in order to obtain validity even when the data generating
distribution varies over time.
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Appendix A. Additional results

Tables 1, 2 and 3 present a complete overview of our results for different choices of ε0 and
εg for all splitting strategies.

Epsilons Accuracy (%) {0, 1} sets (%) ∅ sets (%)
εg (chosen) ε0 (chosen) ε1 (computed) Global Class 0 Class 1 Class 0 Class 1 Class 0 Class 1

0.01 0.01 0.01 99.28 99.26 99.56 51.5 95.81 0.0 0.0
0.02 0.01 0.14 98.04 99.26 83.81 14.15 86.11 0.0 0.0
0.03 0.01 0.26 97.22 99.26 73.39 8.91 79.47 0.0 0.0
0.04 0.01 0.39 95.89 99.26 56.54 4.95 67.95 0.0 0.0
0.05 0.01 0.52 95.31 99.26 49.22 3.33 58.61 0.0 0.0
0.06 0.01 0.64 94.56 99.26 39.69 1.91 44.69 0.0 0.0
0.07 0.01 0.77 93.45 99.26 25.72 0.0 0.0 5.13 2.69
0.08 0.01 0.9 92.4 99.26 12.42 0.0 0.0 69.23 17.47

0.05 0.05 0.05 95.17 95.15 95.34 18.7 76.33 0.0 0.0
0.06 0.05 0.18 93.93 95.15 79.6 5.39 47.81 0.0 0.0
0.07 0.05 0.3 92.72 95.15 64.3 0.0 0.0 10.2 4.97
0.08 0.05 0.43 91.9 95.15 53.88 0.0 0.0 39.22 26.44
0.09 0.05 0.56 91.23 95.15 45.45 0.0 0.0 60.0 37.8
0.1 0.05 0.68 90.58 95.15 37.25 0.0 0.0 73.73 45.94
0.11 0.05 0.81 89.24 95.15 20.18 0.0 0.0 89.02 57.5
0.12 0.05 0.94 88.26 95.15 7.76 0.0 0.0 96.86 63.22

0.1 0.1 0.1 90.71 90.86 88.91 5.18 40.98 0.0 0.0
0.11 0.1 0.23 89.66 90.86 75.61 0.0 0.0 22.87 17.27
0.12 0.1 0.35 88.41 90.86 59.87 0.0 0.0 58.84 49.72
0.13 0.1 0.48 87.78 90.86 51.88 0.0 0.0 72.97 58.06
0.14 0.1 0.61 87.03 90.86 42.35 0.0 0.0 81.08 65.0
0.15 0.1 0.73 86.09 90.86 30.38 0.0 0.0 90.23 71.02
0.16 0.1 0.86 85.11 90.86 17.96 0.0 0.0 96.05 75.41

0.14 0.15 0.02 87.03 86.03 98.67 35.3 79.97 0.0 0.0
0.15 0.15 0.15 85.74 86.03 82.26 0.0 0.0 28.84 41.25
0.16 0.15 0.28 84.65 86.03 68.51 0.0 0.0 62.18 66.9
0.17 0.15 0.4 83.6 86.03 55.21 0.0 0.0 77.14 76.73
0.18 0.15 0.53 83.13 86.03 49.22 0.0 0.0 83.81 79.48
0.19 0.15 0.66 82.32 86.03 39.02 0.0 0.0 89.39 82.91
0.2 0.15 0.78 81.06 86.03 23.06 0.0 0.0 95.65 86.46
0.21 0.15 0.91 80.08 86.03 10.64 0.0 0.0 98.78 88.34

0.19 0.2 0.07 81.85 81.0 91.8 0.0 0.0 17.8 37.84
0.2 0.2 0.2 80.77 81.0 78.05 0.0 0.0 58.3 76.77
0.21 0.2 0.33 79.47 81.0 61.64 0.0 0.0 79.1 86.71
0.22 0.2 0.45 78.74 81.0 52.33 0.0 0.0 86.2 89.3
0.23 0.2 0.58 78.11 81.0 44.35 0.0 0.0 90.3 90.84
0.24 0.2 0.71 77.28 81.0 33.92 0.0 0.0 94.2 92.28
0.25 0.2 0.83 76.13 81.0 19.29 0.0 0.0 97.5 93.68
0.26 0.2 0.96 74.99 81.0 4.88 0.0 0.0 99.7 94.64

0.24 0.25 0.12 76.86 76.1 85.81 0.0 0.0 52.7 79.69
0.25 0.25 0.25 75.95 76.1 74.28 0.0 0.0 72.66 88.79
0.26 0.25 0.38 74.57 76.1 56.76 0.0 0.0 85.93 93.33
0.27 0.25 0.5 74.08 76.1 50.55 0.0 0.0 90.14 94.17
0.28 0.25 0.63 73.29 76.1 40.58 0.0 0.0 92.93 95.15
0.29 0.25 0.76 72.24 76.1 27.27 0.0 0.0 96.98 96.04
0.3 0.25 0.88 71.21 76.1 14.19 0.0 0.0 98.97 96.64

Table 1: Summary results for class-wise confidence with different values of ε for Random
split.
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Epsilons Accuracy (%) {0, 1} sets (%) ∅ sets (%)
εg (chosen) ε0 (chosen) ε1 (computed) Global Class 0 Class 1 Class 0 Class 1 Class 0 Class 1

0.01 0.01 0.01 99.3 99.33 98.94 45.44 94.63 0.0 0.0
0.02 0.01 0.13 98.37 99.06 90.5 17.38 88.92 0.0 0.0
0.03 0.01 0.26 97.29 99.06 77.11 9.98 82.01 0.0 0.0
0.04 0.01 0.38 96.09 99.06 62.2 5.93 72.79 0.0 0.0
0.05 0.01 0.54 95.0 99.09 50.92 3.37 56.78 0.0 0.0
0.06 0.01 0.63 94.21 99.06 38.88 1.74 43.4 0.0 0.0
0.07 0.01 0.75 93.0 99.06 23.76 0.0 0.0 16.0 2.83
0.08 0.01 0.88 92.25 99.06 14.47 0.0 0.0 64.0 13.38

0.05 0.05 0.05 94.32 94.43 93.04 16.67 72.1 0.0 0.0
0.06 0.05 0.18 93.32 94.43 80.65 4.13 38.76 0.0 0.0
0.07 0.05 0.31 92.29 94.43 67.83 0.0 0.0 12.63 10.14
0.08 0.05 0.44 90.91 94.43 50.65 0.0 0.0 46.08 41.41
0.09 0.05 0.57 89.79 94.43 36.74 0.0 0.0 68.6 54.3
0.1 0.05 0.7 89.07 94.43 27.83 0.0 0.0 82.25 59.94
0.11 0.05 0.83 88.37 94.43 19.13 0.0 0.0 90.78 64.25
0.12 0.05 0.95 87.24 94.43 5.0 0.0 0.0 97.95 69.57

0.1 0.1 0.1 89.93 90.0 89.02 2.7 25.81 0.0 0.0
0.11 0.1 0.23 88.64 90.0 71.96 0.0 0.0 44.95 50.0
0.12 0.1 0.36 87.78 90.0 60.51 0.0 0.0 62.1 64.5
0.13 0.1 0.49 86.64 90.0 45.33 0.0 0.0 79.05 74.36
0.14 0.1 0.62 85.9 90.0 35.51 0.0 0.0 87.62 78.26
0.15 0.1 0.75 85.02 90.0 23.83 0.0 0.0 95.24 81.6
0.16 0.1 0.88 84.0 90.0 10.28 0.0 0.0 97.52 84.38

0.14 0.15 0.02 86.18 85.08 98.31 22.78 70.41 0.0 0.0
0.15 0.15 0.15 85.03 85.08 84.39 0.0 0.0 28.79 43.24
0.16 0.15 0.28 84.29 85.08 75.53 0.0 0.0 60.38 63.79
0.17 0.15 0.41 82.9 85.08 58.65 0.0 0.0 77.45 78.57
0.18 0.15 0.54 81.85 85.08 45.99 0.0 0.0 85.61 83.59
0.19 0.15 0.68 80.77 85.08 32.91 0.0 0.0 93.12 86.79
0.2 0.15 0.81 79.68 85.08 19.62 0.0 0.0 97.71 88.98
0.21 0.15 0.94 78.56 85.08 6.12 0.0 0.0 99.49 90.56

0.19 0.2 0.08 80.39 79.47 91.15 0.0 0.0 20.35 32.5
0.2 0.2 0.2 79.69 79.47 82.3 0.0 0.0 58.66 66.25
0.21 0.2 0.32 78.89 79.47 72.12 0.0 0.0 72.65 78.57
0.22 0.2 0.44 78.19 79.47 63.27 0.0 0.0 81.22 83.73
0.23 0.2 0.55 77.22 79.47 50.88 0.0 0.0 88.58 87.84
0.24 0.2 0.67 76.47 79.47 41.37 0.0 0.0 92.91 89.81
0.25 0.2 0.79 75.49 79.47 28.98 0.0 0.0 95.86 91.59
0.26 0.2 0.91 74.17 79.47 12.17 0.0 0.0 98.8 93.2

0.24 0.25 0.12 76.37 75.47 87.0 0.0 0.0 54.07 77.59
0.25 0.25 0.25 75.34 75.47 73.77 0.0 0.0 76.73 88.89
0.26 0.25 0.38 74.53 75.47 63.45 0.0 0.0 84.33 92.02
0.27 0.25 0.51 73.43 75.47 49.33 0.0 0.0 90.15 94.25
0.28 0.25 0.64 72.34 75.47 35.43 0.0 0.0 94.57 95.49
0.29 0.25 0.77 71.18 75.47 20.63 0.0 0.0 97.52 96.33
0.3 0.25 0.89 70.29 75.47 9.19 0.0 0.0 98.91 96.79

Table 2: Summary results for class-wise confidence with different values of ε for Person
split.
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Epsilons Accuracy (%) {0, 1} sets (%) ∅ sets (%)
εg (chosen) ε0 (chosen) ε1 (computed) Global Class 0 Class 1 Class 0 Class 1 Class 0 Class 1

0.01 0.01 0.01 99.73 99.98 97.66 82.61 99.65 0.0 0.0
0.02 0.01 0.14 93.63 99.98 39.57 18.59 98.35 0.0 0.0
0.03 0.01 0.28 91.07 99.98 15.11 2.58 88.98 0.0 0.0
0.04 0.01 0.41 90.24 99.98 7.23 1.14 77.97 0.0 0.0
0.05 0.01 0.55 89.88 99.98 3.83 0.25 43.48 0.0 0.0
0.06 0.01 0.68 89.66 99.98 1.7 0.0 0.0 100.0 1.08
0.07 0.01 0.82 89.5 99.98 0.21 0.0 0.0 100.0 2.56

0.05 0.05 0.05 96.65 98.7 79.15 46.45 96.44 0.0 0.0
0.06 0.05 0.18 91.29 98.7 28.09 6.2 77.33 0.0 0.0
0.07 0.05 0.32 89.75 98.7 13.4 0.0 0.0 17.31 2.46
0.08 0.05 0.45 89.01 98.7 6.38 0.0 0.0 63.46 9.77
0.09 0.05 0.59 88.7 98.7 3.4 0.0 0.0 92.31 12.56
0.1 0.05 0.72 88.43 98.7 0.85 0.0 0.0 100.0 14.81
0.11 0.05 0.86 88.36 98.7 0.21 0.0 0.0 100.0 15.35

0.1 0.1 0.1 75.52 77.64 57.45 6.76 48.08 0.0 0.0
0.11 0.1 0.23 71.57 77.64 19.79 0.0 0.0 90.62 36.34
0.12 0.1 0.37 70.45 77.64 9.15 0.0 0.0 96.32 43.79
0.13 0.1 0.5 70.05 77.64 5.32 0.0 0.0 98.44 46.07
0.14 0.1 0.64 69.78 77.64 2.77 0.0 0.0 99.89 47.48
0.15 0.1 0.77 69.53 77.64 0.43 0.0 0.0 100.0 48.72

0.14 0.15 0.02 57.49 52.93 96.38 28.46 60.81 0.0 0.0
0.15 0.15 0.15 51.46 52.93 38.94 0.0 0.0 68.08 75.26
0.16 0.15 0.28 48.89 52.93 14.47 0.0 0.0 97.51 82.34
0.17 0.15 0.42 48.13 52.93 7.23 0.0 0.0 98.62 83.72
0.18 0.15 0.55 47.76 52.93 3.62 0.0 0.0 99.68 84.33
0.19 0.15 0.69 47.51 52.93 1.28 0.0 0.0 100.0 84.7
0.2 0.15 0.82 47.4 52.93 0.21 0.0 0.0 100.0 84.86

0.19 0.2 0.07 44.9 42.18 68.09 0.0 0.0 45.23 86.0
0.2 0.2 0.2 40.41 42.18 25.32 0.0 0.0 93.01 94.02
0.21 0.2 0.33 39.04 42.18 12.34 0.0 0.0 98.19 94.9
0.22 0.2 0.47 38.4 42.18 6.17 0.0 0.0 99.31 95.24
0.23 0.2 0.6 38.08 42.18 3.19 0.0 0.0 99.87 95.38
0.24 0.2 0.74 37.84 42.18 0.85 0.0 0.0 100.0 95.49
0.25 0.2 0.87 37.77 42.18 0.21 0.0 0.0 100.0 95.52

0.24 0.25 0.12 37.06 35.59 49.57 0.0 0.0 65.01 93.25
0.25 0.25 0.25 33.71 35.59 17.66 0.0 0.0 97.21 95.87
0.26 0.25 0.38 32.79 35.59 8.94 0.0 0.0 98.92 96.26
0.27 0.25 0.52 32.32 35.59 4.47 0.0 0.0 99.65 96.44
0.28 0.25 0.65 32.1 35.59 2.34 0.0 0.0 100.0 96.51
0.29 0.25 0.79 31.9 35.59 0.43 0.0 0.0 100.0 96.58

Table 3: Summary results for class-wise confidence with different values of ε for Time split.
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