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Abstract: In this paper, we address the problem of vision-based obstacle avoid-
ance for robotic manipulators. This topic poses challenges for both perception and
motion generation. While most work in the field aims at improving one of those
aspects, we provide a unified framework for approaching this problem. The main
goal of this framework is to connect perception and motion by identifying the rela-
tionship between the visual input and the corresponding motion representation. To
this end, we propose a method for learning reactive obstacle avoidance policies.
We evaluate our method on goal-reaching tasks for single and multiple obstacles
scenarios. We show the ability of the proposed method to efficiently learn stable
obstacle avoidance strategies at a high success rate, while maintaining closed-loop
responsiveness required for critical applications like human-robot interaction.

Keywords: Learning Obstacle Avoidance, Robot Manipulators, Robot Vision

1 Introduction

During task execution, robots should be capable of operating in their workspaces without colliding
with obstacles. In well-structured environments, this constraint can be easily ensured by carefully
designing collision-free motion trajectories based on the understanding of the robot surroundings.
In contrast, unstructured environments present the challenge of autonomously reacting to previously
unknown settings. To tackle this challenge, extra efforts are needed in order to design proper per-
ception systems, capable of understanding the environment, as well as reactive strategies to avoid
the obstacles. In this work, we are concerned with obstacle avoidance for robot manipulators. In
addition to the previously mentioned challenges, such systems impose additional constraints such
as joint limits, singularities and self-collision. All of these aspects add to the complexity of the
problem, and require proper care in the formulation of both classical and learning-based methods.

In this context, proprioceptive robot sensors enable collision detection and early reactions which
can prevent substantial damages to the robot and its environment [1]. On the other hand, extero-
ceptive sensing (e.g. cameras) provides geometric information and objects poses which allow when
required, to avoid the obstacles in the first place. This motivates vision-based motion generation
and planning for obstacle avoidance. Although this problem seems trivial at first glance, it entails a
multitude of challenges. Namely, most approaches in this field are based on the classical perception
and planning pipeline [2, 3]. Every module in such a pipeline introduces extra errors to the overall
system. Namely, state-of-the-art pose detection methods (such as DeepIM [4] and Pix2Pose [5])
still lack the required accuracy for such tasks. Similarly, real-time generation of reactive motion
trajectories could be error prone, especially when the given obstacle poses are faulty.

One way to avoid the aforementioned problems is to learn model-free reactive motion policies. This
can be simply done using end-to-end deep reinforcement learning (DRL). However, these methods
could lack the required generalization capabilities which defies the original purpose. Addition-
ally, DRL algorithms require long interaction times, which are time and resource expensive and
could also be damaging to the robot, unless safe exploration is guaranteed [6, 7]. Furthermore,
with the lack of proper action space design, DRL methods tend to fail in real-world robot learning
tasks [8]. Instead, it is desirable to combine DRL with classical methods as a trade-off between
sample-efficiency, interpretability, modelling efforts and modelling errors.
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In this work, we adopt the latter approach. Our main goal is to relate the visual information to the
robot’s motion. To do that, we learn a residual strategy to react to obstacles in the robot’s surround-
ings based on vision. This policy augments another simple hand-crafted one. Both are designed
based on Riemannian Motion Policies (RMP) [9], which enables us to effectively combine them,
while keeping desirable constraints such as joint limits. To further reduce the sample complexity
of our method, we learn a visual latent model for images. This model enables us to reduce the
complexity of our policies and also to have an interpretable and generalizable representation of the
environment. Our contributions can be summarized as follows:

e We present a unified framework for learning vision-based obstacle avoidance with minimum ex-
pert knowledge.

e Our method can learn successful single obstacle avoidance strategies within less than an hour of
real-time interactions with the environment, using a single manipulator.

e Our method enables simultaneous avoidance of multiple obstacles at a high success rate.

e To our knowledge, our method is the first to use DRL for vision-based obstacle avoidance on
robot manipulators.

2 Related Work

Obstacle Avoidance is a fundamental problem in robotics for which many solutions have been pro-
posed. Possible solutions can be categorized into two main groups: local and global methods [10].
Local algorithms, such as potential fields [11], only adapt the manipulator’s behavior in the presence
of obstacles. They are reactive closed-loop control techniques which generate local motion. Due
to their low complexity, these algorithms are able to run in the inner control loop of the robot [12]
which ensures the level of responsiveness that is needed for critical scenarios, such as safe human-
robot interaction. However, these approaches assume Euclidean geometry in the task space of the
manipulator [13] and only use internal geometry of the kinematic chain [14]. Despite their simplicity
and versatility, purely reactive methods often culminate in undesirable behaviors such as instabil-
ity or oscillation [9]. On the other hand, global planning-based, differential geometric approaches
aim to model the intrinsically non-euclidean task space of the robot [15]. This thread of research
has seen significant progress recently and primarily uses optimization to generate nonlinear trajec-
tories [16]. Nonetheless, planning-based method are notoriously computationally expensive and
lack the reactiveness of local methods. To avoid obstacles, these methods require knowledge about
obstacles (e.g. keypoints) which is crucial for autonomous applications in unstructured, dynamic
environments. This need for semantic understanding of the environment has sprouted a variety of
research on vision-based obstacle avoidance, which is especially prominent in mobile robotics [17].

Motion Generation. Movement primitives (MP) are a common and versatile method to encode
motion as a sequence of unit actions. Popular examples for this paradigm are Dynamic Movement
Primitives (DMP) [18] and Probabilistic Movement Primitives (ProMP) [19]. DMPs encode motion
as second-order differential equations. They can scale motion both in space and time, and enable
learning by demonstration in their formulation [18]. In contrast, ProMPs encode motion primitives
by a distribution over trajectories which allows the use of powerful statistical methods, such as
conditioning a certain trajectory on some desired behavior. Similar to RMPs, some motion primitives
model motion as a second-order differential equation, however, they are lacking the modularity and
combinatorial capabilities of operational space closed-loop control [13].

Reactive Planning. Responsiveness is a crucial factor in robotic manipulation tasks with a high de-
gree of uncertainty due to incomplete modelling, inaccurate sensors or incomplete observability [2].
Combining local reactive control and global collision-free motion planning into a unified reactive
planning framework is common in mobile robotics [20, 21], however only a few approaches are
specifically designed for high degrees of freedom (DoF) manipulators [18, 22, 3, 9]. In this work,
we follow the route of a hybrid approach combining the reactive and planning capabilities of RMPs
with the flexibility of DRL.

Reinforcement Learning for robotics and continuous control has seen substantial progress in recent
years [23]. DRL has the potential to deliver on the promise of closing the loop between perception
and motion, without the manual design of intricate features or behaviors [24]. Similar to the case
of classical vision-based obstacle avoidance methods, there is a comprehensive body of literature



focused on mobile robots and navigation using RL [25, 26, 27]. Only few work has been done in
this area when it comes to robot manipulators, however, while keeping vision out of the loop and still
assuming explicit a priori knowledge about obstacles [28]. To this end, we combine a vision-based
reactive policy with a hand-designed, task-specific baseline policy, to leverage the advantages of
model-free RL for reactive obstacle avoidance. We train the reactive policy to augment the baseline
based on residual RL [29, 30]. By combining learning and control, our approach is robust to common
pitfalls of reinforcement learning, such as stability, long-horizon and sparse-rewards.

In summary, vision-based obstacle avoidance is a highly researched topic in robotics. For naviga-
tion, many approaches have been presented to improve the accuracy, robustness and overall perfor-
mance [17, 25, 27]. In general, such methods are not directly transferable to high-DoF manipulators.
While the problems seem similar at a high level, they are fundamentally different. In mobile naviga-
tion the geometry of the robot is preserved throughout execution. This is not the case for articulated
manipulators. This aspect introduces extra concerns such as self-collision, joint-limit avoidance, or
various motion and torque/force constraints. Methods focused on high-DoF manipulators assume
perfect knowledge about the obstacle position and are based on classical robotic pipelines separat-
ing vision and planning [22, 9, 18], which usually results in reduced performance [31], or rely on
kinesthetic demonstrations [3]. In contrast, our approach does not make any expensive assumptions
nor does it separate vision from planning, rather treats the two in a unified formalism.

3 Background

The most salient attributes of robotic manipulators are best expressed in terms of differential geome-
try [32]. More specifically, motion generation and control can be seen as the problem of transforming
desired behavior from one or multiple smooth manifolds — representing the task space 7 — to an-
other smooth manifold C, the configuration space. These manifolds are related by a differential map
¢ : C — T, called the task map. By equipping these manifolds with a Riemannian metric M, we
can elegantly relate notions like angles and distances to design a curve ¢(t) € C which implements
the desired behavior of 7.

Riemannian Motion Policies. An RMP is a motion representation defined on a Riemannian man-
ifold. The generation of this type of policies depends not only on the potential field existing in the
space, but also on the curvature of the space itself [9]. Consider an arbitrary m-dimensional mani-
fold M with generalized coordinates x € R™. In its canonical form, an RMP is defined as (a, M) 4,
where a : x,x — x? € R™ represents a second-order dynamical system mapping x and X to desired
accelerations X%, and M = M(x,x) € R™*™ is a Riemannian metric which varies smoothly with
the state (x,x). We can interpret M as an inertial matrix which also defines the weight of the RMP
when combined with others. In its natural form, an RMP is defined as (f, M) o, where f indicates
the map from position and velocity to the desired force. The force map f in the natural form and
the acceleration map in the canonical form has the relation f = Ma. The natural form of an RMP
is commonly used when space transformations are to be applied, due to the lower computational
complexity of such operations using this form.

The RMP framework also provides push, pull and add operators. push and pull can transform
an RMP defined in a certain task space into another, based on the task map ¢ and its Jacobian J. As
for add, it is used to compose RMPs defined in the same task space into one policy.

RMPflow is a policy synthesis framework based on [14]. In this method, RMP-tree is introduced as
a tree structured computational graph. Each node in such a tree represents a Riemannian manifold
and is equipped with an RMP. The root node of the tree describes the configuration space C of the
robot where the global joint space policy is defined. The leaf nodes represent task spaces, where the
designed or learned local policies are defined.

The RMPs in this framework are characterized by a set of geometric dynamical systems (GDSs).
Consider a manifold M with generalized coordinate x € R™, a GDS defined on such manifold can
be expressed as:

(G(x,%) + Eg(x, %)X + &a(x, %) = —~V&(x) — B(x, X)X, (1)

where G : R™ x R™ — R’"*™ is referred to as the metric matrix, B : R™ x R™ —> R*™ as the
damping matrix and ® : Rm — R as the potential function. Additionally, =g := 3 Zl 1 Ti0x8;
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Figure 1: System Overview: At a certain time step, the system receives a visual input o, joint angle
measurements q and joint velocities q. The image o is then encoded using a $-VAE encoder to
produce the visual latent z. Using the robot kinematics ¢ and jacobian J, we obtain the end-effector
position x and velocity x from q and q respectively. Subsequently q and q are fed into a baseline
policy to produce a user-defined behavior. Simultaneously, we feed all available information s,. into
a reactive policy my. The latter produces a reactive behavior dependent on the objects in the envi-
ronment. Both outputs are then composed together based on the RMPflow framework, to produce a
desired joint acceleration . This acceleration is then fed into the robot controller.

X
and {G := GX — 3 V(X"Gx) are curvature terms induced by the metric G, where g; denotes the

X
i-th column of G and G := [0xg;X| ,. Based on the GDS formulation, the RMP metric term M is
defined as M := G + Z¢. The forcing term of RMP can be calculated by moving the curvature term
&e to the right hand side of equation 1, we then obtain:

f=(Mx) =—-¢;— VP —Bx 2)
RMP-algebra introduces the pushforward, pullback and resolve operators used to construct the
policy generation process. The goal of this process is to generate the desired accelerations ijd’ in the

root node of the tree (robot configuration space) based on q and q. For further information about
this framework, we refer the readers to the original paper [14].

Reinforcement Learning (RL) is a computational approach to automate policy learning by max-
imizing cumulative reward in an environment [33]. RL tasks are usually formulated as Markov
Decision Processes (MDP). A finite-horizon, discounted MDP is characterized by the tuple M =
(S, A, P,r, po,7, T), where the state and action spaces are respectively S and A , transition dynam-
icsP:SxA— S, rewardr : S x A — R, an initial state distribution py, discount factor y € [0, 1],
and horizon 7. The optimal policy 7 : S — P(.A), maximizes the expected discounted reward:

T-1
J(r)=E; Z ’yr(st,at)] 3)
t=0

4 Reactive Obstacle Avoidance Policies

Our main goal is to connect perception and motion in a single framework. Specifically, we aim to
find the relationship between the visual input and the structure of the robot’s motion. Intuitively,
having such a relationship would mean that we can map visual data to information about the struc-
ture of the robot’s motion in its environment. The explicit way to achieve this goal is to learn a
mapping from raw images to the parameters ¢ of the corresponding Riemannian metric M, (X, X).
However, due to the large number of parameters in ¢, training such as mapping based on DRL would
require a lot of samples. Instead, we consider an implicit method to achieve the same goal. Namely,
we present a framework to learn vision-based reactive RMPs for obstacle avoidance. We design
the action space and reward function in a way that encourages learning a similar but implicit repre-
sentation of the vision-motion relationship. As modern machine learning methods depend on large
datasets, robot learning in the real world can be time and resource expensive. In our method, we
approach this problem from two different perspectives. First, we split the policy into two main parts.
The first one is a hand-crafted baseline policy. The aim of this part is to guide the motion genera-
tion to achieve the task at hand. In our experiments, we consider goal-reaching tasks for which this
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Figure 2: Structure of our RMP tree for combining multiple policies.

policy can be based on simple principles such as point attractors. We then augment this strategy
by a reactive policy which can correct the baseline behavior depending on the perceived situation.
This policy reacts to obstacles based on its knowledge of the end-effector position, current robot
configuration as well as visual input. Instead of learning it in an end-to-end fashion, we initially
pre-train our visual latent model based on data from random environment interactions. We then use
the obtained latent representations as input to the reactive policy. Both, the baseline and reactive
policies are formulated as RMPs, which allows us to effectively combine them using RMPflow. The
full system is shown in figure 1.

4.1 Latent modeling

For representation learning we first collect images from our environment by sampling actions based
on brownian motion [34]. The primary information we hope to obtain in the latent representations
would correspond to object poses, shape and geometric information of the objects in the environ-
ment. To achieve that, we reduce the episode length during the data collection phase. Since obstacle
types and poses are random at different episodes, having shorter episodes would result in more
episodes for the same amount of data and hence more diverse obstacles and obstacle poses in the
collected samples. Once data is available, we train a 3 Variational Autoencoder (3-VAE) [35] to ob-
tain latent representations of our images. The objective function to train a 5-VAE is the following:

‘6(97 (ba 0,Z, 6) = Eq¢(z|o) [logp9 (OlZ)] - BDKL (Q¢(Z|0)||p(1)) (4)

where o corresponds to images in our case, z is the latent code, ¢ and 6 are parameters of the
encoder and decoder networks respectively, and /3 is a regularization coefficient. Higher 8 values
help in learning more independent latent variables and hence improve disentanglement. It does so
by forcing a stronger constraint on the latent bottleneck. Setting 8 = 1 would then reduce this
approach to a standard VAE [36]. In our work, we use a 3-scheduler based on [37].

4.2 Baseline policy

As previously mentioned, our primary task is goal reaching. For this purpose, we define a simple
baseline RMP R, = (£, M})q, for goal reaching based on [9, 14], where 2, is a 3-dimensional
manifold in which the baseline policy is defined. Namely, for d € (2, d measures the distance
between the end-effector and the goal along the x,y and z axes. Specifically, we use a GDS to
define the RMP in €2,. We first define the metric G to be an identity matrix, which eliminates the
curvature terms in the GDS and to M, := I (based on the definitions in section 3), where I is the
identity matrix. To ensure stability, we define the damping matrix as B, := wl, where w is a vector
that consists of positive constants close in value to zero. Moreover, we define the gradient of the
potential field V®(d) := d. Substituting these values in equation (2), we obtain the GDS with the
form

Id = —d — wid. (5)

This would result in the forcing term f, = —d — wld according to equation 2.



4.3 Reactive policy

To enable the obstacle avoidance behavior, we define a reactive RMP R, = (f,,M,)q_ in a 7-
dimensional manifold €2,.. For d, € R7 in Q,, d, measures the distance between the current joint
configuration q and the desired joint configuration q,. We set the metric, the damping matrix and
the potential field of this RMP similar to the ones in the previous section. According to equation 2,
the resulting forcing term is:

f, = —d, — wld,. (6)
We are then concerned in learning a mapping m,, from an input state s, = [q, q, X, X, z| to an output
action a = dy, where x corresponds to the end-effector position, and is obtained from  using the
kinematics ¢; of the manipulator, and X is obtained from q via the Jacobian J;. As for z, it is the
latent representation of a given image o (as in section 4.1). We model 7y, as a multilayer perceptron
(MLP) with two hidden layers. It is then trained via residual RL [30] with the baseline policy
from section 4.2. For this purpose we use the Twin Delayed Deep Deterministic policy gradient
algorithm [38]. Given the end-effector position X, the goal position x, and the action a per step, the
reward is defined as follows:

T 1= Teollide T Tgoal + Tdist + Tcontrol, (7N

where 701154 15 a negative reward of —10, which punishes the robot when colliding with an ob-
stacle, 1404, 1S a positive incentive of 5 given only when the robot’s end-effector reaches the goal,
raist = —1.6]|x — Xg|| + 0.75 is the distance reward which rises linearly when the distance between
the end-effector and the goal decreases, and 7contr01 = —0.05]|a|| punishes large actions. This last
term encourages the policy to diverge from the baseline policy only in cases of possible collision.
The framework is not sensitive to changes in the values used in the reward function as long as the
general relation between the terms is preserved. Namely, the distance reward is an important signal
for training. When its magnitude is large, it leads to a local solution where the collision reward is
neglected. Additionally, we aim to ensure that the episode rewards for goal-reaching and collision
avoidance are not dominated by the control reward, hence the small weight 0.05. This combination
of rewards encourages the resulting policy to move along the geodesic of the corresponding Rie-
mannian Manifold. Furthermore, our MDP has a finite horizon with episodes ending at a specified
maximum number of steps or whenever the robot collides with an obstacle. During early exploration
stages, most episodes are unsuccessful and end up with collision. Consequently, only few successful
trials are recorded. We use Prioritized Experience Replay [39] in order to use data from such trials
more efficiently.

4.4 Putting it all together

In addition to the baseline and reactive policies defined in the previous sections, we use an additional
RMP R; = (f;,M;)q, for joint limit avoidance similar to the one in [9]. All three policies are then
combined together based on the tree in figure 2. The node /1 uses the RMP R, from section 4.3,
lo uses the Ry, from section 4.2 and I3 uses the joint limit avoidance RMP R;. Consequently,
RMP-algebra is applied to compute the desired joint acceleration q.

To ensure safety, we use impedance control with suitable collision handling algorithms guaranteeing
contact force and torque thresholds, enabling quick collision detection and safe reaction [1]. At the
RL level, when a collision occurs during task execution, it is detected safely and early to prevent
damage (based on [1]), the episode terminates and the environment returns a negative reward as to
inhibit such behavior in the future.

5 Experiments

We conduct experiments to answer the following questions: (i) is our method capable of learning
successful obstacle avoidance strategies? (ii) how does the baseline policy contribute to the overall
sample-efficiency? (iii) is our approach capable of simultaneously avoiding multiple obstacles?

5.1 Setup

All of our experiments share the same setup. Namely, we use a seven DoF Franka Emika Panda
robot in a Gazebo simulation environment [40]. We place a static RGB camera in front of the robot



Figure 3: Illustration of our task setup in simulation.

(green block in figure 3). We use three different obstacle shapes: cuboids, spheres and cylinders.
Each obstacle has a distinct texture. In our experiments, we sample the object positions to be true
obstacles with respect to the goal. The environment setup is illustrated in figure 3. Furthermore, we
use an NVIDIA GeForce RTX 2080 GPU to train our vision module, and reactive policy. For all of
our experiments, we downsample the RGB images to 128 x 128. All of our results are averaged over
5 training trials with different random seeds. We look at the success rate and the average episode
return (AER). For improved visibility, we smoothen the AER plots using running means with a
window size of 20 episodes. For measuring the success rate, we label a trial as successful, when the
end-effector reaches the desired goal with no collision and manages to stay there for 5 seconds.

5.2 Results

Experiment A. In our first experiment, we want to evaluate our method on a single obstacle avoid-
ance task. Additionally, we want to see the effect of the baseline policy on the overall performance.
We refer to the case without a baseline policy as Vanilla Learning (VL) and the one with baseline
policy as Residual Policy Learning (RPL). VL would then correspond to a standard DRL approach
for obstacle avoidance with the addition of the latent model and the RMP handling of a = d,. In
figure 4, we compare the average episode reward over time (left) and success rate (right) of both
possibilities. After approximately 80 min, both policies converge and the average reward as well as
the success rates remain more or less the same. The total reward accumulated using RPL is sub-
stantially higher than that of VL. The latter manages to avoid the obstacle in few trials, however, it
fails in most cases to also reach the goal, or even get close to it. This behavior can be shown by
looking at the individual reward term from equation (7). We provide a plot of these values in the
supplementary material. Furthermore, vanilla learning requires at least twice the amount of samples
to reach the same success rate as our method. This is mainly due to two factors. First, for our
use case, VL attempts to learn both obstacle avoidance and goal reaching. However, in RPL, goal
reaching is taken care of by the baseline policy. One could argue that providing a baseline policy
limits the flexibility of the model, which usually leads to declined performance. However, our ex-
periments show a different tendency. Even after convergence, our method achieves more than twice
the success rate (84 + 6%) than the vanilla method (39 + 27%), which seems to often get stuck in a
local solution (it reaches a lower average reward even after convergence). The second reason for this
difference in sample-efficiency is exploration. In its early stages, our method already tries to reach
the goal, as it is guided to do so by the baseline policy. While trying to do this, it also encounters
the obstacles more frequently and receives negative reward. However, in the absence of a baseline,
the exploration is random, and results mostly in low-reward trajectories for training.

Experiment B. In the second experiment, we aim to test the capability of our method to learn to
avoid multiple obstacles simultaneously. The only difference is that we train the policy in an en-
vironment containing 3 obstacles at all times (as shown in figure 3). As expected, the amount of
interactions needed for this task to be learned is substantially higher than that of the single obstacle
case. The policy converges after 10000 episodes which is equivalent to ~ 3 hours of data collection
with a single robot. The success rate after convergence is 72%. We show the evolution of the AER
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Figure 4: Experiment A. Effect of the baseline policy on the single obstacle avoidance performance.
(Left) Normalized average episode reward (AER) over time. (Right) Success rate over time.
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Figure 5: Experiment B Multiple obstacle avoidance. (Left) Normalized average episode reward
(AER). (Right) Generalization of a policy trained for 3 obstacles on scenarios with 1 and 2 obstacles.

over time in figure 5 (left). Furthermore, we test the obtained policy on environments containing 1
and 2 obstacles to check whether the learned reactive behavior can generalize to different scenarios
or just memorizes sequences of actions depending on the obstacles configuration. We evaluate our
policy for 50 trials for each scenario. We report success as previously defined, near goal reaching
which corresponds to avoiding the obstacle and getting to the close proximity of the goal (~ 7cm)
but not exactly reaching it, and failure which corresponds to all other cases. The results are shown in
figure 5 (right). Interestingly, even when only trained in 3 obstacles environments, the obtained pol-
icy still manages to succeed in reaching the goal or its near proximity at a high rate, even when tested
on environments with 1 and 2 obstacles. These results strongly support our claim for generalization.

6 Conclusion

We propose a unified framework for learning vision-based obstacle avoidance strategies for robot
manipulators. The presented approach treats perception and planning simultaneously and formulates
the problem as a reinforcement learning problem in Riemannian Manifolds, successfully connecting
perception and motion together. Our approach takes advantage of the latest advances in motion
primitives as well as representation learning, to improve on the sample-efficiency and the safety
of exploration aspects of learning. Based on that, we learn successful reactive policies, capable of
avoiding both single and multiple obstacles. In addition, our experiments demonstrate the feasibility
and sample-efficiency of our method. Finally, our framework is limited to static environments, we
aim to address this issue in future work.
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A Implementation Details

Previous work has shown that the performance of reinforcement learning algorithms is dependent on
the implementation details [1, 2]. Thus, we provide further details about our method’s models and
training procedures for both representation (section A.1) and reinforcement learning (section A.2)
for the sake of reproducibility.

A.1 Representation Learning

Our B-VAE encoder is a convolutional neural network (CNN) with five convolutional layers having
in order 6, 32, 64, 128 and 256 channels. Each layer uses a rectified linear unit (ReLU) for activation
and is followed by a batch normalization layer [3]. The mean and log standard deviation layers of
the latent are linear and are also followed by a batch normalization layer. The mean layer uses a
hyperbolic tangent (Tanh) activation.

For training, we use the Adam optimizer [4] with a learning rate of 0.001 and batches of size 128.

A.2 Reinforcement Learning

TD3 is an actor-critic method [5]. We use an actor with two hidden layers, each containing 100
neurons. The activation function of all layers is Tanh. The critic has two hidden layers, with 500
neurons each. For the critic, we use ReLLU activations for hidden layers and no activation for the
output. We use Adam to optimize both sets of parameters. The training hyperparameters are listed
in the table below.

Hyperparameter Value
TD3 Policy noise 0.2
Max episode steps 400
Exploration noise 0.5 — 0.3

Memory Size 300000
Batch size 64
Learning rate le -3

B Simulation-Reality Gap

We argue that the Simulation-to-Reality gap is not problematic for our experiments design. This is
due to the nature of our task and goal, being concerned with pure geometric motion and not with
dynamics, the latter being a lot harder to simulate. In our previous experiences, the main observed
difference between simulation and the real-world, for vision-based motion generation tasks is in the
noise distributions of images. This is due to mainly two factors. The first one is based on the lack of
photo-realistic rendering in simulation environments. The second is due to the use of over-simplified
environments with compact color backgrounds and minimum clutter. We compensate for this last
factor by adding textures to the obstacles and by replicating the setting of common robot learning
labs. Furthermore, VAE-based methods have been shown to capture real-world images well [6, 7].
We use a 3-VAE for our visual latent model, which would make the transition to real-world images
only as expensive as the data collection process.

C Additional results

In this section we show some additional results related to experiments A and B (section C.1 and C.2)
as well as to the latent model (section C.4).

C.1 Experiment A

In addition to the previously shown total reward plot, here we show plots of the individual reward
terms: Teollide> Tgoals Tdist> Tcontrol- These values are especially interesting when comparing the
policy learning with the baseline and without it. As before, we refer to those cases as Residual
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Figure 1: Individual rewards for the policy training with a baseline (RPL) and without (VL).

Policy Learning (RPL) and Vanilla Learning (VL) respectively. The results can be seen in figure 1.
As expected the goal reward for RPL is substantially higher than that of VL at all times. At the
beginning of training, RPL leads to more collisions with the obstacle as the baseline policy guides
it towards the goal. Subsequently, RPL starts with more negative reward 7..;;4. than VL. However,
it manages after training to reach a similar level as VL. In contrast, the latter depending mostly on
random actions barely hits the obstacle at these stages as it’s not even directed towards the goal.
This can be seen in the 14 and r4;5¢ plots. As for the control reward r,, it behaves similarly for
both methods. However, it gets higher for vanilla learning after a while. This could be explained by
the following: RPL based exploration leads at all times to higher goal reward than VL. The latter,
barely reaching the goal, prefers to take smaller actions to increase 7.

C.2 Experiment B

In addition to the provided video here we show image sequences for our multiple obstacle avoidance
results. We show a successful trial in figure 2 and an unsuccessful trial in figure 3.

C.3 Experiment C

Although experiment B supports our claim of generalization, we conduct a further experiment to
double-check our method’s generalization ability. This experiment tests if the trained policy can
generalize to unseen obstacles. We train our policy in single obstacle avoidance scenarios, with two
types of obstacles: cuboid and sphere. After the training, we test the trained policy in scenarios
with a cylinder obstacle. We evaluate the policy for 50 trials in the scenarios containing the unseen



Figure 3: Multiple Obstacle Avoidance: Unsuccessful Trial. The red circle is the goal. The robot
collides with the cylinder at the end of the execution.

obstacle. We report that the success rate is 72%, which is similar to the success rate when evaluating
the policy using the previously-seen obstacles. Besides the training curve, we also provide an image
sequence of the execution. Figure 4 and 5 are evaluations of the policy on trained obstacles (cube
and sphere). Figure 6 shows a policy execution in the scenario with previously unseen obstacle
(cylinder). The result of this experiment provides another evidence of the generalization ability of
our method.

Figure 4: Single obstacle avoidance: cube. The red circle is the goal.



Figure 5: Single obstacle avoidance: sphere. The red circle is the goal.

Figure 6: Single obstacle avoidance: cylinder. The red circle is the goal.



Figure 7: Images Sampled from latent z and z;. First two rows: z; < 0 and 2z € [—1, 1] ; Last two
rows, z1 > 0 and 29 € [—1,1]. zp and z; control together the y-position of the sphere.

C.4 Sampling the latent

Here we illustrate images sampled from our VAE'’s latent as to show the importance of such variables
to the obstacle avoidance task. The samples are shown in figure 7. Note that the sampled images are
only blurry because of the down-sampling of the inputs images to the VAE.
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