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Abstract: Training networks to perform metric relocalization traditionally re-
quires accurate image correspondences. In practice, these are obtained by restrict-
ing domain coverage, employing additional sensors, or capturing large multi-view
datasets. We instead propose a self-supervised solution, which exploits a key in-
sight: localizing a query image within a map should yield the same absolute pose,
regardless of the reference image used for registration. Guided by this intuition,
we derive a novel transform consistency loss. Using this loss function, we train
a deep neural network to infer dense feature and saliency maps to perform ro-
bust metric relocalization in dynamic environments. We evaluate our framework
on synthetic and real-world data, showing our approach outperforms other super-
vised methods when a limited amount of ground-truth information is available.
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1 Introduction

Visual relocalization refers to the task of registering a query image to an existing map, effectively
seeking an answer to the question, “have I been here before?” This is a critical problem in au-
tonomous robot navigation [1, 2, 3]. Relocalization may be limited to image retrieval, where the
query image is assumed to share the same pose as the matched reference image [4, 5, 6]. More chal-
lenging still is the task of metrically refining this pose by estimating a 6 degree-of-freedom (DoF)
offset between the two images [7, 8]. In this work, we focus only on the latter problem.

As the reference and query images may be separated by an arbitrary amount of time, large changes
in visual appearance can inhibit accurate relocalization. Hand-engineered feature descriptors have
proven insufficient in extremely dynamic environments [9, 10, 8]. Consequently, recent approaches
have pursued the use of neural networks to learn more robust image representations [11, 12, 8]. How-
ever, these network architectures are typically trained with ground-truth image correspondences,
requiring the scene geometry and camera poses to be known.

Acquiring these ground-truth data in the real world is non-trivial. Simpler solutions sacrifice domain
coverage by restricting camera placement or synthetically rendering alternate views. Better coverage
of the target domain is achieved via additional sensing or large image sets of the same scene. These
requirements make one-time data capture burdensome and online capture with lightweight robot
platforms nearly impossible, thus limiting our ability to adapt to novel environments.

To circumvent these problems, we instead propose a solution that does not require ground-truth
image correspondences while still achieving full coverage of the target domain. This permits an
unmodified version of our robot platform to collect training data while deployed. With our frame-
work, training samples can be captured periodically, when deemed both prudent and convenient by
the robot. To make correspondence-free training possible, we propose a novel loss function inspired
by a key insight: when localizing a query image within a map, the same absolute pose should be
obtained, regardless of the reference image used for registration. That is, given two reference images
in the same world frame, aligning a query image to either one should yield the same global pose.
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Figure 1: Images of the same location taken at different times and their resulting feature and saliency
maps. For visualization purposes, we fuse all pyramid levels together using PCA for feature maps
and a weighted average for saliency maps. Note the similarity of the feature maps, despite large
discrepancies in the input images, and how the saliency maps successfully mask out dynamic objects.

Guided by this intuition, we develop a novel transform consistency loss, which operates over three
images: two reference images, whose relative pose is known, and a single query image, whose
relative pose is unknown. Employing this loss function, we train a network to infer dense feature
and saliency maps, as seen in Figure 1. These can then be used to perform direct image registration
that is robust to dynamic objects and illumination. The novel contributions of this work are:

• A transform consistency loss function for unsupervised learning.
• A network architecture for joint feature and saliency map inference.

By removing many of the requirements on data acquisition, we can learn from a much wider range
of real-world images. Consequently, our framework significantly outperforms other state-of-the-art,
supervised methods when trained on datasets of limited size and scope.

2 Related Work

Traditionally, hand-engineered features have been used for metric relocalization [13, 14, 15, 16].
They are designed to be invariant to changes in scale, orientation, and illumination. ORB-SLAM
[1] is an example framework that employs such features. It first retrieves image candidates via a
place recognition system based on bags of binary words [17], and then estimates a 6-DoF offset by
minimizing the reprojection error between the image coordinates matched using ORB descriptors
[15]. While hand-engineered features work well for visual odometry, they have proven inadequate
for relocalization in extremely dynamic environments [10, 8].

To address the deficiencies of hand-engineered features, approaches relying on alternative image
representations generated by neural networks have risen in popularity. These frameworks have been
used to perform sparse keypoint detection and description [9, 10, 18, 19] as well as dense image
registration [20, 21, 22, 8]. However, current solutions assume ground-truth correspondences are
available at training time in order to compare multiple observations of the same point. Example loss
functions include contrastive loss [23] and cosine similarity [19].

Several methods for obtaining these ground-truth correspondences have been proposed. Perhaps the
simplest approach of all is to use simulated data, as we have perfect knowledge of scene geometry
and camera poses [18, 8]. However, the viability of sim2real transfer learning greatly depends on
the target environment. In general, we cannot enumerate an exhaustive list of the expected visual
phenomena, let alone render them with a sufficient level of fidelity. Consequently, most approaches
employ real-world data and therefore must directly tackle the correspondence problem.

One solution is to apply known transformations (e.g. color shifts, homographic warps) to real-world
images [18, 19]. However, this still relies on synthetic data and therefore runs the risk of insuffi-
ciently sampling the target domain. Alternatively, Verdie et al. propose using a stationary camera
to observe the same scene under varying lighting and weather conditions [9]. This makes the cor-
respondence problem trivial, as the same pixel corresponds to the same world point in every image,
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Figure 2: A visualization of transform consistency. On the left, we see the ground-truth configuration
of three frames r0, r1, q. On the right, we see the result of independently aligning the query image
q with each reference image r0, r1. We seek a robust representation of the mutually visible points p
as to minimize the distance between the estimated transforms Tr0,q0 and Tr0,q1 .

but fails to capture visual artifacts produced by camera motion. In a similar vein, Liang et al. employ
RTK positioning to obtain images captured from the same viewpoint [24]. Not only does this require
additional hardware, it also constrains the relative camera poses to be identity. In [8], the authors em-
ploy a visual-odometry framework to automate keypoint selection and depth estimation, but require
expansive 3D pointclouds or a motion-capture system to obtain the inter-sequence transforms.

A popular alternative to sensor-based solutions is Structure-from-Motion (SfM) [10, 8, 25, 19]. This
involves processing large image sets of the same scene to build a cohesive model of the surface
geometry and camera poses. This is arguably the most general solution to the correspondence prob-
lem, as it even works on random image collections scraped from internet. However, SfM cannot be
used to extract correspondences from sparsely sampled scenes. It also assumes that the images are
similar enough that existing methods can perform registration.

More recently, Schmidt et al. propose a self-supervised approach for learning robust feature de-
scriptors [12]. Training data is sourced from multiple, independent 3D reconstructions of a single
subject, built using a 3D reconstruction pipeline (i.e. DynamicFusion [26]). They then train solely
on intra-sequence correspondences. Despite not training on inter-sequence correspondences, the
authors empirically find the inferred features map well across each reconstruction. However, their
trained model only serves for a single subject. It also requires large amounts of data to be captured
and processed, which is problematic if we expect this to be done in situ by a deployed mobile agent.

To circumvent the aforementioned challenges for obtaining ground-truth image correspondences, we
propose dropping the requirement altogether. In the next section, we present our novel loss function,
which assesses the consistency of estimated 6-DoF camera poses. It leverages data already available
in most visual localization frameworks, making it suitable for a much broader range of applications.

3 Method

Our problem formulation is largely inspired by photometric consistency. In short, photometric con-
sistency uses the inferred model of the scene to render a synthetic image under different conditions
(e.g. camera pose). The fidelity of the model can then assessed by comparing this rendering with an
actual image captured under those same conditions. Photometric consistency has been used to learn
depth from both monocular [27, 28] and stereo images [29].

Employing photometric consistency requires a static scene, where the brightness constancy assump-
tion holds (although subtle illumination changes may be handled [30]). Such assumptions, however,
cannot be made for relocalization. We therefore substitute photometric consistency for what we re-
fer to as transform consistency. Here we use the inferred image features to independently register a
query image with two reference images, whose relative pose is already known. We then evaluate our
network by comparing the resulting transforms in a shared world frame. This concept is illustrated
in Figure 2. To employ this method, we make the following assumptions:

• Dense depth maps are provided for both reference images.

• An accurate relative transform between the reference images is provided.

• The query image’s visual-field sufficiently overlaps with both reference images.
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Figure 3: An overview of our network architecture. The contractive part of the network leverages
the pretrained convolutional layers of VGG-16 [34], which remain constant. We independently pass
each input image through the network to obtain a 16-channel feature map F and a single-channel
saliency map S at each level of the image pyramid. The 3×3 convolutions are followed by batch-
normalization and ReLU activation. Upsampling is achieved via bilinear interpolation. The final
predictions consist of a single 1×1 convolution followed by sigmoid activation.

In practice, we obtain depth maps using stereo-vision [31], although an RGB-D sensor would also
suffice. To ensure the accuracy of the relative transforms, we sample both references frames from a
small spatio-temporal window of a captured video sequence. Off-the-shelf visual odometry pipelines
can therefore reliably attain translation errors within 1% of the distance traveled [1, 2]. Finally, we
uphold the overlapping visual-field assumption via a GPS. We can also leverage an image-retrieval
system or crude registrations to a topological map [32]. Most vision-based, autonomous mobile
platforms already satisfy these three requirements. Consequently, they can capture training data
in the field, without additional sensing or significant computational overhead. In the sections that
follow, we present our network architecture and formally define our objective function.

3.1 Network Architecture

In this work, we adopt a network architecture similar to DispNet [33] as it generates side predictions
for constructing a multi-level image pyramid and has proven sufficient for complex, single-view
inference tasks [27]. In the contractive part of the network, we employ the learned convolutional
weights of the VGG-16 network [34], which are not updated during training. Our second modi-
fication involves the output predictions themselves. For a given input image I , we infer a set of
16-channel feature maps [F 0, F 1, F 2, F 3] and single-channel saliency maps [S0, S1, S2, S3]. Here,
F 0 denotes the finest resolution feature map and F 3 the coarsest. The same relationship holds for
saliency maps. An overview of our network architecture is shown in Figure 3. How these predictions
are integrated into our relocalization framework is detailed in the next section.

3.2 Loss Function

Our training loss comprises multiple functions over one or more SE(3) transforms, which are ob-
tained through 3D registration of the inferred feature maps. Using a simplified implementation of
the inverse-composition algorithm presented in [22], we ensure that this registration process per-
mits auto-differentiation. In contrast with [22], inference is performed over each image individually.
Similar to their convolutional M-estimator, our saliency maps re-weight the residuals of the image-
registration problem. However, our saliency maps are generated once for each image. Finally, we
adopt a pure Gauss-Newton implementation, dropping their Levenberg-Marqaurdt damping scalar.

3.2.1 Transform Consistency

As previously stated, training samples consist of two references frames r0, r1 and a query frame q.
Each frame is represented by a rectified RGB image and a camera projection matrix K ∈ R3×3.
Reference frames are also accompanied by their respective depth maps Dr0 , Dr1 , and relative trans-
form T̂r0,r1 ∈ SE(3). Using the inferred feature and saliency maps, we invoke two instances of
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direct 3D image registration. We independently align the query feature map Fq to each reference
feature map Fr0 , Fr1 to obtain the relative transforms Tq,r0 and Tq,r1 by minimizing

Tq,r = argmin
Tq,r

∑
u∈Ir

Sr(u)Sq(u
′)
∥∥∥Fr(u)− Fq(u′)∥∥∥

γ
. (1)

Here u′ is where the coordinates u in the reference image project onto the query image, given the
current estimate Tq,r, depth map Dr, and camera projection matrices Kr,Kq . The Huber norm
‖·‖γ makes this optimization more robust to outliers. Each iteration k of the multi-level image
registration yields new estimates T kq,r0 , T

k
q,r1 , until we obtain the final estimates T ∗q,r0 , T

∗
q,r1 . These

final estimates serve as ground-truth for the opposing alignment in the transform consistency loss

Lc

(
T ∗q,r0 , T

k
q,r1

)
=
∥∥∥ log

(
T̂r0,r1

(
T kq,r1

)−1
T ∗q,r0

) ∥∥∥
1
. (2)

Intuitively, in Eq. (2) we are trying to compute the difference between two estimates of the same
pose. However, this first requires moving both poses to a shared reference frame. In this case, we
move T kq,r1 to reference frame r0 using the provided transform T̂r0,r1 . We then compute the relative
transform error in se(3) tangent space, and finally take the L1-norm of the resulting residual vector.

Transform consistency eschews the need for ground-truth poses by maximizing the agreement of
two independent estimates. While there are an infinite number of incorrect solutions that would
minimize this loss, we argue that the solution space is largely constrained by the iterative image
registration process and a sufficiently large number of training examples. However, we alleviate this
problem further with an additional regularization term, as described in the next section.

3.2.2 Transform Accuracy

As we assume knowledge of the relative transform T̂r0,r1 , we can additionally perform image regis-
tration between the two reference frames and evaluate each intermediate transform T kr1,r0

La

(
T kr1,r0

)
=
∥∥∥ log

(
T̂r0,r1 T

k
r1,r0

) ∥∥∥
1
. (3)

The main benefit of this term is to provide stability during initialization. Empirically, we find the
network may diverge when trained with the consistency loss alone. This is not the only benefit,
however. Eq. (3) also promotes saliency maps that mask out fast moving objects and feature maps
that compensate for large camera baselines, as these challenges are still present in a pure visual-
odometry setting. Our final loss function becomes the sum of these two terms, aggregated over each
iteration of image registration, using a constant scalar λ to modulate the influence of each term∑

k

Lc

(
T ∗q,r0 , T

k
q,r1

)
+ Lc

(
T kq,r0 , T

∗
q,r1

)
+ λLa

(
T kr1,r0

)
. (4)

4 Experimental Results

We evaluate our framework using both synthetic and real-world data. During training and evaluation
our network uses a fixed number of image-registration iterations, with all relative transforms initial-
ized with identity. From the coarsest level of the image pyramid to the finest, we perform 16, 12,
8, & 4 iterations. The input image resolution for both datasets is 640 × 384. We train the network
using the Adam Optimizer [35] with a learning rate of 10−4 during initialization and 10−5 during
general training. Gradient accumulation is also used to achieve an effective mini-batch size of 16.

To ensure the network converges reliably, we initialize the network using a substantially higher
relative transform accuracy weight λ = 10. After training for a single epoch we lower it to λ = 1.
While the transform accuracy loss provides stability, it is the transform consistency loss that permits
us to learn robust image representations that map well across different video sequences. To illustrate
this benefit, we also evaluate our network trained using only the transform accuracy loss, defined in
Eq. (3). We will refer to this method as “Ours (VO)”.
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Figure 4: Cumulative relocalization accuracy compared to other leading methods on the GN-Net
Relocalization Benchmark [8]. Each test consists of image pairs from the Robotcar dataset [36] that
exhibit different weather conditions. We additionally compare the proposed system, Ours, with the
same framework trained only using transform accuracy loss, Ours (VO).

4.1 Training Datasets

For our experiments on synthetic data we employ the CARLA simulator [37]. We simulate a car
driving on rural and urban roads, at different times of day and under different weather conditions.
Each trajectory is randomly populated with dynamic cars and pedestrians. CARLA directly provides
us with colors images, camera poses, and semantic segmentations. However, we compute depthmaps
using Semi-Global Matching [31] on the stereo pair, rendered with added noise. In total, our training
dataset consists of 8K images and 20K unique frame triplets {r0, r1, q}, which exhibit a median
camera baseline of 1.25m. We use the same pipeline to generate a test dataset of 500 frame triplets,
sampling a completely distinct set of random trajectories.

For experiments on real-world data, we employ the Oxford Robotcar dataset [36]. This dataset was
captured by an autonomous car over the course of two years, using several cameras, lidars, GPS, and
IMU. Given the extended duration of data acquisition, the captured images exhibit large changes in
visual appearance due to varying time of day, weather, and season. We select training triplets using
the global poses obtained through GPS-inertial positioning. Again, the median camera baseline is
approximately 1.25m, but can be as high as 6m. For computing depth maps, we employ Semi-Global
Matching [31] on the wide stereo pair. In total, our training dataset consists of approximately 7.5K
images and 15.5K unique frame triplets, drawn from 8 Robotcar sequences.

4.2 Experiments

We first look at performance in terms of translation error. In Figure 4 we see how our framework
performs on the relocalization benchmark recently published with GN-Net [8]. This benchmark is
separated into six different Robotcar sequence-pairs, exhibiting two distinct weather conditions (e.g.
sunny and cloudy). Suitable image candidates are provided by the benchmark, allowing frameworks
to focus solely on metric pose refinement. Here we can see how our framework compares with other
leading methods including GN-Net [8], ORB-SLAM [1], DSO [38] SuperPoint [18], and D2-Net
[25]. The plots in Figure 4 represent cumulative relocalization accuracy. This can be interpreted
as the percentage of relocalizations (vertical axis) that are performed within a given translation
threshold (horizontal axis). A theoretically perfect system would result in a horizontal line at the top
of each plot, indicating that 100% of relocalizations were performed with zero error.

Next, we employ the semantic segmentations obtained using the CARLA simulator [37] to directly
evaluate our saliency maps. Of particular interest is how well our saliency maps mask out dynamic
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Figure 5: Using the CARLA simulator [37], we generate a dataset of images with their respective
semantic labels (top right). We then evaluate our saliency maps (bottom right) for each class in the
Cityscape taxonomy, comparing the resulting weights with those obtained using a uniform weighting
strategy (left). The mean and standard-deviation of each pyramid level is plotted. Values above the
gray line suggest additional focus while those below suggest the class is being ignored.

objects (e.g. cars and pedestrians). For each image in our test dataset, we compare the inferred
saliency weights with those obtained using a uniform weighting strategy. As an example, if a in-
stance segmentation occupies 50% of the image, but only accounts for 25% of the total saliency
weight, its relative saliency weight is 0.5. Values above 1.0 suggest additional focus is being di-
rected towards the class, while values below 1.0 suggest the class is being ignored. We perform this
analysis independently on each pyramid level using the Cityscape taxonomy [39]. The observed
relative saliency weight means and standard-deviations are plotted in Figure 5.

Image pairs in the GN-Net Relocalization Benchmark primarily exhibit changes in weather with
moderate initial camera baselines. We evaluate our framework further with a more challenging
dataset comprising day-night and seasonal changes, with significantly larger camera baselines.
Aligning lidar pointclouds to obtain ground-truth, inter-sequence transforms, as performed in [8], is
not only labor intensive but also sensitive to the hyperparameters and initial pose. We circumvent
these problems by instead adopting a metric similar to relative pose error [40, 41]

E =
∥∥translation(T̂r0,r1(T ∗q,r1)−1T ∗q,r0)∥∥. (5)

Intuitively, we are comparing the relative translation computed via intra-sequence visual-odometry,
with that computed from two independent map registrations. Our test dataset contains 40K frame
triplets, with 100 samples drawn from 400 Robotcar sequence-pairs. Sampling in this fashion allows
us to build a “confusion matrix” indicating how well reference frames from one sequence align the
query frames of another. For this experiment, we retrain our network with a dataset of similar size
and scope, created from a distinct set of Robotcar sequences. Results are shown in Figure 6.

5 Discussion

As shown in Figure 4, our approach consistently outperforms other leading methods. Compared to
the next top performer, we successfully relocalize within 25cm for 15.31% more of the benchmark.
We attribute the observed performance gains to our network architecture and image registration
framework, as even the Ours (VO) approach proves to be quite accurate. By training directly on
the 3D registration problem and employing multi-level saliency maps, we not only learn to ignore
dynamic objects but also to down-weight objects in the foreground. In general these will exhibit
larger optical flow vectors, which are problematic in direct image registration. By giving these
objects less significance in the coarser saliency maps we can overcome large initial camera baselines.

In this first experiment, our network is trained with eight sequences of the Robotcar dataset. The
GN-Net Relocalization Benchmark [8], however, publishes only two such training sequences. We
argue this remains a valid comparison, as our solution does not leverage any ground-truth, inter-
sequence transforms. In fact, the main benefit of this approach is the ease in which training data can
be obtained. Given the minimal requirements outlined in Section 3, we can incorporate additional
sequences only knowing the car’s global position within 6m and heading within 15 degrees.
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Figure 6: Cumulative relocalization accuracy (left) and “confusion matrices” (right) comparing the
relative translation errors of the propose method, Ours, with the same framework trained only using
transform accuracy loss, Ours (VO). Each column of a matrix represents the Robotcar sequence of
the reference frames, while each row represents the sequence of the query frames. The color of a
cell indicates the median translation error, computed over 100 triplet samples.

Figure 5 shows that our network learns to ignore dynamic objects, consistently down-weighting the
classes “car” and “person”. In contrast, we see that larger, static objects receive additional attention,
which aligns well with our intuition. As CARLA does not simulate seasonal changes in foliage, we
also see the network safely learns to rely on vegetation. We do note, however, that higher resolution
saliency maps trend towards a uniform weighting strategy (indicated by the gray line in Figure 5).
We suspect that this is due to the convergence basin becoming narrower at each subsequent level,
such that dynamic objects have significantly less impact on the refinement of the final pose, and are
likely handled by the Huber norm used in Eq. (1).

In Figure 4, training our network with transform consistency loss appears to result in moderate per-
formance gains, as compared to training with transform accuracy loss alone. However, the true
benefit of using transform consistency is revealed when evaluating on a more challenging relocal-
ization dataset, as seen in Figure 6. Most notably, we see that the Ours (VO) method fails to register
nighttime sequences (10, 16, and 17) with daytime sequences. In fact, the majority of off-diagonal
entries in its confusion matrix indicate significantly higher translation error. This can be expected,
as the network does not learn from inter-sequence training examples. Evaluating with the relative
pose error (5) also shows our framework is more accurate than the plots in Figure 4 would suggest.

In the most extreme conditions, we suspect that our static saliency maps, inferred once from a single
input image, will not perform as well as those iteratively updated during image registration, as
proposed in [22]. However, the benefit of our approach is that the saliency maps are not dependent
on the current image pair. Consequently, they may be evaluated in isolation to determine which
frames are suitable map keyframes. For example, we could reject frames dominated by dynamic
objects and other features the network has learned are unreliable, as indicated by low-activation in
the saliency maps. This is a potential direction for future research.

6 Conclusion

We have presented a novel training loss, which permits unsupervised learning of dense feature and
saliency maps for robust metric relocalization. This greatly reduces the constraints on dataset ac-
quisition, allowing data to be be captured in situ by mobile agents with little additional overhead.
Our framework attains state-of-the-art results on the GN-Net Relocalization Tracking Benchmark,
significantly outperforming other leading methods. These performance gains are attributed to our
multi-resolution saliency maps and the larger training datasets that unsupervised learning affords.
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