Inverting the Pose Forecasting Pipeline with SPF2: Sequential Pointcloud Forecasting for Sequential Pose Forecasting
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Abstract: Many autonomous systems forecast aspects of the future in order to aid decision-making. For example, self-driving vehicles and robotic manipulation systems often forecast future object poses by first detecting and tracking objects. However, this detect-then-forecast pipeline is expensive to scale, as pose forecasting algorithms typically require labeled sequences of object poses, which are costly to obtain in 3D space. Can we scale performance without requiring additional labels? We hypothesize yes, and propose inverting the detect-then-forecast pipeline. Instead of detecting, tracking and then forecasting the objects, we propose to first forecast 3D sensor data (e.g., point clouds with 100k points) and then detect/track objects on the predicted point cloud sequences to obtain future poses, i.e., a forecast-then-detect pipeline. This inversion makes it less expensive to scale pose forecasting, as the sensor data forecasting task requires no labels. Part of this work’s focus is on the challenging first step – Sequential Pointcloud Forecasting (SPF), for which we also propose an effective approach, SPFNet. To compare our forecast-then-detect pipeline relative to the detect-then-forecast pipeline, we propose an evaluation procedure and two metrics. Through experiments on a robotic manipulation dataset and two driving datasets, we show that SPFNet is effective for the SPF task, our forecast-then-detect pipeline outperforms the detect-then-forecast approaches to which we compared, and that pose forecasting performance improves with the addition of unlabeled data. Our project website is http://www.xinshuoweng.com/projects/SPF2.
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1 Introduction

Many autonomous systems forecast aspects of the future in order to aid decision-making. For example, self-driving vehicles and robotic manipulation systems often forecast future object poses using pose forecasting algorithms \cite{1, 2, 3, 4, 5, 6, 7, 8, 9}. Given sensor data, these approaches first detect/track objects, and then train a pose forecasting algorithm to predict future poses, e.g., object location and velocity. However, this detect-then-forecast pipeline is expensive to scale, as pose forecasting algorithms typically require labels of future object poses and their correspondences in time, which are costly to obtain, especially in 3D space \cite{10}. Can we create a pose forecasting pipeline that is cheaper to scale by leveraging large unlabeled 3D point cloud sequences?

We hypothesize yes, and propose an inverted forecast-then-detect pipeline (point cloud forecasting followed by detection/tracking). By reserving the order, forecasting is now performed on the point clouds, which does not require any expensive-to-collect labels. Notably, the first step in this pipeline is a challenging problem that no prior work has addressed (the closest is perhaps \cite{3}, which predicts flow of the points and requires point-wise annotations). Therefore, we consider this first step an important research direction in its own right, and believe it may prove useful to other downstream tasks. We term this task Sequential Pointcloud Forecasting (SPF): given a sequence of past point clouds as input, output a sequence of future point clouds. Two benefits of the SPF task are that (1) the prediction represents the entire scene, which contains information about both scene background and foreground objects, and (2) it requires only point cloud data, which costs significantly less to collect than labels, and is already prevalent in public datasets \cite{9, 10, 11}.
Towards the SPF task, we present SPFNet, which employs an LSTM autoencoder model. To leverage 2D Convolutional Neural Networks (CNNs) while preserving 3D structure of the point cloud, we use a range map representation [12]. For training and evaluation, we use raw LiDAR point clouds from two real-world autonomous driving datasets (KITTI [11] and nuScenes [10]) and depth point clouds from a Baxter robot dataset [3]. We show that SPFNet can reliably forecast future point clouds in different domains and outperform competitive approaches.

We then present our forecast-then-detect pipeline, SPF2, which reverses the steps in the conventional detect-then-forecast pipeline that first performs perception (3D object detection & tracking) and then trajectory forecasting. Specifically, our SPF2 pipeline first performs forecasting at the sensor data level using SPFNet, and then uses off-the-shelf 3D detection/tracking on the predicted point clouds to obtain future object trajectories. This pipeline inherits the benefits of the SPF task: (1) forecasting at the sensor data level can leverage the geometry of the scene – when forecasting point clouds of the entire scene, locations of every point are implicitly constrained by those of surrounding points; (2) our forecasting module is unsupervised, which facilitates training with data at larger scales than supervised pose forecasting. Note that the detector/tracker in our pipeline may still require labels.

Standard trajectory forecasting evaluation assumes access to the set of ground-truth (GT) past trajectories, and each GT past trajectory is used as input to forecast a future trajectory. As the correspondence between each GT past and GT future trajectory is known, every predicted trajectory has a target GT future trajectory. This *a priori* knowledge of the mapping between each forecasted trajectory and its target GT future trajectory is required to compute the conventional error metrics (ADE and FDE [13]). However, come deployment time, both the conventional detect-then-forecast pipeline and the SPF2 pipeline do not have access to GT past trajectories. As a result, there is no known correspondence between each forecasted and GT trajectory, which prevents computation of the ADE/FDE metrics. To evaluate detect-then-forecast and our pipeline in an end-to-end fashion, we propose a procedure that first establishes an association between forecasted and GT trajectories with a matching step. Unlike standard ADE/FDE computation, this association does not provide 100% recall of the GT trajectories – some GT trajectories may be missed, with true positives identified by thresholding the ADE score. Because different methods may achieve different recalls, we propose metrics to average ADE/FDE over recalls. Our contributions are summarized as follows:

1. A novel forecast-then-detect pipeline, SPF2, that can scale forecasting performance by leveraging unlabeled point cloud data and outperform the detect-then-forecast pipeline.
2. A new task, Sequential Pointcloud Forecasting (SPF), which predicts a 3D representation of the future of the entire scene and does not require any human annotation for training.
3. An effective approach for SPF, deemed SPFNet, that outperforms competitive approaches in one robot manipulation dataset and two real-world autonomous driving datasets.
4. An evaluation procedure with two metrics that can evaluate performance of the detect-then-forecast pipeline and our SPF2 pipeline in an end-to-end fashion.

## 2 Related Work

**Forecasting Tasks.** Prior tasks can be categorized into trajectory forecasting, activity forecasting and video forecasting. Trajectory (or pose) forecasting [6, 14, 7, 8, 15, 16] predicts a sequence of future ground positions of target objects. Activity forecasting [1, 2] predicts a person’s future actions (such as walking and running). Both trajectory forecasting and activity forecasting are object-level forecasting, which (1) require object labels; (2) solely predict information about target objects while ignoring everything else in the scene. In contrast, our SPF task predicts a richly informative 3D representation of the entire scene and does not require any human annotation for object labels.

Video forecasting [17, 18] is similar to SPF, as both tasks forecast high-dimensional sensor data. The difference is that video forecasting outputs a geometrically-projected 3D representation, whereas SPF outputs a full 3D representation. Beyond forecasting RGB images, [19, 20] jointly predict the depth image and RGB image in the next frame, which is also related to SPF, as depth forecasting is a 3D forecasting task, although the data representation is different and [19, 20] only perform one-frame prediction. More importantly, prior 3D forecasting methods have primarily focused on the accuracy of the forecasting task itself, while we focus both on the accuracy of the SPF task and on utilizing it to enhance performance of the downstream pose forecasting task.

**Point Cloud Generation.** Prior work focuses on generating a single object point cloud. [21] proposes to use Chamfer distance [21] and Earth Mover’s distance [22] as loss functions to generate
object point clouds. [23] generates object point cloud and then project into multiple 2D viewpoints optimized with a 2D re-projection error. Beyond deterministic point cloud generation, prior work employs stochastic frameworks such as flow-based models [24], generative adversarial networks (GANs) [25] and variational autoencoders (VAEs) [26].

Although most prior work focuses on point cloud generation for a single object, a few works attempted to generate point clouds for an entire scene, which we call scene point clouds. [12] uses VAEs and GANs to generate a scene point cloud from a random noise vector. [27] generates a high-resolution scene point cloud conditioned on stereo images and low-resolution LiDAR inputs. [3] predicts a scene point cloud in the next frame by considering the action applied to an object in the scene. Different from [12, 27, 3] which output a single scene point cloud, SPF generates a sequence of scene point clouds. To the best of our knowledge, SPF is the first formulated as a sequence prediction of large-scale scene point clouds (100k points per frame).

**Perception and Trajectory Forecasting Pipeline** aims to localize objects and predict where they will move in the future, given the sensor data. The conventional detect-then-forecast pipeline has two modules: (1) a perception module (including detection [28, 29] and tracking [30, 31]) to obtain past object trajectories; (2) a trajectory forecasting module to predict the future object trajectories based on the past object trajectories. Prior work often separately evaluates perception and forecasting, e.g., using average precision and CLEAR metrics [32] for perception evaluation, and use ADE and FDE [13] to evaluate trajectory forecasting. However, modularized trajectory forecasting evaluation lacks the ability to assess the performance of the entire pipeline, as it employs the unrealistic assumption that we have access to past GT object trajectories.

Different from the conventional perception and forecasting pipeline, our pipeline first performs the forecasting at the sensor level and then applies detection and tracking to the predicted sensor data to obtain forecasted pose trajectories. Also, our new evaluation procedure can account for the error from detection, tracking and forecasting modules, enabling the evaluation over the entire pipeline. Although [16] also propose to evaluate the entire pipeline in an end-to-end fashion, their evaluation is performed at a single operating point, while our evaluation with two proposed metrics can summarize performance over many operating points.

### 3 The SPF$^2$ Pipeline

As mentioned in Sec. 2, the conventional pipeline is separated into two steps as in Fig. 1 (left): (1) a detection/tracking module to obtain past object trajectories; (2) a forecasting module to predict future trajectories based on the past trajectories. In contrast, we propose a new pipeline, Sequential Pointcloud Forecasting for Sequential Pose Forecasting (SPF$^2$), depicted in Fig. 1 (right). Specifically, we first forecast point cloud sequences using our SPFNet (Sec. 3.2), and then use a 3D detector and tracker on the predicted point cloud sequences to obtain pose sequences (trajectories).

#### 3.1 Sequential Pointcloud Forecasting

**Task Formulation.** We first define a 3D point cloud enclosing an entire scene as the scene point cloud, which includes points belonging to both objects and scene background. The goal of SPF is to predict a sequence of future scene point clouds given a sequence of past point clouds. Specifically, given $M$ frames of past scene point clouds with each frame $S_t = \{(x, y, z)_j\}_{j=1}^{K_t}$, where $t \in [-M + 1, \cdots, 0]$ denotes the frame index, $j \in [1, \cdots, K_t]$ denotes the index of points and $K_t$ denotes the number of points at frame $t$, the goal of SPF is to predict $N$ frames of future scene point clouds with each frame $S_t = \{(x, y, z)_j\}_{j=1}^{K_t}$, where $t \in [1, \cdots, N]$.

#### 3.2 Approach: SPFNet
Our SPFNet is shown in Fig. 2, which has four modules: (a) a shared encoder to extract features from past scene point clouds, (b) an LSTM to model temporal dynamics of the features of the scene point clouds, (c) a shared decoder to generate scene point clouds in the future and (d) a combination of the L1 and binary cross-entropy losses is applied to the generated intermediate range maps and a Chamfer distance loss is applied to the predicted point clouds at every future frame.

**Encoder.** To predict the future scene point clouds, it is important to extract useful information from the past through an encoder. In this work, we investigate two types of encoders:

1. **Point-based encoder.** To process a point cloud, PointNet [33] is a straightforward choice. We use a network (multi-layer perceptron (MLP) plus a max-pooling operator) similar to [33] to obtain the local feature for each point and the global feature for the scene. To leverage both the local per-point feature and global scene feature, we concatenate them so that every point has the feature of its own and the global feature. However, preserving high-dimensional features for each point will reach the GPU memory limit (e.g., RTX 2080 Ti has 11Gb), as SPF requires to process a sequence (e.g., 30 frames) of point clouds each with a large number of points (e.g., 100k). In fact, if maintaining high-dimensional features for each point, the required GPU memory will be massive. As a result, we add another MLP and a max-pooling operator to obtain a single compact feature to represent the entire scene point cloud at every frame as the output of the encoder.

2. **Range map-based encoder.** In addition to directly extract the feature from point clouds, another popular approach in the literature [34, 12] is to first transform the point cloud into a 2D representation and then use 2D CNNs for feature extraction. Although these methods are fast and efficient, the disadvantage of most of these methods (except for the range map [12]) is to lose significant information. For example, if projecting the point cloud to the bird’s eye view, information in the height direction is lost. As a result, we choose to use the range map as our 2D representation [12], which preserves full 3D information in the LiDAR point cloud. For details about how to obtain the range map from the input scene point cloud, please refer to our supplementary materials. After the scene point cloud is transformed into a 2D range map with a size of $H \times W$ (we use $120 \times 1024$ in our experiments to predict 122.88k points per frame), we use a standard 2D CNN with 8 layers (convolution + batch norm + ReLU) to extract features. For the detailed network architecture of our encoders, we provide visualization in our supplementary.

**Temporal Dynamics Modeling.** As SPF is formulated as a sequence-to-sequence problem, we use a standard LSTM network to learn temporal dynamics of the features. Specifically, we feed the feature obtained from the encoder in the past $M$ frames to the LSTM network and predict features for the future $N$ frames in an autoregressive manner.

**Decoder.** To predict future scene point clouds, a decoder is needed to convert the predicted features from LSTM to scene point clouds. With two encoders carefully designed, the corresponding decoder follows the encoder design in a symmetric manner: (1) For the point-based decoder, we first increase the dimensionality of the LSTM output feature to $1 \times (K \times 3)$ using MLP, and then reshape it to a scene point cloud with a size of $K \times 3$. (2) For the range map-based decoder, we use a 2D CNNs with eight layers (deconv + batch norm + ReLU) to map the LSTM predicted feature back to a range map with $H \times W$. Additionally, to deal with the holes in the range map (i.e., the pixels that do not have any point in the point cloud), we also predict a binary range mask $R_M$ (0 denotes pixel without a point) with a shape of $H \times W$ using a similar 2D CNNs. Then, when we transform the predicted range map back to a scene point cloud only for the pixels that are not masked out.

**Losses.** We use the Chamfer distance [21] loss $L_{cd}$ to minimize the distance between ground truth $S_{1:N}$ and predicted point cloud sequences $\hat{S}_{1:N}$. For the range map-based method, we apply two additional losses on the intermediate range map outputs to form our full objective in Eq. 1: (1)
a $L_1$ distance loss between the ground truth, $R^*$, and predicted, $\hat{R}$, 2D range maps; (2) a binary cross-entropy loss $L_{bce}$ between the predicted $\hat{R}_M$ and ground truth $R^*_M$ range mask.

$$\mathcal{L} = \sum_{i=1}^{N} \mathcal{L}_{cd}(\hat{S}_i, S^*_i) + \lambda_1 \mathcal{L}_1(\hat{R}_i, R^*_i) + \lambda_2 L_{bce}(\hat{R}_M, R^*_M),$$

where \( \mathcal{L}_{cd}(\hat{S}, S^*) = \sum_{x \in S^*} \min_{y \in S^*} ||x - y||^2_2 + \sum_{y \in S^*} \min_{x \in S} ||x - y||_2^2, \)

### 3.3 3D Object Detection and 3D Multi-Object Tracking

Once we predict future point clouds using SPFNet, the last step of our SPF\(^2\) pipeline is 3D detection and tracking to obtain objects’ future poses. In theory, our SPF\(^2\) pipeline is generic so any detector and tracker can be used, e.g., using unsupervised detectors(trackers) to make our full pipeline unsupervised. However, existing unsupervised 3D detectors often have lower accuracy than supervised 3D detectors. To ensure accuracy of our SPF\(^2\) pipeline, we use a supervised 3D detector [35] while using an unsupervised 3D tracker [30], which can achieve strong tracking performance in KITTI.

### 4 End-to-End Perception and Trajectory Forecasting Evaluation

As mentioned in Sec. 1 and 2, standard modularized evaluation for trajectory forecasting relies on the unrealistic assumption that we have access to GT past trajectories. As a result, standard modularized evaluation is not applicable for evaluating either the detect-then-forecast or our pipeline. Consider two common forecasting metrics: Average Displacement Error (ADE) and Final Displacement Error (FDE) [13], which compute the distance between each pair of prediction and its corresponding GT. In the modularized evaluation setting, as GT past trajectories are used, computing ADE and FDE is straightforward as each predicted future trajectory has its corresponding future GT trajectory. However, in the end-to-end evaluation setting, computing ADE and FDE requires an additional matching step between the forecasted trajectories and GT trajectories as their correspondences are not known as a priori: see Fig. 3 (left). To obtain the correspondences, we match forecasted trajectories to GT trajectories based on ADE scores using the Hungarian algorithm [36]. Please refer to our supplementary material for details regarding this matching step.

As errors can be accumulated in detection/tracking/forecasting, the final forecasted trajectories are not perfect and some GT objects might not be matched to any predicted trajectory (i.e., a false negative). We identify true positives by thresholding the ADE score. In general, the recall value will not be 100% and it might vary substantially across methods. This is in contrast to the modularized evaluation where the recall is always 100%. As an example, we show the ADE-over-recall curve computed on the KITTI dataset in Fig. 3 (right) for our method and two baselines (see Sec. 5.3 for details). We can see that ADE tends to increase as recall increases, i.e., a looser ADE threshold will include more high-ADE forecasted trajectories. Therefore, to achieve a relatively fair comparison, methods must compare ADE either at an identical recall or by averaging ADE across the same range of recalls. We choose the latter solution because evaluating at a single recall can produce less robust numbers\(^1\), e.g., some methods might perform better at a recall point but worse at other recalls. To that end, we propose two metrics called AADE/AFDE (Average ADE/FDE) to summarize ADE/FDE performance across a range of recalls. Specifically, AADE/AFDE are computed by integrating ADE/FDE. Similar to other integral metrics such as average precision in object detection, we approximate the integration by a summation of the ADE/FDE over a set of recalls.

### 5 Experiments

#### Datasets.
We evaluate on two real-world autonomous driving datasets: KITTI-Raw [11], nuScenes [10], and a robot manipulation dataset of the Baxter robot [4].

#### 5.1 Evaluating SPFNet in the Autonomous Driving Domain

**Evaluation and Settings.** We use standard Earth Mover’s Distance (EMD) [22] and Chamfer Distance (CD) [21] to measure the distance between GT and predicted future point clouds. We evaluate two settings for all methods: (1) observe 1.0s past and predict the next 1.0s; (2) observe 3.0s past and predict the next 3.0s. For KITTI, 1.0s and 3.0s means 10 and 30 frames. For nuScenes key-frames only, 1.0s and 3.0s means 2 and 6 key-frames.

**Baselines.** As this paper is the first towards the SPF task, there are no existing methods for comparison. Therefore, we devise baselines based on existing techniques: (1) Identity. We duplicate the

\(^1\) [16] identify true positives using a 3D IoU threshold of 0.5, i.e., a single operating point. As a result, the reported numbers do not account for performance at other operating points, e.g., at a higher recall including objects below the IoU threshold of 0.5, e.g., those difficult to detect.
scene point cloud from the last past frame to the future for $N$ times; (2) $GT$-Ego. We use ground truth ego-motion (rotation and translation) between adjacent past frames and compute an average motion. Then, we use the average motion to warp the last past frame of point cloud to the future frames; (3) Est-Ego. Instead of using the ground truth ego-motion, we estimate the ego-motion using [37]; (4) Align. We use the point cloud alignment methods (ICP [38] and Deep-ICP [39]) to compute the global rigid motion between adjacent past frames and obtain the average motion for warping; (5) SceneFlow. We use scene flow methods [40] to estimate the point-wise motion between the last two past frames and use the motion to warp every single point.

Results. We summarize the results in Table 1, where +RM and +Point denote our range map-based and point-based method. Our SPFNet consistently outperforms baselines in both metrics. The results are reasonable because our SPFNet (1) is designed for sequence prediction and (2) can learn the future location for each individual point, while the baselines are weak because they are originally designed for one-frame prediction (i.e., warping between two frames) and also most baselines only estimate global motion. However, it is a common difficulty to find strong baselines when proposing a new task. Also, we observed that Ours+RM performs better than Ours+Point. We hypothesize that predicting in the range map space may be relatively easier than in the point cloud space for our SPF task, although it is possible to see further improvements for the point-based method if we use a more advanced point-based encoder. Additionally, we find that the results on nuScenes seem to consistently better than KITTI, which we believe are primarily due to two reasons: 1) nuScenes LiDAR sensor has a smaller sensing range (e.g., 70m vs. 120m of the KITTI LiDAR sensor), and forecasting for the nearby range is generally considered easier; 2) nuScenes keyframes have a lower frame rate (2Hz v.s. 10Hz in KITTI), leading to fewer frames of prediction at the same time horizon.

Performance scaling with unlabeled data. As our SPFNet can be trained with massive unlabeled point clouds without any human annotation, it is useful to know if its performance scales with the amount of training data. To that end, we train our SPFNet on the KITTI dataset multiple times, each time a different number of training sequences are withheld. This experiment is conducted in the 1.0s prediction setting using the range map-based method. The results are shown in Fig. 4 with two sub-figures, one with number of training samples and the other with number of training sequences as the x axis. Clearly, with more training sequences or more training samples, CD and EMD are decreasing, which confirms our hypothesis that it is cheaper to scale performance of the proposed SPFNet by leveraging unlabeled point cloud data.
Table 2: Quantitative evaluation on the Baxter dataset. Note that the numbers within the parentheses for the PPFE metric are what we have reproduced, which are very close to the reported results by the authors of the baselines. This demonstrates that we successfully reproduced the baselines for comparison.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PPFE↓</td>
<td>0.017 (0.019)</td>
<td>0.027 (0.025)</td>
<td>0.022 (0.024)</td>
<td>0.035</td>
<td>0.030</td>
</tr>
<tr>
<td>CD↓</td>
<td>0.315</td>
<td>0.313</td>
<td>0.357</td>
<td>0.153</td>
<td>0.094</td>
</tr>
<tr>
<td>EMD↓</td>
<td>52.7</td>
<td>50.9</td>
<td>64.1</td>
<td>33.5</td>
<td>18.2</td>
</tr>
</tbody>
</table>

5.2 Evaluating SPFNet in the Robot Manipulation Domain

To show that our proposed SPFNet can be applicable to not only the autonomous driving domain but also other domains such as robot manipulation, we evaluate on the Baxter dataset collected by [4] using the Baxter simulator. Specifically, the dataset contains a Baxter robot (shown in Figure 5) which moves its right arm with seven joints towards the target position in front of an RGBD camera.

Evaluation Metrics. As the Baxter dataset provides camera matrix and pixel correspondences between depth images across frames, computing flow in 3D space is possible. Therefore, we follow [4] and report a per-point flow error (PPFE) to measure the differences between predicted and ground truth flow in the 3D space, in addition to the EMD and CD metrics.

Baselines. We compare against S.O.T.A. methods (SE3-Nets [41], SE3-Pose-Nets [4], and its one variant). Note that these baselines are different from our SPFNet in two-fold: 1) they only support one-frame prediction (i.e., not sequence-to-sequence forecasting) and it is nontrivial to adapt them for sequence forecasting. Thus, to obtain a direct comparison, we only test the first predicted frame of our SPFNet, though we train our SPFNet with 10 input and 10 output frames to better learn scene dynamics; 2) instead of predicting the next frame of the point cloud, these baselines predict the flow of each point and then warp the past point cloud to the next frame with the predicted flow. As a result, these baselines require point correspondences to obtain ground truth flow for training and cannot be applied to LiDAR point clouds which generally do not have point correspondences.

Results. We summarize the results in Table 2. Note that only results for the PPFE metric is reported in [4]. In order to compute the results of baselines for CD and EMD, we first need to re-train the baselines (no pre-trained model is released by the authors of the baselines). To make sure that we successfully re-trained the baselines, we show the reproduced results on the PPFE metric within the parentheses, which are very close to the reported results in [4]. In fact, our re-trained SE3-Pose-Net obtained a slightly lower error in FFPE than the reported number in [4], i.e., 0.025 v.s. 0.027. With successfully re-trained baselines, we can now additionally compute for CD and EMD metrics. We can see that, our SPFNet achieved much better performance on the CD and EMD metrics than all baselines. This is probably because the baselines are trained to optimize the flow instead of the point cloud distance (e.g., CD or EMD). On the other hand, through our SPFNet is not optimized for the flow, our FFPE is competitive to the baselines such as SE3-Pose-Net (0.030 v.s., 0.027). Overall, the results show that our SPFNet is able to learn scene dynamics on a robot dataset.

5.3 Evaluating Perception and Trajectory Forecasting Pipeline

Evaluation and Settings. We use the new evaluation procedure with the AADE/AFDE metrics. To fairly compare AADE/AFDE for all methods, we only integrate ADE/FDE up to a recall that all methods can reach. This is because we cannot integrate ADE/FDE for a method beyond its maximum recall, which is undefined. We use the 1.0 and 3.0 seconds prediction. As trajectory forecasting modules used in the conventional pipeline often perform stochastic prediction, we evaluate them by sampling 1 and 20 times. For our pipeline with deterministic forecasting module SPFNet, it can be viewed as 1 sample. We use the range map-based encoder here for our method.

Baselines. We employ different trajectory forecasting modules [6, 7, 42, 14] in the conventional perception and trajectory forecasting pipeline. For a fair comparison, we use the same detector [35] and tracker [30] for both our and conventional pipeline. Although [6, 7] are originally proposed for predicting the trajectory of people, we adapt them to work with the car.

Results. We summarize performance on the KITTI and nuScenes datasets in Table 3. We can see that our SPFNet outperforms the conventional detect-then-forecast pipeline using different forecasting
Table 3: Evaluation for the perception and trajectory forecasting pipeline on the KITTI and nuScenes datasets.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AADE↓</td>
<td>1</td>
<td>0.792</td>
<td>0.524</td>
<td>1.099</td>
<td>0.470</td>
<td>0.317</td>
</tr>
<tr>
<td>KITTI-1.0s</td>
<td></td>
<td>20</td>
<td>0.623</td>
<td>0.340</td>
<td>0.443</td>
<td>0.382</td>
<td>0.367</td>
</tr>
<tr>
<td></td>
<td>AFDE↓</td>
<td>1</td>
<td>1.285</td>
<td>0.886</td>
<td>1.708</td>
<td>0.889</td>
<td>0.405</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>1.152</td>
<td>0.511</td>
<td>0.546</td>
<td>0.613</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AFDE↓</td>
<td>1</td>
<td>1.692</td>
<td>1.362</td>
<td>2.720</td>
<td>1.432</td>
<td>0.408</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>1.593</td>
<td>0.984</td>
<td>1.231</td>
<td>0.725</td>
<td>–</td>
</tr>
<tr>
<td>KITTI-3.0s</td>
<td>AADE↓</td>
<td>1</td>
<td>1.186</td>
<td>1.117</td>
<td>2.030</td>
<td>1.214</td>
<td>0.821</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>0.907</td>
<td>0.762</td>
<td>0.826</td>
<td>0.881</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AFDE↓</td>
<td>1</td>
<td>1.490</td>
<td>1.310</td>
<td>2.337</td>
<td>1.563</td>
<td>0.825</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>1.231</td>
<td>0.763</td>
<td>0.849</td>
<td>1.197</td>
<td>–</td>
</tr>
<tr>
<td>nuScenes-1.0s</td>
<td>AADE↓</td>
<td>1</td>
<td>1.794</td>
<td>2.224</td>
<td>4.954</td>
<td>2.417</td>
<td>1.044</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>1.658</td>
<td>1.426</td>
<td>1.760</td>
<td>1.938</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>AFDE↓</td>
<td>1</td>
<td>2.850</td>
<td>3.224</td>
<td>6.765</td>
<td>3.479</td>
<td>1.043</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20</td>
<td>2.538</td>
<td>1.652</td>
<td>1.845</td>
<td>2.766</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 6: Qualitative comparison between our prediction and GT on KITTI. (Top) Predicted future scene point clouds by our SPFNet and detection/tracking outputs on the predicted point clouds by our SPF\(^2\) pipeline. Bounding boxes with the same color across frames represent a predicted object trajectory by our pipeline. (Bottom) GT future point clouds and GT bounding boxes. Note that KITTI only provides object labels in the frontal view, i.e., objects that are behind the ego-vehicle do not have bounding box labeled. Also, the color of the same object might be different in prediction and GT as their absolute IDs (identities) are different.

modules with 1 sample. When sampling 20 times for stochastic forecasting modules in the conventional pipeline, we do see improvements, but surprisingly, our deterministic SPF\(^2\) with 1 sample still achieves the best performance in most settings. We hypothesize it is because that (1) our forecasting at the sensor level is indeed effective in our SPF\(^2\) pipeline, and (2) the data used for evaluation might not contain much uncertainty, i.e., future is quite certain as vehicles are moving straight most of the time. As a result, evaluation on other datasets with diverse futures might be valuable in the future.

Visualization. We visualize the results of our SPFNet on the KITTI dataset for the 3.0s prediction setting in Fig. 6 (top). We plot 4 frames of results from a prediction of 30 frames with an interval of 7 frames, showing that our predicted scene point clouds reasonably reconstruct the objects and scene, and align well with GT shown in Fig. 6 (bottom). However, the current limitation is that the shape of the objects in predicted point clouds are not sharp enough. Moreover, we visualize detection/tracking outputs (colored bounding boxes) on top of our predicted scene point clouds, showing that the tracking outputs of our SPF\(^2\) pipeline are very close to the GT bounding boxes.

6 Conclusion

We proposed a new perception and trajectory forecasting pipeline, SPF\(^2\), that inverts the detect-then-forecast pipeline. Towards our SPF\(^2\) pipeline, we proposed a new forecasting task, SPF, and method, SPFNet, which predicts a richly informative 3D representation of the future and does not need any human annotation for training. Also, an evaluation procedure is proposed to support end-to-end evaluation of the perception and forecasting pipeline. We verified the performance of our SPFNet and SPF\(^2\) pipeline on two real-world autonomous driving datasets and one robotic manipulation dataset, which demonstrates that our forecasting performance can scale by leveraging unlabeled data and the proposed SPF is useful to the downstream task of trajectory forecasting. As our inverted pose forecasting pipeline is generic, it might be possible to extend it to other instances of pose forecasting (not only trajectory forecasting) domains, such as future activity forecasting.
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