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Abstract

The convergence rates for convex and non-convex optimization methods depend on the choice of a
host of constants, including step-sizes, Lyapunov function constants and momentum constants. In
this work we propose the use of factorial powers as a flexible tool for defining constants that appear
in convergence proofs. We list a number of remarkable properties that these sequences enjoy, and
show how they can be applied to convergence proofs to simplify or improve the convergence rates of
the momentum method, accelerated gradient and the stochastic variance reduced method (SVRG).
Keywords: List of keywords

1. Introduction

Consider the stochastic optimization problem
Ty € argminf($) = Ef [f (.’E,ﬁ)} 5 (D
zeC

where each f (z, £) is convex but potentially non-smooth in 2 and C' € R? is a bounded convex set.
To solve (1) we use an iterative method that at the kth iteration samples a stochastic (sub-)gradient
V f(xk, &) and uses this gradient to compute a new, and hopefully improved, xj. iterate. The
simplest of such methods is Stochastic Gradient Descent (SGD) with projection:

Tp1 = o (x, — MV f (21, §)) (2)

where Il is the projection onto C' and 7y, is a sequence of step-sizes. Both the variance from the
sampling procedure, as well as the non-smoothness of f prevent the sequence of xj, iterates from
converging. The two most commonly used tools to deal with this variance are iterate averaging
techniques (Polyak, 1964) and decreasing step-sizes (Robbins and Monro, 1951). By carefully
choosing a sequence of averaging parameters and decreasing step-sizes we can guarantee that the
variance of SGD will be kept under control and the method will converge. In this work we focus
on an alternative to averaging: momentum. Momentum can be used as a replacement for averaging
for non-smooth problems, both in the stochastic and non-stochastic setting. Projected SGD with
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Method Alg# | Smooth | Str. Conv | Polytopic Rate Std. Rate Reference
SGDM | Eq (18) No No (n+2)"2 | (n+1)"1/2 Tao et al. (2020)
SGDM | Eq (18) No Yes (n+2)" (n+1)71 Tao et al. (2020)
SVRGM | Alg1 Yes No 1/n 1/n Allen Zhu & Yuan [2016]
SVRGM | Alg 1 Yes Yes (3/5)/* (3/4)"* | Allen Zhu & Yuan [2016]
Nesterov | Eq (27) Yes No 1/ n2 1/ n? Nesterov (2013)

Table 1: List of convergence results together with previously known results. We say that the func-
tion is smooth if (7) holds with constant L, otherwise we assume that the function is G—
Lipschitz (6). Finally when assuming the function if p—strongly convex we use k := L/p.
The SVRGM is in fact a new method which is closely related to the SVRG++ Allen Zhu
and Yuan (2016) method.

momentum can be written as

mpr1r = B+ (1= B)V f(zk, &),
T = o (2 — apmpy), (3)

where oy and [ are step-size and momentum parameters respectively. Using averaging and momen-
tum to handle variance introduces a new problem: choosing and tuning the additional sequence of
parameters. In this work we introduce the use of factorial powers for the averaging, momentum, and
step-size parameters. As we will show, the use of factorial powers simplifies and strengthens the
convergence rate proofs.

Contributions

1. We introduce factorial powers as a tool for providing tighter or more elegant proofs for
the convergence rates of methods using averaging, including dual averaging and Nesterov’s
accelerated gradient method, see row 5 in Table 1.

2. We leverage factorial powers to prove tighter any-time convergence rates for SGD with
momentum in the non-smooth convex and strongly-convex cases, see rows 1 and 2 in Table 1.

3. We describe a novel SVRG variant with inner-loop factorial power momentum, which improves
upon the SVRG++ (Allen Zhu and Yuan, 2016) method in both the convex and strongly convex
case, see rows 3 and 4 in Table 1.

4. We identify and unify a number of existing results in the literature that make use of factorial
power averaging, momentum or step-sizes.

2. Factorial Powers

The (rising) factorial powers (Graham et al., 1994) are typically defined using a positive integer r
and a non-negative integer k as
.
o= k(k+1)--(k+r—1) = [[(k+i-1). 4)
i=1
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Figure 1: (left) Contour plots of the simple powers and the factorial powers. (right) The half-factorial
power and associated upper and lower bounds.

Their behavior is similar to the simple powers k" as k™ = O(k"), and as we will show, they can
typically replace the use of simple powers in proofs. They are closely related to the simplicial
polytopic numbers P, (k) such as the triangular numbers k(k + 1), and tetrahedral numbers ék(k +
1)(k+2), by the relation P, (k) = J; k". See the left of Figure 1 for contour plots comparing factorial
and simple powers.

The advantage of k™ over k" is that in many cases that arise in proofs, additive, rather than
multiplicative operations, are applied to the constants. As we show in Section 3, summation and
difference operations applied to k" result in other factorial powers, that is, factorial powers are closed
under summation and differencing. In contrast, when summing or subtracting simple powers of the
form k", the resulting quantities are polynomials rather than simple powers. It is this closure under
summation and differencing that allows us to derive improved convergence rates when choosing
step-sizes and momentum parameters based on factorial powers.

Our theory will use a generalization of the factorial powers to non-integers r € R and integers
k > 1 such that k + r > 0 using the Gamma function T'(k) := [;* z*¥le~*dx so that

oo L(k+7)
k"= W &)

We also use the convention that 0" = 0 except for 0° = 1. This is a proper extension because, when
k is integer we have that I'(k) = (k — 1)! and consequently (5) is equal to (4). This generalized
sequence is particularly useful for the values r = 1/2 and r = —1/2, as they may replace the use of
Vkand 1 / Vk respectively in proofs.

The factorial powers can be computed efficiently using the log-gamma function to prevent
overflow. Using the factorial powers as step-sizes or momentum constants adds no computational
overhead as they may be computed recursively using simple algebraic operations as we show below.
The base values for the recursion may be precomputed as constants to avoid the overhead of gamma
function evaluations entirely.
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2.1. Notation and Assumptions

We assume throughout that f(z, €) is convex in z. Let V f(z, £ ) denote the subgradient of f(z, &)
given to the optimization algorithm at step k. Let C' C R? be a convex set and let R > 0 be the
radius of the smallest Euclidean-norm ball around the origin that contains the set C'. We define the
projection onto C' as II(z) := arg min,c¢ ||z — z||. In addition to assuming that f(x, ) is convex,
we will use one of the following two sets of assumptions depending on the setting.

Non-smooth functions. The function f(-, £) is Lipschitz with constant G > 0 for all £, that is

f(2,8) — 8| < Gz —yl, Vr,yeR™ (©6)

Smooth functions The gradient V f(-, ) is Lipschitz with constant L > 0 for all &, that is

IV7(2.6) ~ Vi@l < Llz—yl, VoyeR: o
We assume that 0% < oo where 0% = E¢ |V f (2, €)||°.

Strongly convex functions We say that f(z) is y—strongly convex if f(z) — 4|z is convex.

We use the shorthand notation E¢ ||- I1? = E¢ [H . ||2} and will write [E instead of ¢ when the
conditional context is clear. We defer all proofs to the supplementary material.

3. Properties of Factorial Powers

The factorial powers obey a number of properties, see Table 2. These properties allow for a type
of "finite" or "umbral" calculus that uses sums instead of integrals (Graham et al., 1994). A few of
these properties, such as the summation and differencing, are given in Chapter 2.6 for integers values
in (Graham et al., 1994). We carefully extend these properties to the non-integer setting. All the
proofs of these properties can be found in Section A in the supplementary material.

These properties are key for deriving simple and tight convergence proofs. For instance, often
when using telescoping in a proof of convergence, we often need a summation property. For the
factorial powers we have the simple formula (10). This shows that the factorial powers are closed
under summation because on both sides of (10) we have factorial powers. This formula is a discrete
analogue of the definite integral | f x'dr = %b”l —L_q"*1 In contrast, when summing power

r+1
sequences, we rely on Faulhaber’s formula:
k kr-&-l i1
— k" 14
Zl "+ g e k I , (14)
which involves the Bernoulli numbers B := {:0 S o(—1)Y (1’/) (Vifl)j . This is certainly not as

simple as (10). Furthermore, to extend (14) to non-integer r complicates matters further (McGown
and Parks, 2007). In contrast the summation property (10) holds for non-integer values.

Another common property used in telescoping arguments is the difference property (11). Once
again we have that factorial powers are closed under differencing. In contrast, the simple powers
instead require the use of inequalities such as

ra’

r(z+1)"1

(z+1)" 2" <r(@+1)"",
z+1) —a" <rz"l

VANVAN
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— ok _
Recursion (k+1) = _]: Tk (3)
(k+1)7" = (k+r)(k+1)"" ©)

A = S B

Summation ;ir = mbr+ T 1arJr (10)
Differences k+1) =k =r(k+1)"" (11)

kT ra _
Ratios e (k+7)? (12)

. — 1

Inversion k= —— (13)

(k=1

Table 2: Fundamental Properties of the factorial powers. Properties (8), (9), (11) and (12) hold for
k+r > 0and k > 1. The Summation property (10) holds for a + r > 0 and a > 1. The
Inversion property (13) holds for £ > r and £ > 1. We are not aware of an existing source
for these properties for the rising factorial powers, however similar relations for the falling
factorial powers are established in Graham et al. (1994).

where the first row of bounds hold for » < 0 or » > 1 and the second row holds for € (0, 1).
Using the above bounds adds slack into the convergence proof and ultimately leads to suboptimal
convergence rates.

3.1. Half-Powers

The factorial half—powers k'/2 and k~'/2 are particularly interesting since they can be used to set
the learning rate of the momentum method in lieu of the standard O(1/v/k) learning rate, as we will
show in Theorem 2. The factorial half—powers are similar to the standard half-powers, in that, their
growth is sandwiched by the standard half-powers as illustrated in Figure 1, in fact:

(k—1/2) < k"% < Vk, (15)

1 75 1
— <k V2 < . (16)
k12 K1

We also believe this is the first time factorial half—-powers have been used in the stochastic optimization
literature.

4. From Averaging to Momentum

Here we show that averaging techniques and momentum techniques have a deep connection. We use
this connection to motivate the use of factorial power momentum. Our starting point for this is SGD
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with averaging which can be written using the online updating form

Tpg1 = Lo (v — iV f(2r, &)
Tpgp1 = (1 — 1) Tk + Chp1Tht1- (17

At first glance (17) is unrelated to SGD with momentum (3). But surprisingly, SGD with momen-
tum can be re-written in the strikingly similar iterate averaging form given by

21 = Ho (2 — eV f (25, &x))
Trp1 = (1 — cry1) Tp + Crp1 2041 (18)

This equivalence only holds without the projection operation in Equation 3. We are not aware of any
analysis of Equation 3’s convergence with the projection operation included, and we believe that
incorporating projection as we do in Equation 18 is better given it’s much more amenable to analysis.
The following theorem rephrases this equivalence, established by Sebbouh et al. (2020), in terms of
the constants « and j3:

Theorem 1 If C' = R? then the xy, iterates of (3) and (18) are the same so long as zy = x,
c1 €(0,1) and

ay Qf Ck
k=—01-5), =28 : (19)
7 Ck:—i—l( ) o ag—11—cg
Proof The proof is by induction.
Base case k = 0. From (3) we have that
3)
r1 =20 —apmi = xo — (1l — B)V f(x0, o), (20)
where we used that my = 0. Similarly for (18) we have that
r1 = (1 — 61) Ty +c121
= (I—c1)xo+ci(xo — oV f(z0,&0))
= o — c1noV f(wo, o), 20

where we used that zg = xg. Now (21) and (20) are equivalent since c;1g @ ap(1 = 5).

Induction step. Suppose that the xj, iterates in (17) and (18) are equivalent for £ and let us consider

the k& + 1 step. Let
g
Zk1l = Tjp — ———Mk41- (22)
Ck+1
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Consequently

Qg

Zk+1 = T — 7% 1mk+1
+

(18)+(3)

=7 (Tp—1 — ap—1my)

_Co‘i’“(gmk + (1= BV f(xk, &)

k+1

ay,
= Tp_1-— (%1 + 5) my,
Ck+1

oy
———(1 = B)V f(zx, &)
Ck+1
(19 Op—1
= Tp—1 — 7mk — eV f(Tk, §k)
(22)
== 2k — nkvf(xkv gk)u
where in the last but one step we used that ¢ = ai‘f - lf—’zk which when re-arranged gives
523 Ok—1
ag_1+p = .
Ck41 Ck
Finally
Tk+1 = Tk — OMi41
(22)
= o — i1 (T — 2p41)
= (1 —cpy1)Tp + Cry12041-
Which concludes the induction step and the proof. |

Due to this equivalence, we refer to (18) as the projected SGDM method. The x; update (18) is
similar to the moving average in (17), but now the averaging occurs directly on the xj sequence
that the gradient is evaluated on. As we will show, convergence rates of the SGDM method can be
shown for the xj, sequence, with no additional averaging necessary. This method is also known as
primal-averaging, and under this name it was explored by Sebbouh et al. (2020) in the context of
smooth optimization and by Tao et al. (2020) and Taylor and Bach (2019) without drawing an explicit
link to stochastic momentum methods.

Factorial powers play a key role in the choice of the momentum parameters cy 1, and the resulting
convergence rate of (17). Standard (equal-weighted) averaging given by

k
1
Tp= Y ivalentl
k k+1i:0m2 or equivalently
7 (1 L )‘ b (23)
Tl = — — | Tl Xl
K k+1) "t T g1k

results in a sequence that “forgets the past” at a rate of 1/k. Indeed, if we choose an arbitrary initial
point x (or at least without any special insight), to converge to the solution we must “forget” x¢. To
forget x( faster, we can use a weighted average that puts more weight on recent iterates. We propose
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the use of the factorial powers to define a family of such weights that allows us to tune how fast
we forget the past. In particular, we propose the use of momentum constants as described in the
following proposition.

Proposition 1 Ler x;, € R” for k = 1,... be a sequence of iterates, and let 1 > —1 be a real
number. For k > 0, the factorial power average

7 Agfljllggfjfj(i471)Fx (24)
k= i
(k? + 1)7’—{-1 =

is equal to the moving average
Tr1 = (1 — ck) T + ckThi1, (25)

h r+1
where ¢, ' = ———.
k+r+1

Shamir and Zhang (2013) introduced the polynomial-decay averaging (25) for averaged SGD under
the restriction that integer > (. Proposition 1 extends the result to non-integer values with a range
of » > —1. Next we use factorial power averaging to get state-of-the-art convergence results for
SGDM.

4.1. Applying factorial powers

The any-time convergence of SGDM is a good case study for the application of the half-factorial
powers.

Theorem 2 Let f(x,&) be G-Lipschitz and convex in x. The projected SGDM method (18) with

e = n(k 4+ 1)"Y2 forn > 0 and ;41 = 1/(k + 1) converges according to

Elf(e) ~ f@)] < 3 (07 B2+ 206%) (n2) 2.

Furthermore, optimizing over 1 gives n = \/1/ 2% and the resulting convergence

E[f(2n) - f(2.)] < V2RG (n+2)7"7.

This result is strictly tighter than the v/2RG'/+/n + 1 convergence rate that arises from the use
of square-root sequences (see Theorem 10 in the appendix) as used by Tao et al. (2020). The use of
half-factorial powers also yields more direct proofs, as inequalities are replaced with equalities in
many places. For instance, when 7, = 1/+/k + 1, a bound of the following form arises in the proof:

1
VE+1-vVE< —.
~2Vk

If factorial power step sizes n = n(k + 1) are used instead, then this bounding operation is
replaced with an equality that we call the inverse difference property:
1 1 11

(k+1)/2 k12 242

-1/2
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The standard proof also requires summing the step-sizes, requiring another bounding operation

koo
—~ it 1

(2

<2vVk+1.

Again when the factorial power step-sizes are used instead, this inequality is replaced by the equality
SE 412 =2(k+1)Y2

We can also use factorial power momentum with » = 3 to show that SGDM converges at a rate of
O(1/n) for strongly-convex non-smooth problems in the following theorem.

Theorem 3 Let f(x,&) be G-Lipschitz and p—strongly convex in x for every £. The projected SGDM

method (18) with ny, = m and cx11 = %’_4 (i.e. r = 3) satisfies

2G? =5 2G?

This O(1/n) rate of convergence is the fastest possible in this setting (Agarwal et al., 2009). This
rate of convergence has better constants than that established by using a different momentum scheme
in Tao et al. (2020). Higher order averaging is also necessary to obtain this rate for the averaged SGD
method, as established by Lacoste-Julien et al. (2012) and Shamir and Zhang (2013), however in that
case only 7 = 1 averaging is necessary to obtain the same rate. The » = 3 front weighted average
corresponds to a much heavier front weighting sequence:

4
T D)k +2)k+3)(k +4) 4

2

k
(+1)(i+2)(i+3)z (26)
=0

5. From Momentum to Acceleration

A higher order r for the factorial powers is useful when the goal is to achieve convergence rates of
the order O(1/n"*1). Methods using equal weighted » = 0 momentum cannot achieve convergence
rates faster than O(1/n), since that is the rate that they “forget” the initial conditions. To see this,
note that in a sum 1/(n + 1) i z;, the 2o value decays at a rate of O(1/n). When using the
order r factorial power for averaging (24), the initial conditions are forgotten at a rate of O(1/n"*1).
The need for r = 1 averaging arises in a natural way when developing accelerated optimization
methods for non-strongly convex optimization, where the best known rates are of the order O(1/n?)
obtained by Nesterov’s method. As with the SGDM method, Nesterov’s method can also be written in
an equivalent iterate averaging form (Auslender and Teboulle, 2006):

e = (1 — cht1) Tk + Clt12ks
21 = 2k — PV f (k)
Tpy1 = (1 — cpy1) Th + Chy12k41, (27)

where pj, are the step-sizes, and initially zg = xg. In this formulation of Nesterov’s method we can
see that the x;, sequence uses iterate averaging of the form (18). To achieve accelerated rates with
this method, the standard approach is to use py, = 1/(Lcy41) and to choose momentum constants ¢,
that satisfy the inequality

-2 -1 -2
¢, —¢c, <oy
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Algorithm 1 Our proposed SVRGM method

zﬂlo_l = mgm_l = x0
fors=1,2,...,5do
= 1'787;1,1—1’ l'(s) = xfn:l,l—l’ 28 = 221_551
V@) = LY, V@Y
fort =0,1,...,ms— 1do
Sample j uniformly at random
9 = Vi) = [Vf; (@) = V(@ )]
Z{1 = 2 —ng{
zi = (1= ce1) of + crr12i
end
end

This inequality is satisfied with equality when using the following recursive formula:

ot =3 (L /14,

but the opaque nature and lack of closed form for this sequence is unsatisfying. Remarkably, the
sequence cx+1 = 2/(k + 2) also satisfies this inequality, as pointed out by Tseng (2008), which is
a simple application of » = 1 factorial power momentum. We show in the supplementary material
how using factorial powers together with the iterate averaging form of momentum gives an elegant
proof of convergence for this method, which uses the same proof technique and Lyapunov function
as the proof of convergence of the regular momentum method SGDM . By leveraging the properties
of factorial powers, the proof follows straightforwardly with no “magic” steps.

Theorem 4 Let xy, be given by (27). Let f(x, ) be L-smooth and convex. If we set ¢, = 2/(k + 2)
and py, = (k +1)/(2L) then

2L
Fan) = flw) < = llao — . (28)

This matches the rate given by Beck and Teboulle (2009) asymptotically, and is faster than the rate
given by Nesterov’s estimate sequence approach Nesterov (2013) by a constant factor.

6. Variance Reduction with Momentum

Since factorial power momentum has clear advantages in situations where averaging of the iterates
is otherwise used, we further explore a problem where averaging is necessary and significantly
complicates matters: the stochastic variance-reduced gradient method (SVRG). The SVRG method
(Johnson and Zhang, 2013) is a double loop method, where the iterations in the inner loop resemble
SGD steps, but with an additional additive variance reducing correction. In each outer loop, the
average of the iterates from the inner loop are used to form a new “snapshot” point. We propose the
SVRGM method (Algorithm 1). This method modifies the improved SVRG++ formulation of Allen
Zhu and Yuan (2016) to further include the use of iterate averaging style momentum in the inner
loop. See Algorithm 1.
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Our formulation has a number of advantages over existing schemes. In terms of simplicity, it
includes no resetting operations', so the x and z sequences start each outer loop at the values from
the end of the previous one. Additionally, the snapshot ¥ is up-to-date, in the sense that it matches
the final output point x from the previous step, rather than being set to an average of points as in
SVRG/SVRG++.

The non-strongly convex case is an application of non-integer factorial power momentum. Using
a large step-size 7 = 1/6 L we show in Theorem 5 that Algorithm 1 converges at a favourable rate if

we choose the momentum parameters ¢, corresponding to a (k + 1)'/2 factorial power averaging
of the iterates. The strongly convex case in Theorem 6 uses fixed momentum (i.e. an exponential
moving average), since no rising factorial sequence can give linear convergence rates. In both cases
we are able to give improved constants over the SVRG++ method.

1

Theorem 5 (non-strongly convex case) Let f(z) =

1241 1
+12+10 1 = B0

1 fi(x) where each f; is L-smooth and

convex. By setting c¢; = and mg = 2mg_1 in Algorithm I we have that

[ (o) — f* N 9L ||zo — @
25 2Sm0 ’

E|f(eh, )~ f7] <

The non-strongly convex convergence rate is linear in the number of epochs, however each epoch is
twice as long as the previous one, resulting in an overall 1/ rate.

Theorem 6 (strongly convex case) Let f(z) = = 3", f;(z) where each f; is L-smooth and -
strongly convex. Let k = L/ p. By setting ms = 6k, ¢, = and i, = 1/(10L) in Algorithm 1
we have that

B[ - 1] < (2) [0 — s + 2]

where 6y = ||zo — z.||% .

7. Further Applications

Factorial powers have applications across many areas of optimization theory. We detail two further
instances of popular first order methods where factorial powers are particularly useful.

7.1. Dual Averaging

Classical (non-stochastic) dual averaging uses updates of the form (Nesterov, 2009):

Skv1 = sk + Vf (7)),

s = argmin { (sus1,2) + B 3 o = 20 29)
where the sequence Bk is defined recursively with BO = Bl =1, and Bkﬂ = Bkﬂ +1/ Bkﬂ. This

sequence grows approximately following the square root, as v/2k — 1 < fBi41 < ﬁ +v2k -1

for £ > 1, and obeys a kind of summation property Z?:o ﬁi = Bk+1- Nesterov’s sequence has the

1. This is also a feature of the variant known as free-SVRG (Sebbouh et al., 2019)
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Figure 2: Training loss sub-optimality on 4 LIBSVM test problems, comparing SGD, SGD with
r = 1 post-hoc averaging to SGD with factorial power momentum.

disadvantage of not having a simple closed form, but it otherwise provides tighter bounds than using
Br = vk + 1. In particular, the precise bound on the duality gap (as we show in Theorem 15 in the
supplementary material) is given by

1 n
x,ﬂgﬁiR{n+ 12 (Vf ()i - x>}

=0

V2 1 2
= ((1+\/§) (n+1) * \/n—i-l) RG-

The factorial powers obey a similar summation relation, and they have the advantage of an explicit
closed form, which we exploit to give a strictly tighter convergence rate.

Theorem 7 After n steps of the dual averaging method (29) with 3, = 1/ (k+ 1)~ 172 4pg v =
G/ R we have that

1 n
wvnﬂiﬁ)ﬁiR{n +1 ; (Vf (i), @i — x)}
2RG

< 2RG(TZ+ Q)Tp < ﬁ
n

Proof Nesterov (2009) establishes the following bound:

1

1
Sk < VB R* + G2
1=0 /BZ

Weuse 3; = 1/ (i + 1)_1/2 the sum is:

k
_ ) _
z::O 1—1/2 (k+1)1/2_1—1/2 7.
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Recall also that: 1 -

/ék:Jrl =
(]C + 2)71/2

So:
Sp < AR (k+3/2)72 + G2 ((k 1) 9 (1)1/2> .

Using step-size v = G/ R:
5, < RG (k +3/2)"/ + RG ((k: F12 9 (1)1/2>

= RG ((k +3/2)Y% 4 (k+1)? =2 (1)1/2>
< 2RG (k+1)/2

Now to normalize by 1/(k + 1) we use:

k1)t 7

((k'—l—)l)r =(k+1+r),
withr = 1 and ¢ = —1/2, so that:

k+1)1/? e

S

We further use (k + 2)7%/2 < (k + 1)7'/2, giving:

1 5 < 2RG
k+1k E+1

7.2. Conditional Gradient Method

Factorial power step-size schemes have also arisen for the conditional gradient method
Pik+1 = arg min <p7 Vf(l'k» )
peC
Tp+1 = (1 — cpt1) Tk + Cht1Pk+1-

For this method the most natural step-sizes satisfy the following recurrence (“open loop” step-sizes)
Cki1 = Ck— %ci, which Dunn and Harshbarger (1978) note may be replaced with ¢, 1 = 1/(k+1).
Another approach that more closely approximates the open-loop steps is the factorial power weighting
ck+1 = 2/(k + 2) as used in Jaggi (2013) and Bach (2015).
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Figure 3: SVRGM training loss convergence

8. Experiments

For our experiments we compared the performance of factorial power momentum on a strongly-
convex but non-smooth machine learning problem: regularized multi-class support vector machines.
We consider two problems from the LIBSVM (Chang and Lin, 2011) repository: PROTEIN and
USPS, and two from the UCI (Dua and Graff, 2017) repository: GLASS and VOWEL. We used
batch-size 1 and the step-sizes recommended by the theory for both SGD with » = 1 averaging, as
well as SGD with factorial power momentum as we developed in Theorem 3. We induced strong
convexity by using weight decay of strength 0.001. The median as well as interquartile range bars
from 40 runs are shown. Since our theory suggests » = 3, we tested r = 0, 1, 3,5 to verify that
r = 3 is the best choice. The results are shown in Figure 2. We see that when using factorial power
momentum, using r = 0, 1 is worse than » = 3, and using r = 5 is no better that r = 3, so the results
agree with our theory. The momentum method also performs a little better than SGD with post-hoc
averaging, however it does appear to be substantially more variable between runs, as the interquartile
range shows. We provide further experiments covering the SVRGM method in the supplementary
material.

8.1. SVRGM Experiments

We compared the SVRGM method against SVRG both with the » = 1/2 momentum suggested
by the theory as well as equal weighted momentum. We used the same test setup as for our SGDM
experiments, except without the addition of weight decay in order to test the non-strongly convex
convergence. Since the selection of step-size is less clear in the non-strongly convex case, here we
used a step-size sweep on a power-of-2 grid, and we reported the results of the best step-size for each
method. As shown in Figure 3, SVRGM is faster on two of the test problems and slower on two. The
flat momentum variant is a little slower than » = 1/2 momentum, however not significantly so.

9. Conclusion

Factorial powers are a flexible and broadly applicable tool for establishing tight convergence rates
as well as simplifying proofs. As we have shown, they have broad applicability both for stochastic
optimization and beyond.
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Appendix A. Proof of Properties of Factorial Powers

We recall that we define the factorial powers using the gamma function

_ T(k —oo
K= W where T(k) = / e Fdr, fork+r>0andk>1.  (30)
0

We also extend the definition and set 0" = 0 except for 00 = 1. We restrict k + 7 > Oand k > 1
in (30) because the gamma function I'(z) is only well defined for z > 0.
We will use the following well known property of the gamma function

T(k+1) = kI(k), 31)

that follows by integration by parts.
We now give the proof of all the properties in Table 2.

Proposition 2 For k > 1 and k 4+ r > 0 we have that following recursive properties:

;:k—i-?“

(k+1) r K", (32)
(k+1)" = (k+r)(k+1)"". (33)
Proof Using the definition directly
> L'k+r+1)
)y = T
(k+1) Tkt 1)
31 Dk+r)(k+r)
B L'(k)k
E+r -
= kT
k )
e D{k+1+1) @ D+ )k +7)
7 +1+7) @y +r)(k+7r r—1
(k+1) T(k+1) T(k+1) (k) (k+1)
[ |
Proposition 3 For k > 1 and k 4+ r > 0 we have that following difference property
k+1) =K =r(k+1)"". (34)

Proof We apply the recursive property in k, then in r
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(k4+ 1) —k" = KT — k"

I
—
o
_|_
—
~—
3

Proposition 4 Fork > 1, k+r > 0and k + r + q > 0 we have that following ratio property

r+q

= (k+r)?,

kT

Proof

I'(k+r+q)
_ Tk
kT D(k+r)
I'(k)

_T(k+r+q)
 T(k+7)
= (k+r)7.

kT

Proposition 5 For integers b > a > 1 such that a + r > 0 we have the following summation
property

b
ZiF: 1 prtl 1 ol
— r+1 r+1 '
1=a
Proof This property is a direct consequence of telescoping the difference property. |

Proposition 6 For k > 1 we have that following inverse difference property

11 11
(k+1) V2 k2 2512

(35)
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Proof We apply the inverse property followed by the difference property then the inverse property
again:

1 1 1\1/2 1\1/2
o () ()
(k+1)_1/2 L—1/2 2 2
1
= 5(/<:+1/2)—1/2
11
ikﬁ
|
Lemmal Letk > 1,7 > 0and j > 0. Consider the sequence
r+1
cp=—"—.
Tkt
It follows that
1—c¢ T 1 ) =
M) = ——(k+j— 1)
Ck Ck—1
Proof Simplifying:
1 T kE+j+r T
——1)(k T=—————-1)(k "
(L) wnsr- (2w
k+j+r—r—1 AT
= k r
( r+1 >( )
kE+j5—1 T
== —(k+j)
r+1 (k+J)
k+j+r—1 k+j—1 \F
1 hegrr—1r Ty
1 kE+j5—-1 AT
= . k+4)".
ka1 kT
Now applying the recursion property Eq. (8) gives:
k+j—1 o ) _
—(k "= (k -1
k+j+T_1(+J) (k+j—1),
|

giving the result.

Proposition 7 Let z, € R" for k = 0, ... be a sequence of points, and let v > —1 be a real number.
Define T _1 as the origin. The moving average:

Ty = (1 — cx) Tp—1 + cr 2k,
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r+1
= ——,
P ktrl
is equivalent to the factorial power weighted average:
k
r+1 ) 7
T = S (i4+1) 2

Likewise, we have that

We have used the recursive property (k +1)" = (k +7) (k +1)" " to simplify. ~
For the inductive case, consider k£ > 1 and suppose that xj_1 = T:Tll Zf;ol (1 +1)" z;. We may

write the update as

where in the last line we used the induction hypothesis. To show the equivalence to the moving
average form zy = (1 — ¢x) Tx—1 + cr2k, we just need to show that:

E+1)" L+l
ck:(r—kl)u and 1—¢ = ——,
(kﬁ + 1)7'+1 (k‘ + 1)T'+1
where ¢, = kfﬁil These two identities follow from applying the recursive properties, Eq. (9):
k+1)" k+1)"
e gy D
(k4 1)t (k+7r+1)(k+1)

= Cg.
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For the other term we use Eq. (8):

Er+l Er+l
(k_+]JF¥T:: EErel it
B k
Ck+r+1
_ r+1
k+r+1
=1-c.
|
Appendix B. Convergence Theorems for the Projected SGDM
Theorem 8 Consider the projected SGDM method
wp = (1 — ck) Tp—1 + Cr 2k, (36)

i1 = o (2 — eV f (21, 68))
where 0 < ¢, < 1. If each f(-,&) is convex and G-Lipschitz then
2h41 = 2il* < 2k — 2al|* + PG
2 fon ) — Fon ] 2 (5~ 1) [P, 8) = Flzn ),
Proof We start with z; 1 instead of the usual expansion in terms of xx1:
2hi1 = 2® = (o (21 — miV £ (2r: &) — He ()]

<z — mV f (ks &) — 2.

= Nz — 2ul® = 20k (V f (2h, k), 20 — ) + WGP

= |2k — al|* — 2 <vf($ka§k)»33k - (Clk = 1) (Tp—1 — 1) — $*> + ;G

= Iz — z.]|* + i G*

= 2 (Vo) — ) = 2 (oo~ 1) (T (o, ).~ )
Using the following two convexity inequalities

(Vf (@, &) s 2 — x) < flas, &) — [, &),
(Vf(zk: &) or—1 — k) < flar—1,8k) — [ (@h: k),

combined with (1/c, — 1) > 0 gives
ot = @ul|* < o — @l|* + 126G

2 [f (e ) — fln €)] — 2 (1,6 1) e o) — £, 60
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Now rearranging further gives the result
21 = @all* < |2 — 2l|* + nfG?

ol &) — Flon 6] +2 (1 - 1) i f (2, €6) — Fa, €0)].
Ck Ck

|
Corollary 1 Consider the Lyapunov function:
2
Ap = |l — 2] + P [f(zr—1) — f(zs)].
If for k > 2,
1 1
( - 1) e < —Mk—1, (37
Ck Ck—1

and for k = 1 we have (i - 1) m < 0, then SGDM steps statisfy the following relation for k > 1.

Cc1

Eg, [Ari1] < Ay + 12 G2,
when each f(-,§) is convex and G-Lipschitz.

Corollary 2 Let E[-] denote the expectation with respect to all &;, with i < n. Suppose that the
constraint set C' is contained in an R-ball around the origin. Then telescoping and applying the law
of total expectation gives:

2 n
E|lzn41 — l’*HQ + ;nnE [f(zn) — f(z4)] < R + an'QGQ- (38)
n i=0

B.1. Proof of Theorem 2: Any-time convergence with factorial power step-sizes

Theorem 9 Consider the projected SGDM method Eq. 18. When n;, = \/1/2§(k +1)"Y2 and
¢, = 1/(k + 1), when each f(x,&) is G-Lipschitz, convex and the constraint set C' is contained
within an R-ball around x, then:

V2RG

E[f(2a) — f(2.)] < VZRG (n+2)7/? < Vet

Proof Consider Theorem 8 in expectation conditioned on &:
E[|2k1 — 2l < |2k — 2]|* + 0 G?

ol (Flan) — f()) +2 (1 - 1) ne(F (@) — F ().
Ck Ck

We will use a step-size nx, = n(k + 1)*1/ 2 for some constant 7, and multiply this expression by
1/(k+1)"1/%
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1 1

———[FE Zk 1_$*2§7 Rk — Tx +(k+1 1/2772G2
Gt e el S e P (1)
1 1
~ 2o () = Fla)) +2 (5~ 1) n(fon) = £(2)).
(39
Now we prove the result by induction. First consider the base case k = 0. Since 171/2 = % =
/7 which follows since I'(1/2) = /m and I'(1) = 1 we have that
1 1
1-1/2 20 — Z*H2 = ﬁ |20 — Z*H2 < ﬁRQ-
Consequently taking k£ = 0 in (39) gives
1 2 —1/2, 2,2 1
Bl -l < P+ (O TE 2 (o) - £(z)
1
+2 (0 — 1) (faor) — S(2) (40)

< ﬁR 122G — 20 (f(wo) — fla)).

Inductive case: consider the case k£ > 1. To facilitate telescoping we Want |2k — 24 H on the

—1 /2 ’
right, so to this end we rewrite

1 2 1 1 2
|l — 2l = ek — 2l + — — —— | llax — &l
(k+1)-1/2 k=172 (k+1)-1/2  k=1/2

1H%—MI L 1\ (41)
—1/2 (k—l—l)_1/2 f—1/2

Now since k > 1 we can apply the inverse difference property
1 1 11

ht1) 2 k12 2572

<

which when used with (41) and then inserting the result in (39) gives

! 1 11 S
WE lewsn =] < = 1 zl? + 5 37 R+ (k+ 1) V2262

~ 2l - e 2 (= 1)n(fa) - 5)

Ckn k * cn n k—1 <)) .

N\ -172
Since ¢, = 1/(k+ 1) and =— 1/2 = (k + 5) we have that
1 1
Bl - ol £ =
(k+1)~Y K12

= 2(k+ V) (f(zr) = f2a)) + 2kn (f(xp-1) = f2a)) . (42)

1\"1/2 —
o=+ g (k4 5) B ) PG
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Now taking expectation and adding up both sides of (42) from 1 to n and using telescopic cancellation

gives
B -l € ——E 21 — 2
(n + 1)—1/2 1-1/2
L lpe En: (z + 1)_1/2 + En:(z' +1)7 V2262
2 =1 2 =1

+2n (f(zo) — f(xs)) = 2(n + DnE[f(zn) — f(zs)]-
Now using the base case (40) we have that
1

(n+1)
< R+ 17Y202G? — 25 (f(20) — f(4)) — 2(n+ 1nE[f (n) — f(@:)]

T/QE ||z7l+1 - $*||2

n (43)

1\N-1/2 »
FoB Y (i45) L DTG 4 20 (S (ao) ~ o)

=1 =1

—1/2 n -
R Y (14 3) ) PG 2+ Dl ) — ()

=1 =0
Using the summation property Eq. (10) we have that

En: (i+1/2) 2 =2(n+1/2)2 - 2(3/2)"/2
=1
4

—2(n+1/2)2 - -

§2(n+1)1/2—\;1%,

and furthermore
n n+1

Zz—i—l S22 N2 < o 1)
= =1
So after dividing by 2(n + 1)77
72

1 1
<R2 + 277G2> 7(12 +1)
n n+1

(VAN
N | —

Elf(zn) = f(2.)]

We now use the ratio property on:

1/2 1—1/2

n+l (n+1)!

and solve for the best step-size 7, whichis n = /1/ 2% giving:

E(f(zq) - f(xs)] < V2RG (n+2)"V?
fRG
SVntT
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|
B.2. Any-time convergence with standard step-sizes:
. . _ R - 1
Theorem 10 Let f(x, &) be G-Lipschitz and convex for every §. When 1y, = ENET) andcy, = 77
in the projected SGDM method (18) we have that
V2RG
E — X 44
) = fla)] € T @4

Proof We use 7, = n/vk+ 1land ¢, = ﬁ in the result from Theorem 8, taking expectation and
multiplying both sides by vk + 1 gives

VE+1E |25 — 2l® < VE+ 1z — 2 + anGz
= 2(k + DnE [f (xx) — f(@)] + 2knE [f (xp1) — f(z)] . (45)
For k = 0 the above gives
Ellz1 — z.]* < B + n°G* = 25 [f (z0) — f(.)]. (46)
For k > 1, from concavity of the square root function
v?I*—¢E§—L3 (47)

2Vk

we have that

k+lz—m*2<(\f+) 2k — Ty <\fz—x* +—R2
VEFT =l < (VR4 oo )l =l < VBl =l +

Plugging the above into (45) gives
2 1 272

¢k+ﬂE|zk+1—x*||2§mzk—x*nu(;@)fz + =
=2(k+ 1)nE [f(xx) — f(xs)] + 2k0E [f(2r_1) — f(24)] -

Now we telescope for 1 to n giving:

n

n+ 1E ||z, —J:*2§ z—x*2 L 3
VIFIE [z — 2l < b el + 3 (57 B+
—2(n+1)nE[f($n)—f(3«“*)]+2 f (

Using the base case (46) we have that
NE O A — <R2+Z< >R2 Z
0
—2(n+ nE[f(zn) — ( *)

f@)] -

J.
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Now using the integral bounds

and re-arranging gives

2(n + DnE [f(2n) — f(2:)] < vaR? +2v/n+ 1n°G? — Vn + 1E ||z41 — 2
< \/ﬁR2 +2v/n + 1772G2.

Dividing through by 2(n + 1)n gives

\/ﬁ
2(n + DnE [f(zn) — f(z4)] < mRQ + \/ni—l—ln

1 1
< —R? G2) .
T Vvn+1 (277 B

Minimizing the above in 1) gives n = R/(1/2G) which gives (44) and concludes the proof.

2

Appendix C. Strongly Convex Convergence
Consider again the SGDM method with a projection step given by

2pv1 = Ho (2 — eV f (21, &)
Tr+1 = (1 — k1) Tk + Crt 12841

Lemma 2 For \; 1 = % and ¢y = ﬁ we have that

A1 = |Zps1 — To + Mt (@1 — 20)I° = 122041 — 20 — 22

Proof The relation follows from substitution of the known relations:

Aps1 = |Thg1 — To + Apg1 (Thg1 — 5Uk)H2

= | (M1 + 1) o1 — Aegrzg — 24
= [|(A\es1 + 1) (1 = 1) Tk + Crr12r41) — Mepr2n — 2
= Ak + 1) (1= ckrn) 4 Cryrze1) + [Mern + 1) (1= cryr) = Moga) 2p —
= [Mers + 1) ehazrgn + (s = Megr0rpr + 1= crpn) 3 — Mpazy] — 2|
( )

= [[(Met1 + 1) o zirs + [(1— e + 1) crpn) 2] — 2]

Now using

2 4 4 4
k+ 1) ket )

(A’“+1+1)C’“+1:(2 k+4 2 k+4
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gives

A1 = [122541 — 2k — SU*H2 .

C.1. Proof of Theorem 3

Theorem 11 Let f(x,&) be G-Lipschitz and pu—strongly convex in x for every £. The projected

SGDM method (18) with 1y, = ﬁ and cx41 = %_M satisfies

2G2

Ef(rn) — f(zs)] < Wt 1)

Proof We will define a few constants to reduce notational clutter. Let

—1 k+2
= ——,and A = ——.
Pk k—l—l’an k+1 9

We will first apply the contraction property of the projection operator (using the fact that x;, and x,
are always within the constraint set) so that

Apy1 = 122141 — o1 — 95*”2

=4 HHC (21 — eV f (@8, &) — (;xk + 296*)

2

2
:4‘

He (zk — eV f(zx, &) — He <;$k + ;l‘*>

< |22 — 20V f (2, &) — 21, — 4]

Now we use 2 = ixk — (i — 1) Tp_1:

1 2

2
Ap1 < Hwk -2 ( - 1) g1 — 205V f(zk, &) — Tp — 24
Ck; Ck

2

1 1
= Hz ( — 1) Ty — 2 ( — 1) Tp—1 + T — 20V f (21, §p) — 24
Ck Ck

1 2
= ||z — 20V f (2, &) — 24 ||* + 4 (Ck - 1) |2k — 21

+4 (1 — 1) (X — Th—1, T — Ts) — 4N (clk — 1) (Vf(zk, &), Tp — T .

Ck
Now from Lemma 2 we have Ay, = ||z — zx + Ap (g — xk,l)HQ thus

4(1—1) (T — Th—1, T — Ty) = )\3 (1 —1) Ay

Ck k \Ck
2 /1 1

() =l = 2 (= 1) e — 0l @)

Ak \ck Ck
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Notice that:
1 1 2
() o ()
A \Ck k+1 4
1
=—(k+3—-4
e CR aal)
k+1 Pk
So we have:

1 1
Apsr = los — 200V (s €4) — 2] + (4 (k - 1) - m) (k - 1) ok — 21

1
— oi Ay — pp an — 2? — 8 (k - 1) (VF (e, €6), 0k — Thor)

Now note that:

TESN ETTES I ES
Ck 4 2

kE+1
=k-1)—2——
(k—1) 271
<0.

Further expanding ||z, — 21:V f (¢, &) — 2. ||* and rearranging then gives
A1 = prAi + (1= pi) [l — 2| + 40 |V f (2, &)1
1
= g (Vo ). = ) 8 (o= 1) (9o, 00— ).

Ck
We now apply the two inequalities:

—(Vf @k, &k) s 2 — 24) < = [f(2h,§k) — [ (24, &k)] — g [E A

—(Vf (@r, &) o — xp—1) < floe—1,&) — f(or, &),

which gives:

Ajy1 = pedy + (1= pr — 2ump) | — 2o]|* + 402 |V f (2, &) ||

= i [ (0o &) — F(r )] + S (2 - 1) e, &) — o &)

Taking expectations and using E¢, ||V f (x4, &) 1 < G2 gives:
EApi1 = prde + (1 — pr — 2pme) ||z, — ||” + 403 G?

= g [ (k) — ()] + S (1 - 1) (@) — Flan)]-

Ck;
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Further grouping of function value terms gives:

EAp1 = prAp + (1 — pp — 2ump) ||z — 24]|* + 402 G?

1 1
—— (8 (5 = 1) +4m) [£Gon) = Fla]+ 8me (5 = 1) () = £(o).
Now we simplify constants, recalling that p;, = i—j& and ¢, = ki%:
1 4 k+3 )
8 ——1)=2 -1
W<% ) Mk+U< 1
2 1
=——(k-1
uk:+1( )
2
= PE—,
I
using this we have:
1 2k—-1 1
8 — =1 +4n, = - +
nk(ck ) k1 T ak+ )
2k—1+2
Cou k1
2
s
Also note that:
-1 2u
1—pr—2 =1- —
Pl = =Hk K+l pulk+1)
B k+1-2 2
B k+1  k+1
=0.
So we have:

EAj+1 + i [f(zr) = flzs)] = pi | Ak + if(xk:—l) — flz) | + 4G,

Based on the form of this equation, we have a Laypunov function

BﬁizAHy+ivmm—fuaL

then:
EBji1 < prBi + 4npG?,

with py, descent plus noise. To finish the proof, we multiply by k(k + 1) and simplify the last term:

4
%+1MEwmﬂgk%—1ﬂﬁ+ﬁﬂﬂ
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We now telescope from k = 1 to n, using the law of total expectation:

4n
(n+ 1) nE[Bpa] < 7567,

2G?
SDE[f(xn) = flay)] £ ———=.
o) = S < o=
|
Appendix D. Accelerated Method
Consider the following iterate averaging form of Nesterov’s method
Yk = (1 — cht1) Tk + Chr12k,
Zit1 = 2k — PV f(Yk),
Trp1 = (1 — Cpy1) Tp + Crp1 2041 (49)

with 2y = z¢. Note the following two key relations, that can be derived by rearranging the above
relations

1
o = yh— (Ck+1 - 1) (2h — 1) (50)
and
Thyl — Yk = Cht1 (k1 — 2) - (€29)

Lemma 3 Let f(z,&) be L-smooth and convex. If we set c1 = 2/(k+2) and py, = (k+1)/(vL)
then the iterates of iterate averaging form of Nesterov’s method (49) satisfy

—f(yr) < —f(@ps1) — 2L ((k :1)2 - (ki2)2> [

Proof We start with the Lipschitz smoothness upper bound:

f(@re1) < flye) +(VF(ur)s Trer — yr) + g |zt — yill®,

L
L= yk) < = f(@en) + (VF(Yr) Ther = ye) + 5 2k = uell? -
Using (51) and V f(yx) = —Lv/(k + 1) (2k+1 — 2&) in the above gives

L~ L
flyr) < —f(opgr) — ) (ka1 — 28) s k1 (241 — 21)) + 3 ekt (2rr1 — 21) |17 -
Note that ¢ = (57 o
L 2 , L 4 ,
- < - e - Z__ 2 — .

Grouping terms gives the lemma. |
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PROOF OF THEOREM 4
Theorem 12 Let f(x,&) be L—smooth and convex. Let xy, be given by the iterate averaging form of
Nesterov’s method (49). If we set cx+1 = 2/(k + 2) and py, = (k+ 1)/(yL) with v = 2 then

2L
flan) = fxs) < ﬁ\\wo—mlIQ- (52)

Proof We start by expanding the distance to solution term:

2k1 — 2l = |2k — 24 — (21 — Zk+1)||2
= |2k — 2> — 2(k + 1)7 (VF(yn)s 2k — o) + 121 — 2

Simplifying the inner product term:
=2k + 1) (Vf ) 7= ) D =2k + 1>71 <Vf<yk> (o= —1) @—w)-a.)
—2(k + 1) 7 (VFr) e — )

2k + 1>,Y1L (; - 1) (V£ (i) g — )

Then we apply the inequalities:
—(Vf )y — ) < fla) = fyr),

—(Vf (k) uk — o) < flor) — f(yw)-
So we have
2kt — 2l < [k — 2ell® + ll2r41 — 2]l

—2(k+1)71L[f(yk)—f( )]+2(k+1)7L (ck1+1

— 1) @) — S o).

Now rearranging the function value terms and using that cx1 = kiﬁ gives

loss — 2al® < o — @l + Dzss — 2l

5 1 1 1
— (o DPE L) = @]+ (k0P (= =) [fa) = fa).

Now we use Lemma 3 on — f(yy) gives
(k+1)

5 1 5 1
(o VP < (k4 1 ) =2 (1 - M) Vot — 21,

which combined with the preceding result gives

k+1
2 2 2
e =l < o =l 4+ (12 (1= 25 ) ) o —

(Fonrn) = F@) + (k417 (2 =1) [Fa) - fa).

— (k+1)? 7
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When v = 2 then —2 (1 — 7{“,9112)) < —1so0

st — 2l +(k + 1>271L [ @rg) — (@)

5 1 1
< o=+ (e + 17 (k+ ~ 1) o) = S,

Now we apply Lemma 1 to give a telescopable sum:

1
l2ker = @al|* + (k +1)° T

[ (@rar) = Fl@a)] < N2k — 2a* + kva

= £ ) — ).
After telescoping:

Flan) — Fl) < ZL o — 2]l

Appendix E. SVRGM
Lemma 4 (Johnson and Zhang, 2013) The following bound holds for g; at each step:

Ellg;|> <AL[f (i) = f (@] +4L [ (2°77) = £ (@]

E.1. Proof of Theorem 5 (Convex Case)

Theorem 13 At the end of epoch S, when using r = 1/2 factorial power momentum given by

1/2+1

T rr12+ 1

1

and step-size 1 = g7, the expected function value is bounded Dy:

9L ||z — 24|
25my

E |f(ap, 1) = [(e)] < 55 [f (@0) = f (2] +

Proof We start in the same fashion as for non-variance reduced momentum methods:

2
EHZf-s-l —a|” = Ellz —ng; *m*HQ
= lsf = 2l = 20 (V(af). 4 - ) + B g |
1
= Nzt =l 20 (Ve — (5 ~1) (i = o) = o) + 7B g1
= lzf = ]+ PE g

1
— (VS (a).af — ) — 2 (5 1) (Vo) — ).
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Using the following two convexity inequalities
(Vf (@), 2 — 2f) < flaa) — fla7),
(VI (@), ey — ) < flaig) — fap),
combined with (1/¢; — 1) > 0 gives
Ellefys — 2l < 12 = zl* + B | gf

—2lGet) - S — 20 (5~ 1) [F(a) — fGa )]

Ct
Now rearranging further:
Elzt1 = 2l < ll2f = 2 + °E g7
— 2 ()~ S+ 20 (5~ 1) [Flai) - £e)].
Now using Lemma 4:
E |25 — 2al® < 12 = 2l + 4L [ (2°71) = f (@)

~ 2 (- 20L) (Fa) ~ Fw) + 20 (-~ 1) [Faig) = SGa)].

Ct Ct

Now for the purposes of telescoping, define \; = p(t + 1), we want to choose p > 0 such that

1 1
——2nL=p(t+1) and — —1=npt.
Ct Ct

These equations are satisfied forp =1 — 2Ln = %, when n = 6% and

1 1/2+1

Tpt+1 t+1/2+41

Ct

This corresponds to = 1/2 factorial power momentum. So we have:

E sty — ol < 157 — 2+ o [ (#7) = £ (@)

9L
D)~ S+ ot [F) — ()]

9L

We now telescope from ¢t = 0 to ¢ = mg — 1, using the law of total expectation (i.e. E [E [X|Y]] =
E[X]), so that this expectation is unconditional:

B |25, 1 — 2]|” < ll2§ — zl” + giL [ (z7Y) = f)] - 29”28 [f(x5) = ()]

Which we can write as:

9L 97,
B [l2fh, -1 = 2ell* + [f(2) = )] < 5

2mg Mg

2§~ =l + 5 [£ (#7) = £ @)
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- S 51 _ e
Noting that the choice z; = z,, ", _; and ms = 2ms_1 gives:
2
2 s—1 _
Iz = aall? _ 1 [ohtic 2
ms 2 ms—1

So we may form the Lyapunov function:

9L
2m

B® = ——E |21 — a|* + [f(2]) — f(z)],

which gives the simple relation:

s 1 s—1
E[B’] < JE 5]
So after S epochs we have:
E[B%] <279B°
and so:
1 9L ||z — 2«
B[f(e5,) ~ 1] < 55 7 (o) = £ )] + 2EL20 =22

E.2. Proof of Theorem 6 (Strongly Convex Case)

Theorem 14 When each f; is strongly convex with constant i, we may use m, ¢, 7 constants that

don’t depend on the step. In particular, after epoch s, when m = 6k and c = %4;4_1, andn =

1/(10L):

6
]E[BS} < 735_1,

where:

3
B = E[f(#) ~ f(@)] + T llah, =zt A (ah, a5, 1)

Proof We can use the same proof technique as we applied in the non-variance reduced case to
deduce the following 1-step bound:

EALy < (1= p— ) |2f — 2al* + pAy + 4002 [£(37) = f(2)]
=20 (1+ pA = 2Lw) [ (2}) — [ ()] + 2000 [f(w_1) = F(22)] -

Where N
p= H_)\)B and v=A\+1)a.
We need 1 — p — pv < 0, which suggests for step-sizes of the form v = 1/ (¢L),
1
p=1l—p=1——.
qrK

Now in order to see a p decrease in function value each step, we will require:

—2v (1 + pA —2Lv) < =2\,
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so solving at equality gives
14+ pA—2Lv = A,

S1=2Lv=(1-p) A,

)\:1—2/q:
1/qk

(¢ —2)k.

This gives:

1 2 2
20 =2(q—2) k— :(1—>.
( ) gL q

Making these substitutions, our one-step bound can be written as:
s 2 2 s s 2 2 s
EAj 1+ — (1= ) [f(@]) = f(z)] < pAi +p— (1— = [f(xt—l) - f(x*)}
H q M q
4 e
+ 7 [F@ET) = f@)]

q’L
We can now telescope using the sum of a geometric series Zf;ol Pl = % and the law of total
expectation to give:
2 2 2 2
s “ - s\ m AS m < - ~s—1y
B+ (1= 2) (i) = f@) < 0745+ 07~ (1= ) [1@*) = faw)]
1-— pm 4 ~s5—1
o P = )]

These expectations are now unconditional. Now multiplying by 1/2, simplifying with 1 — p = -

gqKr
gives:

2

Leds o+ (1- 2 ) U - 1) < i (o (1 2) 4 2 0= om) [16Y - fa)]

Dividing by (1 - 3):

P9 pgs

B () — f@] < 5 A (o + 5 (=) [1@ ) = S

Now we can try ¢ = 6 for instance, giving

2 1
Pt ) = g (=) = o g

Then if we use m = 6k we get p™ < exp(—1) < 2/5 for m = 6 to give:

G 3eds+ [r@ ) - s .

3
PHEAL o H U f () = fl@)] < 45
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Then we may determine the momentum and step-size constants «, 3 :

A (6—2)k 1
=351 (6—2)/<c+1(1_(3f<c>

4k 6k —1
_4/£+1< 6K )
20k —1
T 34k + 1

4k —2/3
4k +1

5/3
4k + 1

and
v _1 1

A+1  6L4k+1
To write in iterate averaging form, we have § = 1 — c and

o =

5 1
T 34r+1
from ay, = nc we get for 7 that L
n= §L4T+ 10%
3dk+1

Appendix F. Dual averaging

First we provide a convergence theorem for the dual averaging method that does not use factorial

powers to set the 3;, parameters.

Theorem 15 Let

SMS

7 x)}'

= max
z, ||z <R
Consider the Dual Averaging method
Sk+1 = sk + Vf (zg),
sir = argmin { (sus1,2) + B 3 o = 20
where the sequence ﬂAk is defined recursively by
Bo=P1 =1, and Brs1 = Brs1 + 1/ Brsr.

Ify= ﬁ then

1 V2 1 2
k+16’““< ((1+\/§) (k+1)+\/m) RG.

(33)

(54
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Proof Nesterov (2009) establishes the following bound:

1
1052

The ﬁl sequence given in Nesterov (2009) satisfies Zl 0 ﬁl = Bk+1 and Bk:+1 < ﬁ +v2k+1
so we have:

1
Sk < VB R* + G2

s o o) (g i),

The optimal step-size is ¥ = —2— So:

V2R
s (g J50) (v

V2
5k§RG<1+\/§+v4k+2>.

Using the concavity of the square-root function:

14k +2 -4k -4

2 Ak +4
-1

Vak + 4

We need to normalize this quantity by 1/(k + 1), so we have:

VAE+2 _ ViE+4 1
E+1 — k+1 2 (k + 1)%2
2

E+1

Vak +2 < 4k +4+ =

4k +4 —

<

Therefore the bound on the normalization of 9 is:

1 V2 1 2
RSN ((1+\/§) <k+1>+¢m) e
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