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Abstract

Adversarial training is an approach of increasing the robustness of models to adversarial
attacks by including adversarial examples in the training set. One major challenge of
producing adversarial examples is to contain sufficient perturbation in the example to flip
the model’s output while not making severe changes in the example’s semantical content.
Exuberant change in the semantical content could also change the true label of the example.
Adding such examples to the training set results in adverse effects. In this paper, we present
the Calibrated Adversarial Training, a method that reduces the adverse effects of semantic
perturbations in adversarial training. The method produces pixel-level adaptations to the
perturbations based on novel calibrated robust error. We provide theoretical analysis on
the calibrated robust error and derive an upper bound for it. Our empirical results show
a superior performance of the Calibrated Adversarial Training over a number of public
datasets.
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1. Introduction

Despite the impressive success in multiple tasks, e.g. image classification Krizhevsky
and Hinton (2012); He et al. (2016), object detection Girshick et al. (2014), semantic
segmentation Long et al. (2015), deep neural networks (DNNs) are vulnerable to adversarial
examples. In other words, carefully constructed small perturbations of the input can change
the prediction of the model drastically Szegedy et al. (2013); Goodfellow et al. (2014).
Furthermore, these adversarial examples have been shown high transferability, which greatly
threat the security of DNN models Xie et al. (2019); Huang et al. (2021). This vulnerability
of DNNs prohibits their adoption in applications with high risk such as autonomous driving,
face recognition, medical image diagnosis.

In response to the vulnerability of DNNs, various defense methods have been proposed.
These methods can be roughly separated into two categories: 1) certified defense, and
2) empirical defense. Certified defense tries to learn provable robustness against e-ball
bounded perturbations Cohen et al. (2019); Wong and Kolter (2018). Empirical defense
refers to heuristic methods, including augmenting training data Madry et al. (2017) (e.g.
adversarial training), regularization Moosavi-Dezfooli et al. (2018); Jakubovitz and Giryes
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(2018), and inspirations from biology Tadros et al. (2019). Among all these defense
methods, adversarial training has been the most commonly used defense against adversarial
perturbations because of its simplicity and effectiveness Madry et al. (2017); Athalye et al.
(2018). Standard adversarial training takes model training as a minmaz optimization
problem (Section 3.2) Madry et al. (2017). It trains a model based on on-the-fly generated
adversarial examples X’ bounded by uniformly e-ball of input X (i.e. | X' — X| < e).

Although adversarial training is effective in achieving robustness, it suffers from two
problems. Firstly, it achieves robustness with a severe sacrifice on natural accuracy, i.e.
accuracy on natural images. Furthermore, the sacrifice will be enlarged rapidly when training
with larger e. Secondly, there is an underlying assumption that the on-the-fly generated
adversarial examples within e-ball are semantic unchanged. However, recently, Guo et al.
(2018) and Sharma et al. (2019) show that adversarial examples bounded by e-ball could be
perceptible in some instances. Tramer et al. (2020) and Jacobsen et al. (2019) find that
there are “invariance adversarial examples” for some instances, where “invariance adversarial
examples” refer to those adversarial examples that model’s prediction does not change while
the true label changes. All these findings indicate that this assumption does not consistently
hold, which hurts the performance of the model.

In this paper, we first analyze the limitation for adversarial training and point out that
some on-the-fly generated adversarial examples may be harmful for training models. For
instance, in Figure 1, the adversarial examples for 1 may be harmful since it crosses the
oracle classifier’s decision boundary. To address the limitation, we propose a calibrated
adversarial training, which is derived on the upper bound of a new definition of robust
error (Calibrated robust error). Calibrated adversarial training is composed of weighted
cross-entropy loss for natural input and KL divergence for calibrated adversarial examples
where calibrated adversarial examples are pixel-level adapted adversarial examples in order
to reduce the adverse effect of adversarial examples with underlying semantic changes.

Specifically, our contributions are summarized as follows:

e Theoretically, we analyze the limitation for adversarial training, and propose a new
definition of robust error: Calibrated robust error. Furthermore, we derive an upper
bound for the calibrated robust error.

e We propose the calibrated adversarial training based on the upper bound of calibrated
robust error, which can reduce the adverse effect of adversarial examples.

o Extensive experiments demonstrate that our method achieves the best performance
on both natural and robust accuracy among baselines and provides a good trade-off
between natural accuracy and robust accuracy. Furthermore, it enables training with
larger perturbations, which yields higher adversarial robustness.

2. Related Work

Many papers have proposed their variants of adversarial training for achieving either more
effective adversarial robustness or a better trade-off between adversarial robustness and
natural accuracy. Generally, they can be categorized into two groups. The first group is to
adapt a loss function for outer minimization or inner maximization. For instance, Kannan
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Figure 1: Illustration for neighborhoods of inputs and the decision boundaries.

et al. (2018) introduces a regularization term to enclose the distance between adversarial
example and corresponding natural example. Zhang et al. (2019) proposes a theoretically
principled trade-off method (Trades). Ding et al. (2019) proposes Max-Margin adversarial
(MMA) training by maximizing the margin of a classifier. Wang et al. (2020) proposes
MART by introducing an explicit regularization for misclassified examples. Wu et al. (2020)
proposes Adversarial Weight Perturbation (AWP) for regularizing the weight loss landscape of
adversarial training. Andriushchenko and Flammarion (2020); Huang et al. (2020) propose
FGSM adversarial training 4+ gradient-based regularization for achieving more effective
adversarial robustness. The other group is to generate adversarial examples with adapted
perturbation strength. Our work belongs to this group. Several recent works including
Customized adversarial training Cheng et al. (2020), Currium adversarial training Cai
et al. (2018), Dynamic adversarial training Wang et al. (2019), Instance adapted adversarial
training Balaji et al. (2019), Adversarial training with early stopping (ATES) Sitawarin
et al. (2020), Friendly adversarial training (FAT) Zhang et al. (2020), heuristically propose
to adapt € in instance-level for adversarial examples.

3. Preliminary

3.1. Notations

We denote capital letters such as X and Y to represent random variables and lower-case
letters such as z and y to represent realization of random variables. We denote by z € X
the sample instance, and by y € ) the label, where X € R™*" indicates the instance space.
We use B(z,¢€) to represent the neighborhood of instance z: {2’ : |2’ — z||, < €}. We
denote a neural network classifier as fp(x), the cross-entropy loss as L(-) and Kullback-
Leibler divergence as KL(:||-). We denote P(Y|X) as probability output after softmax
and P(Y = y|X) as the probability of Y = y. sgn(-) denotes the sign function and fy-qcle
denotes the oracle classifier that maps any inputs to correct labels.

3.2. Standard Adversarial Training

Given a set of instance z € X and y € ). We assume the data are sampled from an unknown
distribution (X,Y) ~ D. The standard adversarial training can be formally expressed as
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follows Madry et al. (2017):

min p(0), p(0) = E(x.v)~pl omax L(fo(X"),Y)]. (1)

3.3. Projected Gradient Descent (PGD)

Madry et al. (2017) utilizes projected gradient to generate perturbations. Formally, with
the initialization z° = z, the perturbed data in ¢-th step ' can be expressed as follows:

&' =g (2" +a-sgn(VaL(fa(a' "), y))), (2)

where Ilg(, ) denotes projecting perturbations into the set B(z,¢),  is the step size and
te€{1,2,...,T}. We denote PGD attack with 7' = 20 as PGD-20 and 7' = 100 as PGD-100.

3.4. C&W attack

Given z, C&W attack Carlini and Wagner (2017) searches adversarial examples & by
optimizing the following objective function:

|2 — z[lp + ¢ h(Z), (3)
with

h(z) = maX(Hl.ljf fo(%)i — fo(T)e, —k),

where ¢ > 0 balances the two loss terms and k encourages adversarial examples to be
classified as target ¢ with larger confidence. This paper adopts C& W, attack and follows
the implementation in Zhang et al. (2019); Cai et al. (2018) where they replace cross-entropy
loss with h(Z) in PGD attack.

3.5. Robust Error

We introduce the definition of robust error given by Zhang et al. (2019); Schmidt et al.
(2018).

Definition 1 (Robust Error Zhang et al. (2019); Schmidt et al. (2018)) Given a
set of instance x1,...,x, € X and labels y1,...,y, € {—1,+1}. We assume that the data
are sampled from an unknown distribution (X,Y) ~ D. The robust error of a classifer

fo: X = R is defined as: Ryop(f) := Ex y)~pH{IX" € B(X,¢) s.t. fo(X')Y <0}.

4. Method

4.1. Analysis For Adversarial Training

Current adversarial training including its variants trains a model by minimizing robust error
directly, which may hurt the performance of the model. Taking standard adversarial training
as an example, it firstly approximates robust error by the inner maximization and then
minimizes the approximated robust error. However, the on-the-fly adversarial examples
generated by the inner maximization could be semantically damaged for some instances,
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e.g., in Figure 1, the semantical content of the adversarial examples for x; could be damaged
since it crosses the decision boundary of fy. Therefore, the objective function (Eq. 1) can be
decomposed into two terms according to the oracle classifier’s decision boundary:

(a)

in p(6), p(6) = By L(fo(X +0). Y)U forae (X +6) = Y
melnﬂ( ), p(0) (X,Y) D[zSe%l(a)}((,e) (fo(X +6), Y)1{ foracte(X +6) }

(b)

+ e L(fo(X +0),Y ) forace(X +0) # Y} (4)

The term (b) contributes to negative effects since the cross-entropy loss takes Y as the label
of adversarial examples X + ¢ while the true label of X + 9 is not Y. This term is equivalent
to bringing noisy labels in training data, which also explains why a large perturbation
magnitude in adversarial training setting will lead to a severe drop in natural accuracy of
model.

To address this drawback, we propose calibrated robust error and build our defense
method based on it.

4.2. Calibrated Robust Error

Definition 2 (Calibrated Robust Error (Ours)) Given a set of instances 1, ...,x, €
X and labels y1,...,yn € {—1,+1}. We assume that the data are sampled from an unknown
distribution (X,Y) ~ D. Assume there is an oracle classifier forqcie that maps any input
x € R% into its true label. The calibrated robust error of a classifier fo: X — R is defined
as: Rcali(f) = E(X’y)ND].{HX, € B(X, 6) s.t. fG(X,)foracle(X,) < O}

Theorem 1 Given a set of instance x1,...,z, € X, a classifier fo : X — R and an oracle
classifier foracie that maps any input x € RY into its true label and assumed the decision
boundaries of fo and foracie are not overlapped *, we have:

Rrob(f) < Rcali(f)' (5)

The proof can be found in Appendix A.1. From Theorem 1, it can be observed that
minimizing robust error can be obtained by minimizing calibrated robust error.

4.3. Upper Bound on Calibrated Robust Error

In this section, we derive an upper bound on calibrated robust error.

Theorem 2 (Upper Bound) Let ) be a nondecreasing, continuous and convez function:[0, 1] —
[0,00].  Let Ry(f) == E¢(fo(X)Y) and Ry = ming Ry(f), R(f) = E(fo(X)Y) and

R* = miny R(f). For any non-negative loss function ¢ such that ¢(0) > 1, any measurable

fo: X = R and any probability distribution on X x {+1,—1}, we have:

Reailf) =R <07 Rolr) ) + B[ _max ottx W] ©
Joracte(X')=Y

1. Not overlapped denotes fy and foracie are not exactly the same.
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The proof can be found in Appendix A.2. From the upper bound, it can be observed:

o If the oracle classifier’s decision boundary crosses e-ball, the upper bound is decided by
the adversarial examples that close to the oracle classifier’s decision boundary. If the
oracle classifier’s decision boundary does not cross e-ball, the upper bound is decided
by the adversarial examples that close to the boundary of e-ball.

o Minimizing Ry (f) + E|max xrcp(x,) ¢(f(X')Y)| can reduce the calibrated robust

foracle(Xl):Y
error. From Theorem 1, we can know that calibrated robust error is the upper bound

of robust error. Therefore, it also reduces the robust error of the model.

4-4. Method for Defense

From the upper bound, we define the general objective function as follows:

min E| ¢(fo(X)Y) + o P(fo(X)Y)]. (7)

fo'racle(Xl):Y
The analysis for the difference between Eq. 7 and the general objective function Zhang et al.
(2019) derived on the upper bound of robust error can be found in Appendix G.
The first term in Eq. 7 is the surrogate loss of misclassification on natural data, and we
design it as cross-entropy weighted by (1 — predicted probability). Formally, it is expressed
as:

P(fo(X)Y) = L(fo(X),Y) - (1 = P(Y = y[X)). (8)

The second term in Eq. 7 is the surrogate loss on adversarial examples. However, it can
not be solved directly since fo,qce is unknown. Therefore, we propose a approximate solution
with two steps. Firstly, we generate adversarial examples based on max yscg(x,e) ¢(fo(X')Y).
Secondly, we adapt the adversarial examples in pixel-level such that it approxnnately satisfies
the constraint fo,qce(X’) =Y and we name the pixel-level adapted adversarial examples as
calibrated adversarial examples. We rewrite max y/cg(x, ¢(fo(X'),Y) as follows:

fo'racle(X/):
X =X+4+6§= argmax xcB(X,e) P(fo(X ) ) (9)
i =X+Mo®6, MeR™™ Mli,j) € (0,1), (10)

where the ® denotes Hadamard product. From Eq. 9 and Eq. 10, we can see that calibrated
adversarial examples X/ ;. are obtained by adapting adversarial perturbations with soft
mask M. Please refer to Section 5.2.1 and Appendix F for better understanding how does
the mask M adapt the adversarial perturbations. d can be solved by various adversarial
attacks, e.g., PGD attack. Therefore, the problem of the inner maximization in Eq. 7 is
transformed to find a proper soft mask M. Considering that soft mask M relies on input
X and perturbation J, we propose to learn it by a neural network g,, which is defined as
follows:

M = g,(X,9). (11)
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Therefore, by replacing ¢(fo(X)Y) with Eq. 8 and X’ with X/,
(Eq. 7) is transformed to follows:

a1i» the objective function

min B(xy)~p[L(f6(X),Y) - (1 = P(Y = y|X)) + B - &(fo(Xea) V)], (12)

where X/ ;. is solved by Eq. 10, and f is a hyper-parameter for balancing two terms. In
practice, we follow Zhang et al. (2019); Wang et al. (2020) to use KL divergence for the
surrogate loss ¢(+) in the outer minimization step. Thus, Eq. 12 can be reformulated as
follows:

min B(x,y)~p[L(fo(X),Y) - (1 = P(Y = y|X)) + 8- KL(P(Y X0 [[P(V]X))]. - (13)

From Eq. 13, it can be observed that there are two main differences with other variants
of adversarial training, e.g., AT, Trades, MART, etc. (See Appendix H for the detailed
descriptions of their loss functions.):

e We use weighted cross-entropy loss instead of cross-entropy loss in order to make the
loss function pay more attention to misclassified samples.

e The KL divergence is based on calibrated adversarial examples that reduce the adverse

of some adversarial examples because calibrated adversarial examples are expected to
be satisfied with forqeie(X,y;) =Y

Finally we design the objective function for g,(X,d) based on the two constraints: (1)
X! ;; should be close to X’ as far as possible in order to keep the inner maximization
constraint in Eq. 7. (2) X/, is expected to be satisfied with forqcre(X.,;;) =Y. Therefore,

the objective function for g, (X, ¢) is designed as follows:
min B x y)p [KL(P(Y X [|[P(YIX)) + B1 - L(fo(Xeari) V)], (14)

where KL divergence term corresponds to the constraint (1) and cross-entropy loss L(-)
corresponds to the constrain (2). 1 is the hyper-parameter that controls the strength of
the constraint (2).

We denote our method as calibrated adversarial training with PGD attack (CAT ept) if
X' is solved by PGD attack, calibrated adversarial training with C& W, attack (CAT,y) if
X' is solved by C&W, attack.

5. Experiments

In this section, we first conduct extensive experiments to assess the effectiveness of our
approach in achieving natural accuracy and adversarial robustness, then we conduct experi-
ments for understanding the proposed method.
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5.1. Evaluation on Robustness and Natural Accuracy
5.1.1. EXPERIMENTAL SETTINGS

Two datasets are used in our experiments: MNIST LeCun (1998), and CIFAR-10 Krizhevsky
et al. (2010). For MNIST, all defense models are built on four convolution layers and two
linear layers. For CIFAR-10, we use PreAct ResNet-18 He et al. (2016) and WideResNet-34-
10 Zagoruyko and Komodakis (2016) models. The architectures of auxiliary neural network g,
for MNIST and CIFAR-10 can be found in Appendix C. Following previous researches Zhang
et al. (2019); Wu et al. (2020), Robustness is measured by robust accuracy against white-box
and black-box attacks. For white-box attack, we adopt PGD-20/100 attack Madry et al.
(2017), FGSM attack Goodfellow et al. (2014) and C&W, Carlini and Wagner (2017).
For black-box attack, we adopt a query-based attack: Square attack Andriushchenko et al.
(2020).

Baselines Standard adversarial training and the three latest defense methods are
considered: 1) TRADES Zhang et al. (2019), 2)MART Wang et al. (2020), 3)FAT Zhang
et al. (2020). The detailed descriptions of baseline methods can be found in Appendix C.

Hyper-parameter settings During training phase, for MNIST, we set T' = 20, ¢ = 0.3,
a = ¢/T for the training attack, and set 5 =1, 51 = 0.3 by default. For CIFAR-10, we set
T =10, a = 2/255, € = 8/255 for the training attack and set 5 = 5 by default. We train
models with 81 = 0.05,0.1,0.3 respectively. For all baselines, they are trained using the
official code that their authors provided and the hyper-parameters for them are set as per
their original papers. More training details are introduced in Appendix C.

During test phase, for MNIST, we set ¢ = 0.3 and o = 0.015 for PGD attack. For CIFAR-
10, we set € = 8/255 and a = 0.003 for PGD attack. And we follow the implementation in
Zhang et al. (2020) for C& W, attack where e = 0.031, a = 0.003, 7" = 30 and k = 50.

Note that during the training process, we use the PGD attack with random start, i.e.
adding random perturbation of [—¢, €] to the input before PGD perturbation. But for the
test in our experiments, we use PGD attack without random start by default 2.

5.1.2. EVALUATION ON WHITE-BOX ROBUSTNESS

This section shows the evaluation on white-box attacks. All attacks have full access to model
parameters. We first conduct an evaluation on a simple benchmark dataset: MNIST and
then conduct an evaluation on a complex dataset: CIFAR-10.

MNIST Table 1 reports natural accuracy and robust accuracy under PGD-20 and
PGD-100 respectively. For baselines, we do not include results from FAT and MART since
they do not provide training code for MNIST. From Table 1, we can see that the proposed
method can achieve higher natural accuracy and robust accuracy compared with standard
adversarial training. Besides, we notice that with larger ¢ = 0.4, adversarial robustness can
be boosted further by our defense method.

CIFAR-10 We evaluate the performance based on two benchmark architectures, i.e.,
PreAct ResNet-18 and WideResNet-34-10. All defense models are tested under the same
attack settings as described in Section §5.1.1 except for FAT on WideResNet-34-10 since this
evaluation is copied from their paper directly where it is evaluated with e = 0.031 for PGD

2. We find that PGD attack (restart=1) without random start is stronger than that with random start.
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Table 1: Evaluation on MNIST. The value besides model name denotes the max perturbation
magnitude used in the training phase. -: denotes the training loss fails in decrease. We report mean
with 5 repeated runs and skip the standard deviations since they are small (< 0.4%), which hardly
affects the results.

MODELS | NaTuraL  PGD-20 PGD-100
AT(0.3) 99.2 93.4 92.3
AT(0.4) - - -
TRADES(0.3)" 99.3 94.9 92.9
TRADES(0.4)" 99.1 95.3 91.6
CAT et (0.3) 99.3 95-4 93.2
CAT 1 (0.4) 99.2 96.8 95.8
CAT.,(0.3) 99.1 96.2 95.0
CAT,,(0.4) 99.1 97.1 96.2

* MODEL IS TRAINED WITH 8 = 1.0.

Table 2: Evaluation on CIFAR-10 for PreAct ResNet-18 under white-box setting.

MODELS | NATURAL FGSM PGD-20 PGD-100 CW, Ava
AT 83.0 57-3 52.9 51.9 50.9 59.2
TRADES(S : 6) 82.8 57.6 52.8 51.7 50.9 59.2
MART (A:5) 83.0 60.2 53.9 52.3 49.9 59.9
FAT(5:6) 85.1 58.3 52.1 50.5 50.4 59.3

CAT cnt (81 :0.05) | 841+ 0.3 59.5 £ 0.2 55.6 £0.3 54.91-0.3 50.8+0.2 61.0
CAT cnt (51 :0.1) 85.9 £0.2  58.5%0.3 54.1 £0.1 53.4 £0.06 §50.44£0.3 60.4
CAT., (51 :0.05) 84.2 £0.3 58.9%o0.2 55.3 £0.4 54.5 0.5 51.3+0.3 60.9
CAT.,(f1:0.1) 85.1 £0.5  58.9+0.3 54.9 +0.5 54.1 0.4 51.2+0.1  60.8

CATcent (51 :0.3) 88.0 £0.2 57.0%£0.4 51.1 £0.5 49.9 £0.4 47.8+0.2 58.8
CAT.,(B1:0.3) 88.1 +0.1 57.410.5 51.5 +0.1 50.1 +0.2 48.8+0.2 §59.2

attack. Table 2 and Table 3 report natural accuracy and robust accuracy on the test set.
“Avg” denotes the average of natural accuracy and all robust accuracy, and it indicates the
overall performance on both natural accuracy and robust accuracy. For our method, we
report mean + standard deviation with 5 repeated runs.

From Table 2 and Table 3, it can be seen that our method achieves the best performance
on both natural accuracy and robust accuracy under all attacks except for FGSM among
baselines. Moreover, with 81 = 0.3, our method improves natural accuracy with a large
margin while keeps comparable performance with baselines on robust accuracy. Besides, our
method achieves high “Avg” value, which indicates our method has a good trade-off between
natural accuracy and robust accuracy. Finally, we observe that the robustness achieved by
our method has smaller accuracy under stronger attacks, i.e. PGD-100 and CW,, than
weaker attacks, i.e. FGSM and PGD-20. It indicates that the robustness achieved by our
method is not caused by “gradient masking” Athalye et al. (2018).

Experiments on CIFAR-100 can be found in Appendix D.
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Table 3: Evaluation on CIFAR-10 for WideResNet-34-10 under white-box setting.

MODELS | NATURAL FGSM PGD-20 PGD-100 CW, Ava
AT 86.1 61.8 56.1 55.8 54.2 62.8
TRADES(f : 6) 84.9 60.9 56.2 55.1 54.5 62.3
MART (A:5) 83.6 61.6 57.2 56.1 53.7 62.5
FAT((5:6) 86.6+0.6  61.940.6 55.910.2 55.4£0.3 54.3t0.2  62.8

CAT (81 :0.05) | 86.6+0.1 60.9 + 0.1 57.7+ 0.1 57.2+0.2 53.9+0.6 63.3
CAT cnt (51 :0.1) 87.5+0.51 61.5 0.5 57.2 +0.3 56.6 0.4 54.0t0.4 63.4
CAT.,, (51 : 0.05) 86.4+0.1 62.7 0.2 59.7 0.1 58.7 to.3 56.0fto.1 64.7
CAT.,(B1:0.1) 87.4%t0.1  62.3 0.1 58.6 £0.2 §57.3 +0.19 55.6+0.07 64.2

CAT ent (51 :0.3) 88.9+04 59.8 0.6 54.8 £0.7 53.9 +0.6 51.6+0.2  61.8
CAT.,(B1:0.3) 89.3+0.1 60.8+t0.27 §55.11+0.3 53.240.5 52.6+0.4 62.2

5.1.3. EVALUATION ON BLACK-BOX ROBUSTNESS

We conduct evaluation on black-box settings. We choose to use Square attack Andriushchenko
et al. (2020) in our experiments. Square attack is a query-efficient black-box attack, which
has been shown that it achieves white-box comparable performance and resists “gradient
masking” Andriushchenko et al. (2020). In our experiments, we set hyper-parameters
Ngueries = D000 and eps = 8/255 for Square attack. The experiments are carried out on
CIFAR-10 test set based on PreAct ResNet-18 and WideResNet-34-10 architectures. Results
are showed in Table 4. It can be seen that our method achieves the best accuracy among all
baselines under square attack. Besides, by comparing Table 4 with Table 2 and Table 3,
we can find that accuracy under black-box attack is lower than under white-box attack
like PGD and CW, attacks. It demonstrates that adversarial robustness achieved by our
method is not due to “gradient masking ” Athalye et al. (2018).

5.2. Understanding the Proposed Defense Method
5.2.1. VISUALIZATION OF SOFT MASK M

We visualize the learned soft mask M for further understanding calibrated adversarial
examples. As showed in Figure 2, natural images are randomly selected from MNIST,
and adversarial examples are generated by PGD-20 attack with ¢ = 0.4. Soft masks and
calibrated adversarial examples are generated accordingly. It can be observed that soft
masks have high values on the background but have low values on the digit, which indicates
that they try to reduce perturbations on the digit. Furthermore, by comparing calibrated
adversarial examples with adversarial examples, we find that pixel values on digits for
calibrated adversarial examples tend to be homogeneous, which is more consist with them
on natural images. In other words, soft masks try to prevent adversarial examples from
breaking semantic information that could impact the performance of the model.

5.2.2. TRAINING WITH LARGER PERTURBATION BOUND

Our method adapts adversarial examples for mitigating the adverse effect, which enables a
model trained with larger perturbations. To verify the performance, we conduct experiments
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Table 4: Evaluation on CIFAR-10 for PreAct

ResNet-18 and WideResNet-34-10 under black- %

box setting. -: Not Available. Z
MODELS | RESNET WRN i
AT 55.12 59.19
TRADES 54.85 59.0 4
MART 54.98 57.7 §
FAT 55.35 -

CATent(B1:0.05) | 56.4+0.1  g59.1fo0.5
CAT et (81 :0.1) 56.4+0.1  59.64+0.8
CAT., (1 : 0.05) 56.3 £0.2  60.9%o0.1

CATcw(B1:0.1) 56.5 £0.1  60.9+0.2 Figure 2: Visualization of soft mask M.

Cali Adv

on PreAct ResNet-18 models trained with e = 8,9,10, 11,12 respectively and test them on
CIFAR-10 test set. Baselines are trained with their official codes. Results are showed in
Figure 3. From Figure 3(a)subfigure, it can be observed that our method has a clearly
increasing trend on robust accuracy with the increase of e. From Figure 3(b)subfigure, we
can see that the sum of robust accuracy and natural accuracy has a slightly decreasing
trend for our method, indicating a trade-off between robust accuracy and natural accuracy.
However, our method’s descending grade is lower than Trades and AT, which also verifies
that our method has a good trade-off between robust accuracy and natural accuracy.

5’ —A— AT FAT Trades—— CAT cw-»>— CAT cent—8— Trades TU 14() - —&— AT FAT Trades— CAT cw— CAT cent-#— Trades
@© 56- = —_—
—~ = 138-
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O 55 /\ rZU 136
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0 53- 2]
3 = 132-
Q 52 3
o S 130-
~ | ‘ | : ‘ R~ | | | | :
8 9 10 11 12 8 9 10 11 12
€ €
(a) Robust (b) Robust+Natural

Figure 3: Evaluation on models trained with larger e. Robust accuracy is calculated by PGD-100
attack without random start.; is fixed to 0.1 for CAT,,, and C AT cn;.

5.2.3. ABLATION STUDY

We empirically verify the effect of weighted cross-entropy loss and soft mask M. Besides,

we compare the effect of different loss functions selected in Eq. g for generating adversarial
examples.

Effect of the weighted cross-entropy loss and mask M We remove M by replacing

! with X" and remove L(fp(X),Y)- (1 — P(Y = y|X)) by replacing it with L(fe(X),Y").

We train PreAct ResNet-18 models based on CAT.,; with removing both weighted cross-
entropy loss and M (marked as A1 model), and with removing M only (marked as A2 model).
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We plot natural accuracy and robust accuracy on CIFAR-10 test set. Robust accuracy is
computed by PGD-10 with random start (o = 2/255, ¢ = 8/255). Results are reported in
Figure 4. It can be observed that after removing soft mask M, there is a clearly decrease in
natural accuracy and overall performance (natural+robust accuracy). Furthermore, after
removing weighted cross-entropy loss, there is a slight decrease in natural accuracy.

Comparison of different loss functions There are many choices for the surrogate
loss in Eq. 9 used to generate adversarial examples, e.g., cross-entropy loss, KL divergence
used in Trades Zhang et al. (2019), CW loss. Here we evaluate the effect of these three
losses in our method. We plot robust accuracy on CIFAR-10 test set for 51 = 0.1 and
51 = 0.05 respectively, and robust accuracy is calculated by PGD-10 attack with random
start (o« = 2/255,e¢ = 8/255). The experiments are based on PreAct ResNet-18 model.
Results are showed in Figure 5 and it can be seen that KL divergence is less effective in
achieving robustness than cross-entropy loss and CW loss for both g1 = 0.1 and 5; = 0.05
settings.

o
=)

<
N

al+Robust

B1:0.05

Natural Accuracy

0.6- 1.0-
—— B1:0.1 ~ 009-
_ 1 =
0.5 Al S o8
— A2
Z. 0.7
0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140
Epochs Epochs
(a) Natural (b) Natural+Robust

Figure 4: The ablation Experiments. A1: Model trained by CAT .,; with removing both soft
mask M and (1 — P(Y =y|X)). A2: Model trained by CAT ce,¢ with removing soft mask M only.
51 :0.1,0.05 denote models trained by CAT.,+ with setting 51 = 0.1,0.05 respectively.
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Figure 5: Comparison of different loss functions on achieving adversarial robustness.

5.2.4. ANALYSIS FOR HYPER-PARAMETER [

There are two hyper-parameters, g and 1, in our method. [ has the same effect as A in
MART Wang et al. (2020) and Trades Zhang et al. (2019). It controls the strength of the
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regularization for robustness. The analysis for 5 can be found in Appendix E. §; controls
the strength that pushes calibrated adversarial examples to be the same class of the input
X. In this section, we mainly show the effect of 81 on robust accuracy and natural accuracy.
We train models with 7 varying from 0.001 to 0.3 based on PreAct ResNet-18 architecture.
The robust accuracy is calculated on CIFAR-10 test set by PGD-20 attack without random
start.

The trends are showed in Figure 6. The concrete values can be found in Table 8
(Appendix E). From Figure 6, it can be observed that when increasing the value of i,
natural accuracy has remarkable growth. Meanwhile, PGD+Natural accuracy increases
when (1 is from 0.01 to 0.1, which implies that calibrated adversarial examples release
the negative effect of adversarial examples to some degree. With continuously increase 1,
there is a large drop in robust accuracy. It is because a large 1 will reduce adversarial
perturbation strength. However, it can be observed that there is a good trade-off for large 3,
between natural accuracy and robust accuracy. For example, with 5; = 0.3, CAT,,, achieves
88.08 £ 0.07 for natural accuracy while keeps 51.46 £0.11 for robust accuracy, which is much
better than the trade-off achieved by Trades Zhang et al. (2019) where natural accuracy is
87.91 and robust accuracy is 41.50 3.

10-
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&) QO 8-
o o
6- .
= =S 0 !
8 4- —+— Natural 8 4- —= Natural
k——n——t/
< —e— Robust < ~—— .~ —e— Robust
2- Robust+Natural 2- Robust+Natural
0.001 0.005 0.01 0.05 0.1 02 0.3 0.001 0.005 0.01 0.05 0.1 02 03
B1 B1
(a) CAT oot (b) CAT

Figure 6: Impact of hyper-parameter $; on the performance of natural accuracy and robust accuracy.
Note: The natural accuracy showed in the figure is (natural accuracy — 80) and the robust accuracy
showed in the figure is (robust accuracy — 50).

6. Conclusion

In this paper we proposed a new definition of robust error, i.e. calibrated robust error
for adversarial training. We derived an upper bound for it, and enabled a more effective
way of adversarial training that we call calibrated adversarial training. Our extensive
experiments demonstrate that the new method improves natural accuracy with a large
margin, and achieves the best performance under both white-box and black-box attacks
among all considered state-of-the-art approaches. Our method also has a good trade-off
between natural accuracy and robust accuracy.

3. Results are copied from Zhang et al. (2019)
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