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Abstract

Learning accurate models for monocular depth estimation requires precise depth annotation as e.g. gathered through LiDAR scanners. Because the data acquisition with sensors of this kind is costly and does not scale well in general, less advanced depth sources, such as time-of-flight cameras, are often used instead. However, these sensors provide less reliable signals, resulting in imprecise depth data for training regression models. As shown in idealized environments, the noise produced by commonly used RGB-D sensors violates standard statistical assumptions of regression methods, such as least squares estimation. In this paper, we investigate whether robust regression methods, which are more tolerant toward violations of statistical assumptions, can mitigate the effects of low-quality data. As a viable alternative to established approaches of that kind, we propose the use of so-called superset learning, where the original data is replaced by (less precise but more reliable) set-valued data. To evaluate and compare the methods, we provide an extensive empirical study on common benchmark data for monocular depth estimation. Our results clearly show the superiority of robust variants over conventional regression.
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1. Introduction

In many computer vision applications, such as 3D scene understanding or autonomous driving, the estimation of depth in visual perception is of crucial importance. Often, signals are only observed in the form of monocular images used as input to predict pixel-wise depth. Due to its ill-posed nature, the estimation of depth based on single images is a complex task, which has recently been tackled by machine learning methods, more specifically by deep neural networks trained on large amounts of data samples.

Various data sets provide single images in different scenes along with depth maps gathered from sensors, which are made available as supervision for training monocular depth estimation models. As the acquisition of data with highly accurate depth sensors, e.g., through laser-based LiDAR systems, is costly, most high-volume metric depth data sets were constructed based on less accurate RGB-D sensors, such as infrared (IR) or time-of-flight (TOF) cameras. As a prominent sensor of this kind, Kinect V1 has been employed to
construct the widely used NYUD-v2 data set (Silberman et al., 2012), especially for depth in indoor scenes.

Despite their popularity and applicability, data sets constructed with such sensors incorporate a considerable degree of noise. As studied in idealized environments, the distortion of commonly used sensors increases with higher spatial depth (Khoshelham and Elberink, 2012; Wasenmüller and Stricker, 2016; Ahn et al., 2019). While this can also be observed for laser-based sensors (Rosenberger et al., 2018), the problem is especially severe for less sophisticated IR or TOF sensors. As a prominent example, studies analyzing Kinect V1 sensors yield an exponentially increasing standard deviation for higher depth values to be measured, while an increasing offset of the sensed value to the underlying true depth value can be observed (Nguyen et al., 2012; Wasenmüller and Stricker, 2016). Moreover, due to physical properties of the sensors, e.g., interference of emitted rays, the error terms for each individual data term can not be assumed to be independent of other observed signals.

These properties are in conflict with standard statistical model assumptions of conventional regression methods, such as least squares that has also been considered as an optimization criterion in the domain of depth estimation (Carvalho et al., 2018). For instance, it is often assumed to observe noise with constant variance (homoscedasticity), and that errors are independent between samples (no autocorrelation). Provided such assumptions, traditional methods deliver efficient estimators with several appealing asymptotic guarantees (Dougherty, 2011).

Obviously, these assumptions are violated for most non-synthetic depth estimation data sets. Although several alternatives were suggested to address the aforementioned issues by weaker model assumptions (e.g., as in (Barron, 2019; Irie et al., 2019; Ranftl et al., 2020)), the explicit consideration of robustness in the modeling of monocular depth estimation has received rather little attention so far. This work aims to fill this gap by providing an overview of existing robust regression methods and investigating their effectiveness in the context of depth estimation.

In addition to established methods for robust regression, we also propose to realize the recent idea of “data imprecisiation” to achieve robustness in depth estimation. Here, precise but possibly distorted (biased or noisy) data is turned into imprecise (set-valued) but probably more correct and reliable data, and a model is then trained on the modified data using so-called superset learning (Hüllermeier, 2014).

An exhaustive empirical evaluation demonstrates the effectiveness of robust variants over conventional regression methods on popular depth estimation benchmarks, and especially confirms the adequacy of the superset modelling approach in cases of erroneous and misleading training information.

2. Robust Regression

In this section, we survey related work on robust regression, specifically focusing on losses that have been used in the domain of depth estimation.

2.1. Standard Regression Methods

In the setting of regression, one commonly assumes a stochastic dependency of the form $y = f(x) + \epsilon$, i.e., samples $y \in \mathcal{Y} = \mathbb{R}$ of the target (output) variable are functions of the
input (instance) $x \in \mathcal{X}$ afflicted with (additive) random errors $\varepsilon \in \mathbb{R}$. In the context of depth estimation, instances $x$ could be descriptions of the pixels of an image, and outputs $y$ the corresponding depth values. Given training data in the form of a set of input/output pairs $(x_i, y_i), i = 1, \ldots, n$, the task is to learn a function $\hat{f}: \mathcal{X} \rightarrow \mathcal{Y}$ that allows for predicting the target value for any query instance given as an input. Typically, this is accomplished by finding a function that minimizes a certain loss $L: \mathcal{Y} \times \mathcal{Y} \rightarrow \mathbb{R}$ on the training data, i.e., that minimizes the training error $\sum_{i=1}^{n} L(y_i, \hat{f}(x_i))$ (or a regularized version of this error).

If such assumptions are violated in practice, and outcomes are observed with a high degree of noise, one may want to weaken the assumptions, leading to more robust estimators. Long-standing research has been conducted on achieving robustness in classical statistics, leading to several approaches that improve estimation performance on data that does not comply with strong model assumptions. For instance, generalized versions of least squares regression have been suggested to cope with heteroscedasticity (Kariya and Kurata, 2004), e.g., by weighting the residuals according to the inverse of the variance of the error. Likewise, alternative loss functions, for example the absolute ($L_1$) instead of the squared ($L_2$) error, have been considered to alleviate sensitivity to outliers. Often, however, the minimization of such losses comes with other issues of practical relevance, such as unstable or ambiguous solutions (Dodge, 1987).

A famous class of extremum estimation methods are the so-called M-estimators (Huber, 1981), which generalize the idea of maximum likelihood estimation by providing an interface to inject more robust cost functions as optimization criterion. As one of such functions, Huber (Huber, 1981) introduced a robust loss that combines the squared and the absolute loss to diminish the sensitivity to outliers.

### 2.2. Robustness in Depth Estimation

In the domain of (supervised) monocular depth estimation, a plethora of different loss functions has been suggested to induce regression models, ranging from $L_1$- (Ma and Karaman, 2018; Ranftl et al., 2020) and $L_2$-based (Carvalho et al., 2018; Ranftl et al., 2020) losses to model-specific measures (Kendall and Gal, 2017; Wu et al., 2019; Bhat et al., 2021). Also, several loss augmentations have been proposed, e.g., to consider smoothness in the prediction (Li and Snavely, 2018) or to treat targets in a different representation (Fu et al., 2018; Li and Snavely, 2018). Although ablation studies often compare loss functions and their effects (e.g., as in (Carvalho et al., 2018; Ranftl et al., 2020)), to the best of our knowledge, an explicit investigation of the robustness of losses in the context of depth estimation is still missing.

As one of the earlier approaches to achieve robustness, the previously mentioned Huber-loss has been applied in the domain of depth estimation, although in a reversed form (Laina et al., 2016; Carvalho et al., 2018). Its original (robust) form as used for depth estimation is given by

$$L_{\text{Huber}}(y, \hat{y}) := \begin{cases} 
\frac{(y - \hat{y})^2 + c^2}{2c} & \text{if } |y - \hat{y}| \leq c \\
|y - \hat{y}| & \text{otherwise}
\end{cases},$$

where $y$ is the observed value, $\hat{y}$ the model prediction, and the parameter $c$ is typically defined as 20% of the maximum residual in each batch calculation. The Huber loss inherits
Figure 1: Variants of the Huber loss as used in the domain of monocular depth estimation.

Figure 2: Special cases of $L_{\text{Barron}}$ as presented in (Barron, 2019).

the advantage of $L_1$ to deemphasize the influence of outliers while overcoming the non-differentiability of this loss at zero. As the more popular method in the depth estimation domain, let us denote the BerHu loss as the reversed version of $L_{\text{Huber}}$ by $L_{\text{BerHu}}$.

The loss formulation has also been adopted by smoothening the $L_1$ part for further robustness, leading to the so-called Ruber loss (Irie et al., 2019), which is defined as

$$L_{\text{Ruber}}(y, \hat{y}) := \begin{cases} |y - \hat{y}| & \text{if } |y - \hat{y}| \leq c \\ \sqrt{2c |y - \hat{y}| - c^2} & \text{otherwise} \end{cases}$$

In their work, the authors show improved robustness, along with the optimization of the parameter $c$ in a data-driven manner. Fig. 1 illustrates the Huber-like losses as used within the domain of depth estimation.

As one loss coming from a related field, namely flow prediction, the so-called “generalized Charbonnier” loss (Sun et al., 2010) with a smoothed $L_1$ loss term as special case showed promising robustness properties for the problem of depth estimation (Chen and Koltun, 2014). Closely related to this, Barron (2019) suggests a more expressive robust loss variant,
which even extends the Charbonnier loss. It is given by

$$L_{\text{Barron}}(y, \hat{y}) := \frac{\alpha - 2}{\alpha} \left( \left( \frac{(y - \hat{y})/c}{|\alpha - 2|} + 1 \right)^{\alpha/2} - 1 \right),$$

(3)

where $\alpha \in \mathbb{R}$ and $c \in \mathbb{R}^+$ are hyperparameters to control the robustness and scale respectively. Special cases of the loss are depicted in Fig. 2. Interestingly, this loss delivers the generalized Charbonnier loss, as well as $L_2$ and a smoothed version of $L_1$ as special cases.

Current state-of-the-art methods often employ a scale-invariant version of the $L_2$ loss in log-space (Eigen et al., 2014), which, for a set of $n$ observations $y_1, \ldots, y_n$, is given by

$$L_{\text{SIError}}(y, \hat{y}) := \frac{1}{n} \sum_{i=1}^{n} g_i^2 - \lambda \left( \frac{1}{n} \sum_{i=1}^{n} g_i \right)^2,$$

(4)

where $g_i$ is the residual of the $i^{th}$ instance in log space, i.e., $g_i = \log y_i - \log y_i^*$ and $\lambda \in [0, 1]$ is a hyperparameter. This variant has further been augmented by an additional scaling parameter $\alpha$ (Lee et al., 2019; Bhat et al., 2021). We refer to the scaled variant of this loss as $L_{\text{ScaledSIError}}$. Although not specifically designed to cope with outliers, its depth interpretation in log space diminishes the severity of heteroscedasticity in least squares optimization, and it has been shown to yield state-of-the-art generalization performance (Bhat et al., 2021).

As another robust loss formulation, this time applied in the disparity space, Ranftl et al. (2020) propose a loss variant that trims an $L_1$ loss by disregarding the 20% largest residuals in each image, which we refer to as $L_{\text{trim}}$. This is in contrast to M-estimators as the weighted least squares method, where residuals with a high variance are down-weighted.

3. Superset Learning

As an alternative to cope with low-quality data, we advocate the idea of “data imprecision”, which in turn is grounded in the framework of superset learning. In the following, we give a brief introduction to superset learning in general, followed by two concrete proposals for robust depth estimation.

3.1. Background on Superset Learning

Recall that, in learning a depth estimator given images with their corresponding depth maps, one typically considers pixels as individual training instances attached with single values from a target space $\mathcal{Y}$, in the case of depth regression usually with $\mathcal{Y} = \mathbb{R}^+$. Given this ground truth data, the task is to learn a model (hypothesis) predicting values $\hat{y} \in \mathcal{Y}$ that fit the training data as much as possible (but not too much to avoid overfitting). To measure the optimality of the prediction, losses of the form $L : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}$ are employed, like those presented before.

In superset learning, we consider the case where data is not necessarily observed precisely. Instead of precise outcomes $y \in \mathcal{Y}$ provided as supervision, we only assume that subsets $Y \subseteq \mathcal{Y}$ of the output space are given as training information. Thus, a single observation is of the form $(x, Y) \in \mathcal{X} \times 2^\mathcal{Y}$. The set-valued data is supposed to cover the
underlying precise but unobserved data in the sense that \( y \in Y \) (hence the name “superset learning”).

Provided data of that kind, Hüllermeier (2014) proposed an approach to superset learning motivated by the idea of performing model identification and “data disambiguation” at the same time. To this end, the underlying loss function \( \mathcal{L} : \mathcal{Y}^2 \to \mathbb{R}_+ \) is extended to the **optimistic superset loss (OSL)** \( \mathcal{L}^* : 2^\mathcal{Y} \times \mathcal{Y} \to \mathbb{R}_+ \) defined by the map

\[
(Y, \hat{y}) \mapsto \min \{ \mathcal{L}(y, \hat{y}) \mid y \in Y \}.
\]

More recently, the same loss has also been introduced under the notion of **infimum loss** (Cabannes et al., 2020). Superset learning then seeks to perform generalized risk minimization, i.e., to minimize the OLS loss (or a regularized version thereof) instead of the original loss \( \mathcal{L} \) on the training data.

### 3.2. From Set-valued to Fuzzy Data

The OSL (5) can be generalized further to the case where data is characterized in terms of fuzzy sets (Klir and Folger, 1988). The latter generalize conventional sets in the sense of allowing gradual membership of elements, where the degree of membership is typically specified in terms of a real number in the unit interval. Thus, a fuzzy subset \( \tilde{Y} \) of \( \mathcal{Y} \) can be identified with a membership function of the form \( \tilde{Y} : \mathcal{Y} \to [0, 1] \), where \( \tilde{Y}(y) = 1 \) indicates full membership of \( y \), \( \tilde{Y}(y) = 0 \) no membership, and \( 0 < \tilde{Y}(y) < 1 \) that \( y \) belongs to the fuzzy set to a certain degree (Klir and Folger, 1988). The fuzzy-version of the OSL loss (which we refer to as FOSL) is obtained as a generalization of \( \mathcal{L}^* \), using a reduction scheme based on a standard level-cut representation of fuzzy sets:

\[
\mathcal{L}^{**} : \mathcal{F}(\mathcal{Y}) \times \mathcal{Y} \to \mathbb{R}_+,
\]

\[
(\tilde{Y}, \hat{y}) \mapsto \int_0^1 \mathcal{L}^* ([\tilde{Y}]_\alpha, \hat{y}) \, d\alpha,
\]

where \( \mathcal{F}(\mathcal{Y}) \) denotes the set of all fuzzy subsets of \( \mathcal{Y} \) and \( [\tilde{Y}]_\alpha := \{ y \mid \tilde{Y}(y) \geq \alpha \} \) is the \( \alpha \)-cut of \( \tilde{Y} \).

### 3.3. Data Imprecisiation

In addition to learning from genuinely imprecise data, the framework of superset learning can also be used for learning from standard (precise) data, which — via a process of “imprecisiation” — is deliberately turned into imprecise data (Hüllermeier, 2014). Different effects can be achieved in this way. In particular, data imprecisiation offers a means to control the influence of individual observations on the overall result of the learning process: the more imprecise an observation is made, the less it will influence the model induced from the data (Lienen and Hüllermeier, 2021).

Indeed, the optimistic superset loss (5), and likewise the fuzzy version (6), is a relaxation of the original loss \( \mathcal{L} \) in the sense that \( \mathcal{L}^* \leq \mathcal{L} \). More specifically, the larger the set \( Y \), the smaller the loss: \( Y \supseteq Y' \) implies \( \mathcal{L}^*(Y, \hat{y}) \leq \mathcal{L}^*(Y', \hat{y}) \) for all \( \hat{y} \in \mathcal{Y} \). Thus, the loss

\[1\] Note that the precise data \( y \) may already be corrupted with noise.
Robust Regression for Monocular Depth Estimation

\[ \mathcal{L}(y, \hat{y}) \] incurred for a prediction \( \hat{y} \) can be weakened by replacing the original observation \( y \) with a (fuzzy) subset around \( y \), and the larger the subset, the smaller the loss. Therefore, “imprecisiating” a data point by replacing the original (precise) observation \( y \) with a (fuzzy) set-valued outcome \( Y \) can be seen as a means for reducing the influence of possibly noisy or unreliable data, and hence for making learning more robust. In the following, we shall discuss two concrete approaches of that kind in the context of regression for depth estimation.

### 3.4. Interval Data

As already said, the values produced by depth sensors are often quite noisy, and the assumptions of a precise noise model do normally not apply. A somewhat crude but robust alternative is to model the information about the underlying true depth in terms of a tolerance interval around the precise measurement \( y \). Thus, the learning algorithm is merely provided with the information that the sought depth is most likely an element of this interval. Depending on the length of the interval, this information might be relatively weak.

More importantly, however, it is also most likely correct. Therefore, compared to more precise but presumably wrong information, it is less likely to bias the learner in a wrong direction. In fact, because the loss is 0 as long as the learner predicts any value inside the interval, it is completely free to choose the value that appears most plausible (in light of the other observations and its underlying model assumptions), without incurring any penalty. As confirmed by empirical studies (Cabannes et al., 2020), this provides the learner with an opportunity to disambiguate the data and increases robustness toward misleading observations.

More specifically, we model the data in terms of \( \epsilon \)-intervals \( Y = [y - \epsilon, y + \epsilon] \). Interestingly, we thus establish a close connection to the well-known method of support vector regression (SVR) (Schölkopf and Smola, 2001). In fact, the OSL extension of the \( L_1 \) loss obtained for data of that kind exactly coincides with the \( \epsilon \)-insensitive loss used in SVR. Fig. 3 depicts this loss as well as the OSL extension of the \( L_2 \) loss.

In the approach realized in this paper, all intervals are centered around the original observations and share the same length \( 2\epsilon \). We consider \( \epsilon \) as a hyperparameter that is tuned on a validation set. Let us note, however, that intervals could in principle also be customized for each observation individually. This way, different types of domain knowledge
could be incorporated, for example that measurements in a certain region of an image are more reliable than in another region, or that some measurement have a stronger tendency to over- than to underestimate the true depth.

3.5. Fuzzy data

Going beyond a distinction between plausible and implausible values, as purported by an interval, fuzzy sets allow for modeling data in a more elaborate way. As an interesting special case, the Huber loss is reproduced as the OSL-extension of the $L_1$ loss when replacing precise measurements $y$ by triangular fuzzy sets $\tilde{Y}_{y,\delta}(z) = \max\{0, 1 - |y - z|/\delta\}$.

Even more appropriate for the case of robust depth estimation is the FOSL loss obtained for trapezoidal fuzzy sets of the form

$$\tilde{Y}_{y,\epsilon,\delta}(z) = \begin{cases} 
\frac{z - y + \delta}{\delta - \epsilon} & \text{if } y - \delta \leq z \leq y - \epsilon \\
1 & \text{if } y - \epsilon \leq z \leq y + \epsilon \\
\frac{y + \delta - z}{\delta - \epsilon} & \text{if } y + \epsilon \leq z \leq y + \delta \\
0 & \text{otherwise}
\end{cases} \quad (7)$$

which combine attenuation properties of the Huber-loss with the relaxation effects produced by the $\epsilon$-insensitivity of the SVR loss. More specifically, by incorporating $\tilde{Y}_{y,\epsilon,\delta}$ in (5) we obtain

$$L^{**}(\tilde{Y}_{y,\epsilon,\delta}; \hat{y}) := \begin{cases} 
0 & \text{if } \hat{y} \in [y - \epsilon, y + \epsilon] \\
\frac{(y \pm \epsilon - \hat{y})^2}{2(\delta - \epsilon)} & \text{if } \hat{y} \in (y \pm \delta, y \pm \epsilon) \\
\frac{|y \pm \epsilon - \hat{y}| - \delta - \epsilon}{2} & \text{otherwise}
\end{cases} \quad (8)$$

where $\epsilon, \delta \in \mathbb{R}_+$ with $\epsilon \geq \delta$ are hyperparameters. Similar to the interval-based loss, $\epsilon$ and $\delta$ can be optimized on validation data. Fig. 4 shows the resulting loss function.

4. Evaluation

To demonstrate the effectiveness of robust methods for depth estimation, we conduct an extensive empirical evaluation on common indoor benchmark data. First, we give an overview over the data, baselines, metrics, and implementation details, followed by the presentation of the results.
4.1. Experimental Settings

4.1.1. Datasets

In our studies, we consider two sources for training a depth predictor. First, we use NYUD-v2 (Silberman et al., 2012) as a homogeneous indoor\(^2\) data set based on the Kinect V1 sensor, which has been studied broadly and for which approximations of the sensor noise are provided (e.g., as in (Nguyen et al., 2012; Wasenmüller and Stricker, 2016)). Second, as a data set that unifies multiple sources with individual error terms, we consider SunRGBD (Song et al., 2015) as an additional heterogeneous source to learn from. This data set uses four different sensors, namely Kinect V1, Kinect V2, RealSense, and Xtion (cf. (Song et al., 2015) for more detailed descriptions).

For NYUD-v2, we use a subset of 10k preprocessed instances as also used in (Bhat et al., 2021). For training, we rescale each input image and depth map to the size of 224×224, while we evaluate on the Eigen split of 654 test samples using the commonly applied cropping in the original resolution (480×640).

To train models on SunRGBD, we use the original training and test splits as provided by the authors of the data set. While the training set consists of 10,355 indoor RGB-D images, the test split comprises 2860 images. The resolutions are kept the same as for NYUD-v2.

Since both data sets involve noisy depth sensors, models reconstructing the sensor noise observed in the training data benefit from the evaluation on the corresponding test sets when constructed on the same base. Rather, we aim to measure the model performances on the basis of highly accurate signals. To this end, we evaluate the induced models on the LiDAR-based dataset iBims-1 (Koch et al., 2018) and DIODE (Vasiljevic et al., 2019).

iBims-1 makes use of a digital single-lens reflex camera attached with a high-precision laser scanner to acquire images along with their pixel-wise depth, approximately matching the depth value distribution of NYUD-v2. The data set consists of 100 indoor RGB-D image of resolution 480×640. Within our studies, we use this data set as validation set to optimize model hyperparameters.

For the final model assessment, we use the provided indoor validation set of DIODE, consisting of 335 high-quality RGB-D images of resolution 768×1024, which provides a diverse set of indoor scenes used to measure the generalization performance of the assessed models. To compute metrics on the test data, we upscaled all model predictions to the original size.

4.1.2. Baselines

As baselines, we consider the loss functions discussed before. That is, we depart from \( L_1 \) and \( L_2 \) as the most obvious choices to train regression models. Beyond that, as used within the domain of depth estimation, we consider the Huber-loss variants \( L_{\text{Huber}} \), \( L_{\text{BerHu}} \), and \( L_{\text{Ruber}} \). Moreover, \( L_{\text{Barron}} \) and \( L_{\text{trim}} \) as losses explicitly approaching robustness are also included. As a loss used to train current SOTA models, we further evaluate models learned with \( L_{\text{ScaledSIError}} \).

\(^2\) Here, we focus on indoor data sets as the test data in such scenes is usually more precise compared to outdoor scenery.
Apart from that, in order to seek to improve conventional $L_2$ optimization, we apply the weighted least squares criterion, which we refer to as $L_{\text{Weighted}L_2}$. Here, we use an approximation of the standard deviation of the Kinect V1 sensors as provided in (Nguyen et al., 2012), namely $\sigma(x) = 0.0012 + 0.0012(x - 0.4)^2$ for weighting.

To demonstrate the effectiveness of the superset modelling approaches, we provide results for both the interval- and fuzzy set-based modelling approach. For the former, we investigate variants based on $L_1$ and $L_2$, denoted by $\text{OSL}_{L_1}$ and $\text{OSL}_{L_2}$, respectively. For the latter, we consider the $\text{FOSL}$ variant on the basis of $L_1$ as $\text{FOSL}_{L_1}$.

4.1.3. Metrics

In order to measure the performance of the individual models, we present the results for 6 regression methods as commonly reported in the field of depth estimation. The error metrics are defined for ground truth depth values $y \in \mathbb{R}_+$ and model predictions $\hat{y} \in \mathbb{R}_+$ for an image as follows:

- Absolute relative error (REL): $\frac{1}{n} \sum_{i=1}^{n} \frac{|y_i - \hat{y}_i|}{y_i}$
- Average log$_{10}$ error: $\frac{1}{n} \sum_{i=1}^{n} |\log_{10}(y_i) - \log_{10}(\hat{y}_i)|$
- Root mean squared error (RMS): $\sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}$
- Threshold accuracies $\delta_i$: percentage of $\hat{y}$ s.t. $\max(\frac{y}{\hat{y}}, \frac{\hat{y}}{y}) = \delta < 1.25^i$

The final results are averaged over all test images. We provide results for more metrics in the supplement.

4.1.4. Implementation Details

For our experiments, we use a simple U-Net architecture employing an EfficientNetB0 encoder pretrained on ImageNet. For the decoder part, we use a stack of repeating convolutional, BatchNormalization, ReLU, and bilinear upsampling layers. In total, the model comprises approximately 15 million parameters and is kept the same across all experiments.

To provide a fair comparison of all losses incorporating several hyperparameters, we optimized hyperparameters for both the optimizer (Adam in our case) and the individual losses within a random search with 20 trials. Each model is trained for 25 epochs with a batch size of 16. As mentioned before, iBims-1 was used to calculate the validation scores. The model providing the lowest validation score throughout the runs was considered for the final testing. For statistical significance of the results, we conducted each experiment three times with different seeds.

To allow for reproducing our results, a more comprehensive overview about implementation details and a detailed model description is provided in the supplement.

4.2. Homogeneous Depth Sensor: NYUD-v2

In the first experiment, we assess models trained on subsets of NYUD-v2. As discussed before, this data set annotated by Kinect V1 depths incorporates a relatively high degree of noise and violates classical statistical assumptions. To assess the robustness of the different
losses, we perform a cross-data set generalization study: While training on the noisy NYUD-v2 data, we measure the performance of the models on the high-quality DIODE data set with the help of iBims-1 as validation data in the hyperparameter optimization. Thereby, we consider varying amounts of training data being used to investigate the effect of more instances that might provide more stable estimates. Along with that, we further report the results on the Eigen test split for comparison. However, one notes that these test examples are gathered in the same way as the training data and thus incorporate the same noise that we approach to dump.

As can be seen in Table 1, the scaled SI error outperforms the other losses with regard to the NYUD-v2 test data. However, when considering the cleaner DIODE benchmark data, the scaled SI loss shows less robust behavior, often not even improving baselines such as $\mathcal{L}_2$ itself. This demonstrates the inappropriateness to assess depth models on such noisy benchmark data.

On the contrary, most of the more robust loss variants improve over the conventional $\mathcal{L}_2$ loss, especially when there is more training data provided. Notably, with only few exceptions, the superloss sets variants outperform the baselines $\mathcal{L}_2$ and $\mathcal{L}_1$ in almost all cases, often even significantly. OSL$\mathcal{L}_1$ turns out to work reasonably well when a small number of instances is provided, whereas OSL$\mathcal{L}_2$ improves over the other methods for higher numbers of instances. Interestingly, albeit comprising it as a special case, FOSL$\mathcal{L}_1$ often provides slightly inferior performance compared to OSL$\mathcal{L}_1$. As the latter involves two loss-specific hyperparameters, this is most likely because of misleading draws in the hyperparameter optimization due to the larger hyperparameter space. While this shows the appealing property of OSL$\mathcal{L}_1$ only having a single parameter to tune, spending more computational budget could leverage the increasing expressiveness of FOSL$\mathcal{L}_1$ further.
Nevertheless, the improvements in robustness can only be observed with relatively small margins. To highlight the effects of noisy data in a more exposing way, we show the results of an additional experiment injecting artificial noise into the original training data. To do so, we sample each observed training depth \( z \) from a normal distribution \( \mathcal{N}(z, \sigma) \) with \( \sigma(x) := 0.01x^2 + \epsilon \), where \( \epsilon \in \{0.5, 1.0\} \) is a parameter controlling the noise level. Note that we incorporate a heteroscedastic noise that increases with higher depth values.

The results in Table 2 demonstrate the incapability of conventional least squares optimization to provide reliable estimators under high noise. Accordingly, \( \mathcal{L}_{\text{ScaledSIError}} \) does not lead to models learned in a robust manner either. As opposed to that, most of the conventional robust methods, especially the supper set losses, turn out to be appropriate choices. Noteworthy, OSL\(_{\mathcal{L}_1}\) provides the best performance for \( \epsilon = 0.5 \), whereas FOSL\(_{\mathcal{L}_1}\) proves its robustness capabilities for a higher noise of \( \epsilon = 1.0 \).

### 4.3. Heterogeneous Depth Sensors: SunRGBD

While a single sensor was used to construct NYUD-v2, one may be interested in the case where multiple data sources are combined. In fact, this aggravates the problem of heterogeneous errors violating classical statistical assumptions as discussed before. In the following,
Table 3: Averaged results and standard deviations on models trained on 2k instances and the complete data set of SunRGBD on DIODE. The best model is indicated in bold per number of instances and metric.

<table>
<thead>
<tr>
<th># Inst.</th>
<th>Loss</th>
<th>REL (↑)</th>
<th>logRel (↑)</th>
<th>RMS (↑)</th>
<th>d1 (↑)</th>
<th>d2 (↑)</th>
<th>d3 (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>0.512 ± 0.062</td>
<td>0.264 ± 0.041</td>
<td>1.922 ± 0.061</td>
<td>0.292 ± 0.03</td>
<td>0.152 ± 0.044</td>
<td>0.671 ± 0.039</td>
<td>0.432 ± 0.026</td>
</tr>
<tr>
<td>L1</td>
<td>0.432 ± 0.063</td>
<td>0.222 ± 0.060</td>
<td>1.837 ± 0.041</td>
<td>0.323 ± 0.006</td>
<td>0.554 ± 0.008</td>
<td>0.717 ± 0.011</td>
<td>0.423 ± 0.029</td>
</tr>
</tbody>
</table>

2k

<table>
<thead>
<tr>
<th># Inst.</th>
<th>loss</th>
<th>REL (↑)</th>
<th>logRel (↑)</th>
<th>RMS (↑)</th>
<th>d1 (↑)</th>
<th>d2 (↑)</th>
<th>d3 (↑)</th>
</tr>
</thead>
<tbody>
<tr>
<td>L2</td>
<td>0.440 ± 0.066</td>
<td>0.218 ± 0.006</td>
<td>1.832 ± 0.028</td>
<td>0.323 ± 0.011</td>
<td>0.571 ± 0.061</td>
<td>0.726 ± 0.019</td>
<td>0.448 ± 0.028</td>
</tr>
<tr>
<td>L1</td>
<td>0.429 ± 0.057</td>
<td>0.220 ± 0.010</td>
<td>1.810 ± 0.051</td>
<td>0.316 ± 0.025</td>
<td>0.561 ± 0.022</td>
<td>0.726 ± 0.019</td>
<td>0.445 ± 0.014</td>
</tr>
<tr>
<td>FOSL</td>
<td>0.421 ± 0.051</td>
<td>0.218 ± 0.006</td>
<td>1.796 ± 0.035</td>
<td>0.321 ± 0.013</td>
<td>0.570 ± 0.008</td>
<td>0.729 ± 0.010</td>
<td>0.449 ± 0.011</td>
</tr>
<tr>
<td>FOSL_2k</td>
<td>0.401 ± 0.066</td>
<td>0.219 ± 0.005</td>
<td>1.823 ± 0.030</td>
<td>0.325 ± 0.012</td>
<td>0.560 ± 0.009</td>
<td>0.718 ± 0.011</td>
<td>0.409 ± 0.029</td>
</tr>
</tbody>
</table>

5. Conclusion

We motivated the use of robust regression in depth estimation and revisited related loss functions, either applied in classical regression or specifically tailored to the domain of monocular depth estimation. Moreover, as an alternative to established approaches, we proposed the idea of “data imprecisation” combined with superset learning. Instead of assuming precise but unreliable depth sensor signals as ground truth, the idea is to replace...
these targets by (fuzzy) intervals, leading to an imprecise but more reliable representation of the ground truth.

In an extensive empirical evaluation, we could demonstrate the effectiveness of robust losses compared to conventional approaches such as OLS. Especially in the regime of little data with high noise, the superset learning approach turns out to achieve state-of-the-art performance.

Motivated by these results, we plan to further elaborate on the modeling of data to further improve robustness. In particular, going beyond a global (homogeneous) imprecision, we plan to investigate modeling on a per-instance basis, e.g., by distinguishing the reliability of instances based on the depth value itself or the position in the image.
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