Bi1AS-TOLERANT FAIR CLASSIFICATION

Appendix A. Decompose the loss

We decompose the new loss:

Epllp(w) + BLa(w)] (14)

For simplicity, we omit w from £f(z,w) in the following derivations. So we first decompose
the first term: Ex[/p(w)]
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Expand Part A in Eq. (15), we can obtain:
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Expand part B in Eq. (15), we can get:
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If we combine Eq. (17) with Part E in Eq. (16), we can obtain:
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Finally, we combine Eq. (18) with part C as well as part D in Eq. (16) and we can finally get the
decomposed terms:
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Now we then decompose the second and third term in Eq. (5).
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- Without loss of generality, we assume Ey, aco(I=a)l(f(x),Y) >
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Appendix B. Derive the relationship between selection bias and label
bias

Let ngn(y),av Nogn(y),a and Nggn(y),o denote the number of instances in group with membership of

(sgn(y),a). Here N, is for the observed data with both biases. N, is for the data with selection bias
only.

Nipg=(1-07) Nypa+06f - Noyy (21)
Let 5 denotes the bias rate combining the selection bias and label bias.

Nipg=(1—er) Nypa+ef Nogg (22)

We assume the selection bias is proportion to the ratio of positive labeled instances in unprotected
group, i.e.,
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Then we can derive the relationship between €] and 6; by
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Appendix C. Synthetic data generating process

o Generate W ~ N(0,0) (we use o = I'5*15 and dimension of W is 15).

e Generate a; ~ Bernoulli(a), (we set & = 0.1 and n = 2000).

e Generate xf ~ Bernoulli(%r) for j =0,...,k — 2, where k is the dimension of W, which is
15. r controls the discrepancy between the rarity of features. We sample each dimension 4
according to a Bernoulli proportional to % making some dimensions common and others rare
(we set r = 0.5).

e Generate unbiasd label z; = max(0, sign(wgenxi))

e Generate biased label y; ~ g(y | z;, a;, zi, B)
Bifyi#ziNz=a;
1-p

where g(y; | 2, a:i, 24, 8) = and 3 controls the amount of label bias

(We set § = 0.5).



