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Abstract

Neural Processes (NPs) are a family of conditional generative models that are able to model a distribution over functions, in a way that allows them to perform predictions at test time conditioned on a number of context points. A recent addition to this family, Convolutional Conditional Neural Processes (CONVCNP), have shown remarkable improvement in performance over prior art, but we find that they sometimes struggle to generalize when applied to time series data. In particular, they are not robust to distribution shifts and fail to extrapolate observed patterns into the future. By incorporating a Gaussian Process into the model, we are able to remedy this and at the same time improve performance within distribution. As an added benefit, the Gaussian Process reintroduces the possibility to sample from the model, a key feature of other members in the NP family.

1 INTRODUCTION

Neural Processes [Garnelo et al., 2018a,b] have been proposed as a way to leverage the expressiveness of neural networks to learn a distribution over functions (often referred to as a stochastic process), so that they can condition their predictions on observations given at test time, a so-called context. But what does it mean to successfully learn such a distribution? We believe that it should be characterized by the following: 1) accurate predictions, meaning predictions should be as close as possible to the true underlying function, 2) good reconstruction of the given observations, 3) generalization, because we assume that there will be some underlying generative process from which the distribution originates and which is valid beyond the finite data we observe. The latter is especially important when only few context observations are given that could be explained by several different functions. Follow-up work to Neural Processes has mostly emphasized the first two aspects, the most prominent of which are Attentive Neural Processes (ANP) [Kim et al., 2019] and Convolutional Conditional Neural Process (CONVCNP) [Gordon et al., 2020], each improving upon its predecessor in terms of both prediction accuracy and reconstruction ability.

We propose a model that addresses all of the above, with a particular focus on the ability to generalize. By combining CONVCNP with a Gaussian Process, we achieve a significant improvement in generalization: the model, which we call GP-CONVCNP, can better extrapolate far from the provided context observations—meaning into future given past and present observations—and is more robust to a distribution shift at test time. It further reintroduces the ability to sample from the model, something that CONVCNP is incapable of, showing a better sample distribution than both NP and ANP. Finally, we find that our proposed model often yields a significant improvement in predictive performance on in-distribution data as well. We focus our evaluation on time series data, where we see the greatest potential for applications of our model. In this context, we consider several synthetic datasets as well as real time series, specifically weather data and predator-prey population dynamics. We provide a complete implementation1 including data for convenience, to reproduce all experiments in this work.

2 PROBLEM STATEMENT & METHODS

In the framework of Neural Processes [Garnelo et al., 2018a,b] we assume that we are given a set of N observations \( C = \{(x_c, y_c)\}_{c=1}^N \) := \((x_t, y_t)\), often called the context, where \( x_c \in X \) are samples from the input space \( X \) and \( y_c \in Y \) are samples from the output space \( Y \) (commonly \( X = \mathbb{R}^{d_x} \) and \( Y = \mathbb{R}^{d_y} \), in this work we restrict ourselves to \( X = \mathbb{R} \), because time is scalar). It is assumed that these observations were generated by some function

1https://github.com/MIC-DKFZ/gpconvcnp
Figure 1: Our work proposes GP-CONVCNP, an extension of CONVCNP that reintroduces sampling and improves generalization on time series data. Shown here are examples for the different synthetic time series and methods evaluated in this work (mean prediction in blue, samples in red). While the mean predictions from CONVCNP and GP-CONVCNP look similar—and significantly better than those from Neural Processes (NP) and Attentive Neural Processes (ANP)—only GP-CONVCNP combines high quality predictions (a feature of CONVCNP) with the ability to sample (a feature of NP and ANP). While synthetic data measures in-distribution performance, we evaluate generalization capabilities on real data.

\( f: X \rightarrow Y \), i.e. \( y_c = f(x_c) \), and our goal is to infer \( f \) from \( C \) so that we may evaluate it at arbitrary new input locations \( x_t \). In reality, this will most likely mean we have collected a number of measurements over time and are interested in an \( f \) that lets us interpolate and extrapolate those measurements. Note that when we speak of predictive performance, we refer to both of those cases and not in a temporal sense. The problem is ill-posed without placing further assumptions on \( f \), which is why we typically restrict it to some family \( \mathcal{F} \): polynomials of some order, a combination of oscillating functions with different frequencies, etc. However, in many cases it is undesired or even impossible to manually specify \( \mathcal{F} \), so Neural Processes propose to use neural networks to learn an approximate representation of \( \mathcal{F} \) by observing many examples \( f \in \mathcal{F} \). The latter are typically represented as a context set \( C \) (the measurements we have) and a target set \( T = \{(x_i, y_i)\}_{i=1}^{M} =: (x_t, y_t) \) (the measurements we’re interested in). By learning to reconstruct the examples \( f \) from a limited number of context points, a model should implicitly form a representation of \( \mathcal{F} \), which leads to the following learning objective:

\[
\max_\theta \sum_{f \in \mathcal{F}} \log p_\theta(y_t | x_t, x_c, y_c)
\]

\[
= \max_\theta \sum_{f \in \mathcal{F}} \sum_t \log N(y_t; g^t_\mu(Z, x_t), g^t_\sigma(Z, x_t))
\]

This objective is common to all approaches we evaluate in our work, and the second line formalizes the fact that we choose to always model the output as a diagonal Gaussian, parametrized by mean and variance functions \( g^t_\mu, g^t_\sigma \) that seek to maximize the log-likelihood of the targets \( y_t \). The output variance can also be fixed, but [Le et al. [2018]] show that a learned output variance is preferable. \( Z \) is a representation of the context \((x_c, y_c)\), i.e. there is a mapping \( E : X, Y \rightarrow Z \). The implementation of \( E \) is where the members of the Neural Process family differ most, and we visualize them in Fig. A.1.
2.1 (ATTENTIVE) NEURAL PROCESSES

The original Neural Processes [Garnelo et al., 2018a] implement $E$ as a neural network that encodes individual context observations $(x_c, y_c)$ into a finite-dimensional space. These representations are then averaged to form the global representation $Z$. Similar to Eq. (2), $Z$ parametrizes a Gaussian distribution, which enables NP to sample from this latent space and produce diverse predictions; we do not consider the deterministic NP variant [Garnelo et al., 2018b] in this work. NP are trained by maximizing a lower bound on their work from the perspective of convolutional conditional Neural Processes, the authors of Convolutional Conditional Neural Processes, (CNP) [Zaheer et al., 2017]. While NP and ANP map the context set into a finite-dimensional representation, CONVCNP map it into an infinite-dimensional function space. The authors show that in this scenario translation equivariance (as well as permutation invariance) can only be achieved if the mapping $E$ can be represented in the form

$$E(x_c, y_c) = \rho(E'(x_c, y_c))$$

$$E'(x_c, y_c) = \sum_c \phi(y_c) \psi(\cdot - x_c)$$

where $\phi : Y \to \mathbb{R}^2$ and $\psi : X \to \mathbb{R}$, so that $E'$ defines a function and $\rho$ operates in function space and must be translation equivariant. The similar naming of $E, E'$ is deliberate, because herein lies a key difference to NP (and also ANP): NP learn a powerful mapping (i.e. neural network) from the context to a representation and then another one from this representation to the output space, whereas CONVCNP employs a very simple mapping to another representation (to function space, because $\phi$ and $\psi$ are defined with kernels, see below). A powerful approximator is then learned that operates within this representation space, as $\rho$ is a CNN operating on a discretization of $E'$. The mapping back to output space is again a simple one, usually also $\psi$ combined with a linear map. In this sense, both $E$ and $E'$ can be thought of as representations when we make the connection to NP. See also Fig. A.1 for a visualization of these differences. In Gordon et al. [2020], $\psi$ is chosen to be a simple Gaussian kernel, and $\rho$ such that the resulting $E'$ has two components:

$$E'(x_c, y_c) = \left( \sum_c k(\cdot, x_c), \sum_c y_c k(\cdot, x_c) \right)$$

which is the combination of a kernel density estimator and a Nadaraya-Watson estimator. This estimate is discretized on a suitable grid and a CNN $\rho$ is applied, the result of which is again turned into a continuous function by convolving with the (Gaussian) kernel $\psi$. We use the official implementation\footnote{https://github.com/cambridge-mlg/convcnp} in our experiments. Note that $k$ in Eq. (5) is the same as $\psi$ in the implementation.

In this work, we propose GP-CONVCNP, a model that replaces the deterministic kernel density estimate $E'$ in CONVCNP with a Gaussian Process posterior [Rasmussen and Williams, 2006]. Gaussian Processes (GP) are a popular choice for time series analysis [Roberts et al., 2013], but typically require a lot of prior knowledge about a problem to choose an appropriate kernel. We will find that this is not the case for GP-CONVCNP, which is even able to learn periodicity when the chosen kernel is not periodic.

The posterior in a GP is a normal distribution with a mean function $m(x_t)$ conditioned on the context and a covariance function $K(x_t)$ specified by some kernel $k$:

$$m(x_t) = k_{tc}^T (k_{cc} + \sigma^2 I)^{-1} y_c$$

$$K(x_t) = k_{tt} - k_{tc} k_{cc}^{-1} k_{tc}^T$$

where $k_{tc} = k(x_t, x_c)$ etc. and $\sigma^2$ is a noise parameter that essentially determines how close the prediction will be to the context points. We make this parameter learnable. Note that Eq. (6) is very similar to Eq. (5); it corresponds to the second component of the Nadaraya-Watson estimator with only a changed denominator.

The first obvious benefit of this model is that we can sample from the GP posterior distribution and thus also from...
our model, recovering one very compelling property of NP
that ConvCNP lacks. Another advantage we see is that
by working with a distribution instead of a deterministic
estimate as input to the CNN, the data distribution is
implicitly smoothed. It has been established that such smooth-
ing reduces overfitting and improves generalization, e.g. by
adding noise to inputs [Bishop [1995] p.347] or more gener-
ally doing data augmentation [Volpi et al. [2018]. Working
with a distribution instead of a deterministic estimate, we
need to perform Monte-Carlo integration to get a prediction
from our model. During training, however, we only use a
single sample, as is commonly done e.g. in variational
autoencoders when training with mini-batch stochastic gra-
dient descent. To facilitate comparison, the kernel we use in
our GP is the same as in ConvCNP, i.e. a Gaussian kernel
with a learnable length scale.

Table 1: Results for synthetically created data. Test data was generated with the same parameters as the training data, so
everything is in-distribution as all non-bold methods, i.e. when the difference is larger than the root sum of squares of the standard deviations. Overall,
GP-ConvCNP outperforms the competing approaches, especially in terms of predictive log-likelihood and sample diversity (compared to an oracle) where applicable. In terms of reconstruction error, our method outperforms prior art on three datasets, but is on par with ConvCNP on two of those. Interestingly, the EQ-GP, which is what our model uses as an initial estimate, performs rather poorly in all but the first example. In the first example, where the EQ-GP is already a decent
estimate as input to the CNN, the data distribution is im-
plcitly smoothed. It has been established that such smooth-
ing reduces overfitting and improves generalization, e.g. by
adding noise to inputs [Bishop [1995] p.347] or more gener-
ally doing data augmentation [Volpi et al. [2018]. Working
with a distribution instead of a deterministic estimate, we
need to perform Monte-Carlo integration to get a prediction
from our model. During training, however, we only use a
single sample, as is commonly done e.g. in variational
autoencoders when training with mini-batch stochastic gra-
dient descent. To facilitate comparison, the kernel we use in
our GP is the same as in ConvCNP, i.e. a Gaussian kernel
with a learnable length scale.

Note that our model retains all desirable characteristics of
the competing approaches, in particular permutation invari-
ance with respect to the inputs (present in all prior art) and
translation equivalence (present in ConvCNP[3]). For de-

3 As in ConvCNP, this obviously requires a stationary kernel.

We design our experiments with the purpose of evaluating
how well members of the Neural Process family, including
the one we propose, are suited for the task of learning distrib-
utions over functions, i.e. stochastic processes, specifically
for time series data. Like the works we compare ourselves
with, we evaluate both predictive performance (How good
is our prediction between context points?) via the predictive
log-likelihood and the reconstruction performance (How
good is our prediction at the context points?) via the root-

mean-square error (RSME), because predictions directly at
the context points are usually extremely narrow Gaussians,
leading to unstable likelihoods.

As outlined in the introduction, one defining aspect of suc-
cessful learning a distribution over functions is a model’s
ability to generalize. This can mean several things, for ex-
ample independence with respect to the input value range,

tails on the various optimization parameters etc. we refer to
the provided implementation.

3 EXPERIMENTS

We design our experiments with the purpose of evaluating
how well members of the Neural Process family, including
the one we propose, are suited for the task of learning distrib-
utions over functions, i.e. stochastic processes, specifically
for time series data. Like the works we compare ourselves
with, we evaluate both predictive performance (How good
is our prediction between context points?) via the predictive
log-likelihood and the reconstruction performance (How
good is our prediction at the context points?) via the root-

mean-square error (RSME), because predictions directly at
the context points are usually extremely narrow Gaussians,
leading to unstable likelihoods.

As outlined in the introduction, one defining aspect of suc-
cessful learning a distribution over functions is a model’s
ability to generalize. This can mean several things, for ex-
ample independence with respect to the input value range,
called translation equivariance. This is a key feature of CONV-CNP (as long as a stationary kernel is used for interpolation), and we retain this property in GP-CONV-CNP. We evaluate two further attributes of generalization, both on real world data: one is the ability to extrapolate the context information, i.e. to produce good predictions well into the future by inferring an underlying pattern; the other is the ability to deal with a distribution shift at test time, in our case a shift from simulated to real world data.

On top of the above, we are also interested in how well the distribution of samples from a model matches the ideal distribution. In general, the latter is not accessible, but for some synthetic examples we describe below, specifically those from a Gaussian Process, we do have access, simply by using the generating GP as an oracle. We can then compare this reference—a Gaussian distribution—with the distribution of samples from our model. Note that one sample is a prediction at all target points at once, as seen for example in Fig. 1. The majority of approaches that estimate differences between distributions fall into the categories of either f-divergences or Integral Probability Measures (for an overview see for example [Sniperumbudur et al. 2009]). The former require evaluations of likelihoods for both distributions, while we only have individual samples from our model. We opt for a parameter-free representative of the IPM category, the Wasserstein distance $W_2$. We elaborate further on the definition and motivation in Appendix C.4.

We initially test our method on diverse synthetic time series. The first two have also been used in [Gordon et al. 2020], and they allow us to evaluate the sample diversity, as outlined above: (1) Samples from a Gaussian Process with a Matern-5/2 kernel. (2) Samples from a Gaussian Process with a weakly periodic kernel. (3) Fourier series with a variable number of components, each of which has random bias, amplitude and phase. (4) Step functions, which were specifically chosen to challenge our model, as the kernel we employ introduces smoothness assumptions that are ill-suited for this problem. All of these are described in greater detail in Appendix C as well as the provided implementation. The size $N$ of the context set is drawn uniformly from $[3, 100)$ and the size $M$ of the target set from $[N, 100)$ following [Le et al. 2018]. We further join the context set into the target set as done in [Garnelo et al. 2018a,b]. Examples can be seen in Fig. 1.

The first real world dataset we look at are weather recordings for several different US, Canadian and Israeli cities. In particular we focus on temperature measurements in hourly intervals that have been collected over the course of 5 years (see Appendix C.2). Temperatures in each city are normalized by their respective means and standard deviations. We
randomly sample sequences of ~1 month as instances and evaluate two tasks, taking US and Canadian cities as the training set and Israeli cities as the test set:

1. Interpolation, where we draw context points and target points randomly from the entire sequence (i.e. the same as in the synthetic examples).

2. Extrapolation, where context points are drawn from the first half of the sequence and performance is evaluated on the second half (as shown in Fig. 3). We can reasonably be sure that temperature changes between day and night occur in the future with the same frequency, so extrapolating this pattern is a good test of a model’s ability to generalize.

The second real world dataset are measurements of a predator-prey population of lynx and hare. Such population dynamics are often approximated by Lotka-Volterra equations [Leigh 1968], so we train models on simulated population dynamics and test on both the simulated and real world data. Gordon et al. [2020] used this dataset as well, but only to qualitatively show that ConvCNP can be applied to it. The analysis will allow us to quantify how robust the models are to a shift in distribution at test time, as the simulation parameters are almost certainly not an ideal fit for the real world data. For details on the simulation process we refer to Appendix C.3.

Finally, even though the focus of our work is on time series data, we include some image experiments, mainly for the purpose of a more nuanced direct comparison with ConvCNP. In particular, we compare the models on MNIST [Lecun et al.], CIFAR10 [Krizhevsky 2009] and CelebA [Liu et al. 2015]. For the latter two, we work on resampled versions at $32^2$ resolution. More details are given in Appendix E.

## 4 RESULTS

Table 1 shows results for the various synthetic time series. In this experiment the models are trained and tested on random samples generated in the same way, so these results measure in-distribution performance. We find that GP-ConvCNP is the overall best performing method, significantly so in terms of predictive performance for 3 out of the 4 time series and performing on par with ConvCNP on the other. Reconstruction performance is on par with ConvCNP in 3 out of 4 instances and significantly better in one. For reference, we also show results for a Gaussian Process with EQ kernel (what our model uses) and the oracle where available. Evidently, the initial GP estimate in our model doesn’t have to be very good, but when it is, like in the Matern-5/2 case, our approach leverages this and even matches the oracle in performance. For examples originating from a Gaussian Process, we can evaluate the sample diversity with respect to the oracle GP, finding that GP-ConvCNP significantly outperforms the other methods in this regard. It is important to note, however, that this measure does not fully isolate the sample diversity. A low reconstruction error, for example, will also improve the $W_2$, which is likely the reason that ANP still performs better than NP, even though the former hardly displays any variation in its samples, as seen in Fig. 1.
Figure 3: Example of CONVCPN and GP-CONVCPN applied to the simulated Lotka-Volterra population dynamics (top) and to the real Hudson Bay Company lynx-hare dataset (bottom). Both perform well on the simulated (i.e. in-distribution) data and seem to struggle fitting the test interval on the real world data. Not however how the predicted uncertainty is larger for GP-CONVCPN. We display the best out of 5 models in each case, and for CONVCPN the performance is much more volatile, as seen in Table 2. NP and ANP perform poorly on the real world data, the corresponding figure is Fig. A.4.

The figure also shows how NP and ANP struggle to fit high frequency signals, while CONVCPN and GP-CONVCPN are able to. The sample diversity in GP-CONVCPN is larger than in ANP, but samples are only significantly different from the mean prediction when further away from the context points in areas of high predictive uncertainty (shaded areas correspond to 1σ). In contrast, samples from the NP are more diverse throughout, at the expense of accurately matching the context points.

Table 3: Results for the image experiments, in terms of predictive log-likelihood (i.e. higher is better) on the respective test sets. Errors represent 1 standard deviation over 10 runs with different seeds. Bold indicates a significant difference, i.e. when the difference is larger than the root sum of squares of the standard deviations. GP-CONVCPN outperforms CONVCPN overall, with a slight (non-significant) advantage for CONVCPN on MNIST. Visual examples and more details on the image experiments are given in Appendix E.

<table>
<thead>
<tr>
<th></th>
<th>CONVCPN</th>
<th>GP-CONVCPN</th>
</tr>
</thead>
<tbody>
<tr>
<td>MNIST</td>
<td>4.133 ± 0.057</td>
<td>4.077 ± 0.026</td>
</tr>
<tr>
<td>CIFAR10</td>
<td>2.462 ± 0.006</td>
<td>2.744 ± 0.008</td>
</tr>
<tr>
<td>CelebA</td>
<td>2.212 ± 0.006</td>
<td>2.468 ± 0.008</td>
</tr>
</tbody>
</table>

Examples from the temperature time series dataset can be seen in Fig. 2. The key characteristic of the signal is the temperature change between day and night, making it a high frequency signal not unlike the weakly periodic GP samples in the synthetic dataset. NP and ANP were not able to fit these signals, as can be seen in Fig. A.3. The top row of Fig. 2 shows an example of the regular interpolation task, the bottom row an example of the extrapolation task, which we deem an important aspect of generalization. CONVCPN and GP-CONVCPN are both able to interpolate as well as extrapolate the correct temperature pattern, but occasionally CONVCPN underestimates the amplitude when extrapolating. We also show an example of a periodic GP using an Exponential Sine-Squared kernel, which is a common choice for periodic signals. It fails to capture finer variations in the signal and often struggles to infer the right frequency, which results in its poor extrapolation performance in Table 2. We find that while CONVCPN and GP-CONVCPN perform on par for the interpolation task, GP-CONVCPN performs significantly better than the other methods on the extrapolation task.

To measure how robust the different members of the Neural Process family are to a distribution shift at test time, we train models on population dynamics simulated as Lotka-Volterra processes, and evaluate performance both on simulated (in-distribution) and real world (out-of-distribution) data. The real world dataset, along with a simulated example, can be seen in Fig. 3. While both CONVCPN and GP-CONVCPN
fit the simulated data well, they struggle with the test interval on the real data. This is reflected in Table 2 as well, where we find that CONVCNP performs better than GP-CONVCNP (even significantly so, albeit not with a huge difference) on the simulated data. Applied to the real world dataset, all methods experience a large drop in performance, indicating that this is indeed a significant distribution shift. GP-CONVCNP is by far the best performing method here, which is likely because of a better estimate of the predictive uncertainty. Note how the uncertainty predicted by CONVCNP is smaller than that of GP-CONVCNP in Fig 3 (the figure shows 1σ). The predictions we show here are from the best performing seed in each case, other CONVCNP models predicted an even narrower distribution. We selected this particular interval for testing because it’s the same interval Gordon et al. [2020] show in the CONVCNP paper. We also evaluated with context points drawn randomly from the entire interval (i.e. the same way we evaluate on the simulated data), and GP-CONVCNP still performs significantly better than the competing approaches (see Table A.1).

CONVCNP also showed performance improvements compared to NP and ANP when applied to image data. While the focus of our work is on time series, we were also interested to see if our model yields any benefits in this domain. It does indeed, as seen in Table 3 where GP-CONVCNP outperforms CONVCNP on both CIFAR10 and CelebA (CONVCNP has a non-significant advantage on MNIST). Examples are given in Appendix E where we don’t see any meaningful difference in visual quality. The latter only “measures” the quality of the mean prediction, so we suspect that the performance improvement is due to a more accurate predictive uncertainty.

5 RELATED WORK

Neural Processes have inspired a number of works outside of the ones we discuss. Louizos et al. [2019] propose to not merge observations into a global latent space, but instead learn conditional relationships between them. This is especially suitable for semantically meaningful clustering and classification. Singh et al. [2019] and Willi et al. [2019] address the problem of overlapping and changing dynamics in the generating process of the data, a special case we do not include here. With a simple Gaussian kernel, we wouldn’t expect our model to perform well in that scenario, but one could of course introduce inductive bias in the form of e.g. non-stationary kernels, when translation equivariance is no longer desired. NPs have also been scaled to extremely complex output spaces like in Generative Query Networks [Eslami et al., 2018] Rosenbaum et al. [2018], where a single observation is a full image. GQN directly relates to the problem of (3D) scene understanding [Sitzmann et al., 2019] Engelcke et al. [2020].

Gordon et al. [2020] build their work (CONVCNP) upon recent contributions in the area of learning on sets, i.e. neural networks with set-valued inputs [Zaheer et al., 2017] Wagstaff et al. [2019], which has mostly been explored in the context of point clouds [Qi et al., 2017b,a] Wu et al. [2019]. Especially the work of Wu et al. [2019] is closely related to Gordon et al. [2020], also employing a CNN on a kernel density estimate, but their application is not concerned with time series. Bayesian Neural Networks [Neal, 1996] Graves [2011] Hernández-Lobato and Adams [2015] also address the problem of learning distributions over functions, but often implicitly, in the sense that the distributions over the weights are used to estimate uncertainty [Blundell et al., 2015] Gal and Ghahramani [2016]. We are interested in this too, but in our scenario we want to be able to condition on observations at test time.

The main limitation of Gaussian Processes is their computational complexity and many works are dedicated to improving this aspect, often via approximations based on inducing points [Snelson and Ghahramani, 2006] Titsias 2009 Gardner et al. 2018 Wilson and Nickisch 2015 but also other approaches [Deisenroth and Ng, 2015] Rahimi and Recht 2007 Le et al. 2013 Cheng and Boots 2017 Hensman et al. 2013, 2015 Salimbeni et al. 2018], even for exact GPs [Wang et al., 2019]. Rather than competing with these approaches, our model will be able to leverage developments in this area. Some of the above try to find more efficient kernel representations and are thus closely related to the idea of kernel learning, i.e. the idea to combine the expressiveness of (deep) learning approaches with the flexibility of kernel methods, for example Yang et al. [2015], Wilson et al. 2016b,a Tossou et al. 2019, Cañaldría [2016]. The key difference to our work is that these approaches attempt to learn kernels as an input to a kernel method, while we learn to make the output of a kernel method more expressive.

6 DISCUSSION

We have presented a new model in the Neural Process family that extends CONVCNP by incorporating a Gaussian Process into it. We show on both synthetic and real time series that this improves performance overall, but most markedly when generalization is required: our model, GP-CONVCNP, can better extrapolate to regions far from the provided context points and is more robust when moving to real world data after training on simulated data. We further retain translation equivariance, a key feature of CONVCNP, as long as a stationary kernel is used for the GP. The introduction of the latter also allows us to draw multiple samples from the model, where the distribution of samples from our model better matches the samples from an oracle than those from a regular Neural Process or an Attentive Neural Process do. Our model uses the prediction from a GP with an EQ-kernel
as an initial estimate. Interestingly, this estimate needn’t be very good—our model can learn periodicity even with a non-periodic input kernel—but when it is, our model can fully leverage it and even match the performance of an oracle, as seen in Table 1. An advantage all Neural Process flavors enjoy compared to many conventional time series prediction methods such as ARIMA models (see e.g. [Hyndman and Athanasopoulos 2018]) is that they naturally work on non-uniform time series, with observations acquired at arbitrary times.

Of course, with the benefits of GPs we also inherit their limitations. GPs are typically slow, naively requiring \(O(N^3)\) operations in the number of context observations, and our model inherits this complexity. While this was a non-issue on the time series data used in our work, GP-CNP was noticeably slower than CONV-CNP (roughly 1.5x) in the image experiments, which we included for a more complete comparison with CONV-CNP. Our model still outperformed CONV-CNP, but for larger images the improved performance will likely not be worth the additional cost. Making GPs faster is a very active research area, as outlined above. For our model specifically it seems reasonable to leverage work on deep kernels [Wilson et al., 2016b] or to learn mappings before the GP prediction like in Calandra et al. [2016] in order to learn more meaningful GP posteriors that capture information about the training distribution. We do expect that our model is well suited to also work with these approximate methods, as we modify the prediction from the GP with a powerful neural network that should be able to correct minor approximation errors. For example, KISS-GP [Wilson and Nickisch, 2015] only has linear complexity, so incorporating it or one of the many other efficient approximate methods into our model should allow it to scale to much larger datasets. We leave a verification of this for future work.
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