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Abstract
We propose a general approach for distance based clustering, using the gradient of the cost function that measures clustering quality with respect to cluster assignments and cluster center positions. The approach is an iterative two step procedure (alternating between cluster assignment and cluster center updates) and is applicable to a wide range of functions, satisfying some mild assumptions. The main advantage of the proposed approach is a simple and computationally cheap update rule. Unlike previous methods that specialize to a specific formulation of the clustering problem, our approach is applicable to a wide range of costs, including non-Bregman clustering methods based on the Huber loss. We analyze the convergence of the proposed algorithm, and show that it converges to the set of appropriately defined fixed points, under arbitrary center initialization. In the special case of Bregman cost functions, the algorithm converges to the set of centroidal Voronoi partitions, which is consistent with prior works. Numerical experiments on real data demonstrate the effectiveness of the proposed method.

1. Introduction
Clustering is a fundamental problem in unsupervised learning and is ubiquitous in various applications and domains, (Chandola et al., 2009), (Pediredla & Seelamantula, 2011), (Jain, 2010), (Dhillon et al., 2003). K-means (Lloyd, 1982) is a classical and widely adopted method for clustering. For a given target number $K$ of clusters, $K$-means proceeds iteratively by alternating between two steps: 1) cluster assignment, i.e., assign each data point to its closest (in terms of the Euclidean distance) cluster; and 2) finding cluster centers, i.e., position each cluster’s center at the average of the data points currently assigned to the cluster. Besides $K$-means, popular clustering methods include its improved version $K$-means++ (Arthur & Vassilvitskii, 2007), as well as $K$-modes (Huang, 1997), $K$-medians (Arya et al., 2004), (Arora et al., 1998), etc.

It is well-known, e.g., (Selim & Ismail, 1984), that $K$-means can be formulated as a joint minimization of a loss function with respect to two groups of variables: 1) binary variables that encode cluster assignments; and 2) continuous variables that designate cluster centers, where the corresponding loss function is a squared Euclidean norm. This $K$-means representation has motivated a class of new clustering methods called Bregman clustering (Banerjee et al., 2005), where the squared Euclidean norm is replaced with arbitrary Bregman divergence (Bregman, 1967), such as Kullback-Leibler, Mahalanobis, etc. An appealing feature of Bregman clustering is that the introduction of a different loss (other than squared Euclidean) does not harm computational efficiency, as, despite a more involved loss function, the cluster center finding step is still akin to $K$-means, i.e., it corresponds to computing an average vector.

Several relevant clustering methods have been proposed that also generalize the squared Euclidean norm of $K$-means and that do not correspond to a Bregman divergence. For example, clustering methods based on the Huber loss (Huber, 1964) have been shown to exhibit good clustering performance and exhibit a high degree of robustness to noisy data, (Pediredla & Seelamantula, 2011), (Liu et al., 2019). However, several challenges emerge when generalizing clustering beyond Bregman divergences. First, the cluster center finding step— that corresponds to minimizing the loss with respect to cluster center variables—is no longer an average-finding operation and may be computationally expensive. Second, convergence and stability results for clustering beyond Bregman divergences are limited. For example, reference (Pediredla & Seelamantula, 2011) shows a local convergence to a stationary point, assuming that the algorithm starts from an accurate cluster assignment.

In this paper, we propose a novel generalized clustering algorithm for a broad class of loss functions, and we provide a comprehensive convergence (stability) analysis for the algorithm. The assumed class of losses includes sym-
metric Bregman divergences (squared Euclidean norm, Mahalanobis, Jensen-Shannon, etc.), but more importantly, includes non-Bregman losses such as the Huber loss. The main novelty of the algorithm is that, at the cluster center finding step, the exact minimization of the loss function is replaced with a single gradient step with respect to the loss, hence significantly reducing computational cost in general. We prove that the algorithm converges to the appropriately defined stationary points associated with the joint loss with respect to the cluster assignment and cluster center variables, with arbitrary initialization. Numerical experiments on real data demonstrate that involving the cheap cluster center update incurs no or negligible loss both in clustering performance (appropriately measured accuracy) and in iteration-wise convergence speed, hence opening room for significant computational savings. We also show by simulation that the proposed method with the Huber loss exhibits a high degree of robustness to noisy data. While this is in line with prior findings on Huber-based clustering (Liu et al., 2019), (Pedireda & Seelamantula, 2011), the proposed Huber-based method exhibits stronger theoretical convergence guarantees than those offered by the previous work.

We now briefly review the literature to help us contrast the paper with existing work. Gradient based clustering has been explored in the context of the K-means cost in (Mac-Queen, 1967), (Bottou & Bengio, 1995). (MacQueen, 1967) analyzes a gradient based update rule for K-means, while (Bottou & Bengio, 1995) demonstrate that the standard centroid based solution of the K-means problem is equivalent to performing a Newton’s method in each step. However, their analysis only concerns the squared Euclidean cost. Our work is considerably more general and can be applied to costs such as the Huber loss, or a class of Bregman divergences. (Monath et al., 2017) propose a gradient-based approach for the problem of hierarchical clustering. (Paul et al., 2021) use adaptive gradient methods to design a unified framework for robust center-based clustering, applicable to a large class of Bregman divergences.

A similar approach is used in the robotics community, in the context of coverage control problems, e.g. (Cortes et al., 2004), (Schwager, 2009). However, the focus of their work is on continuous time gradient flow, designed for robot motion in an environment that is typically an infinite set. Additionally, the authors in (Cortes et al., 2004) propose a family of discrete time algorithms, that converge to sets of centroidal Voronoi partitions, if the cost is squared Euclidean distance. On the other hand, our work focuses on a discrete time gradient algorithm, designed for clustering a finite set of points. We explicitly characterize the conditions under which the method converges, and extend the notion of distance to other metrics, beyond the Euclidean distance.

**Paper organization.** The remainder of the paper is organized as follows. Section 2 formally defines the clustering problem. Section 3 describes the proposed method. Section 4 presents the main results. Section 5 presents an analysis of the fixed points the algorithm converges to. Section 6 presents numerical experiments, and Section 7 concludes the paper. Appendix A contains proofs of the main lemma’s. Appendix B contains proofs of some technical results used throughout the paper. Appendix C contains some additional numerical experiments. The notation used throughout the paper is introduced in the next paragraph.

**Notation.** $\mathbb{R}$ denotes the set of real numbers, while $\mathbb{R}^d$ denotes the corresponding $d$-dimensional vector space. More generally, for a vector space $V$, we denote by $V^K$ its $K$-dimensional extension. $\mathbb{R}_+$ denotes the set of non-negative real numbers. We denote by $\mathbb{N}$ the set of non-negative integers. $\| \cdot \| : \mathbb{R}^d \rightarrow \mathbb{R}_+$ represents the standard Euclidean norm, while $\langle \cdot, \cdot \rangle : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R}$ denotes the inner product. $\nabla$ denotes the gradient operator, i.e., $\nabla_x f(x, y)$ denotes the gradient of the cost $f$ with respect to variable $x$. $[N]$ denotes the set of integers up to and including $N$, i.e., $[N] = \{1, \ldots, N\}$. In the algorithm description and throughout the analysis we use subscript to denote the iteration counter, while the value in the parenthesis corresponds to the particular center/cluster. In other words, $x_i(i)$ stands for the $i$-th cluster center at iteration $t$. Same holds for clusters, i.e., $C_i(t)$ denotes the $i$-th cluster at iteration $t$, corresponding to the subset of the data points assigned to cluster $i$, at iteration $t$.

**2. Problem formulation**

In this section we formalize the clustering problem, and propose a general cost, that subsumes many of the previous clustering formulations.

Let $(\mathbb{R}^d, g)$ represent the standard $d$-dimensional real vector space, and a corresponding distance function. Let $\mathcal{D} \subset \mathbb{R}^d$ be a finite set, with an associated probability measure $\mu_\mathcal{D}$. For some $K > 1$, the problem of clustering the points in $\mathcal{D}$ into $K$ clusters can be cast as

$$\min_{x \in \mathbb{R}^d} \quad \sum_{y \in \mathcal{D}} p_y \min_{i \in [K]} g(x(i), y)^2,$$

where $x = [x(1)^T, \ldots, x(K)^T] \in \mathbb{R}^K$ represents the candidate cluster centers and $p_y \in (0, 1)^\mathcal{D}$, given by $p_y := \mu_\mathcal{D}(y)$, represent problem independent weights, that measure the importance of data points $y \in \mathcal{D}$. In the case when $g$ is the standard Euclidean distance, (1) is known in the literature as the $K$-means problem (Awasthi & Balcan, 2014).

\footnote{Note that, while a standard probability measure can take values in $[0, 1]$, we implicitly assume two things: the support of $\mu_\mathcal{D}$ is the whole set $\mathcal{D}$, and $\mathcal{D}$ contains at least two distinct points.}
Another problem similar in nature to (1) is given by
\[
\min_{x \in \mathbb{R}^d} \sum_{y \in \mathcal{D}} p_y \min_{i \in [K]} g(x(i), y),
\]
and for \( g \) being the Euclidean distance, is known in the literature as \( K \)-medians (Arora et al., 1998). Both problems have been well studied, and are known to be NP-hard (Vattani, 2009), (Awasthi et al., 2015), (Megiddo & Supowit, 1984). Many algorithms for solving (1) and (2) exist, guaranteeing convergence to locally optimal solutions, e.g. (Lloyd, 1982), (MacQueen, 1967), (Banerjee et al., 2005), (Talgarsky & Vattani, 2010), (Arora et al., 1998), (Arya et al., 2004). However, all of the algorithms are specialized for solving either the \( K \)-means or the \( K \)-medians problem, and hence are not generally applicable.

The problems (1), (2), can be equivalently defined as follows. For any \( K > 1 \), we call \( C = (C(1), \ldots, C(K)) \) a partition of \( \mathcal{D} \), if \( \mathcal{D} = \bigcup_{i \in [K]} C(i) \) and \( C(i) \cap C(j) = \emptyset \), for \( i \neq j \). Denote by \( \mathcal{C}_K \) the set of all \( K \)-partitions of \( \mathcal{D} \). The clustering problem (1) is then equivalent to
\[
\min_{x \in \mathbb{R}^d, C \in \mathcal{C}_K, \mathcal{D}} J(x, C) = \sum_{i \in [K]} \sum_{y \in C(i)} p_y g(x(i), y)^2.
\]

The problem (2) can be defined in the same way.

We propose to unify and generalize (1) and (2) as follows. Let \( f : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}_+ \), be a loss function that satisfies the following assumption.

**Assumption 2.1.** The loss function \( f \) is increasing with respect to the function \( g \), i.e., for all \( x, y, z \in \mathbb{R}^d \)
\[
g(x, y) \leq g(z, y) \implies f(x, y) \leq f(z, y).
\]

We can then define the following general problem
\[
\min_{x \in \mathbb{R}^d, C \in \mathcal{C}_K, \mathcal{D}} J(x, C) = \sum_{i \in [K]} \sum_{y \in C(i)} p_y f(x(i), y).
\]

**Remark 2.2.** Introducing the function \( f \) along with \( g \) allows us to naturally decouple the concepts of cluster shape and location of cluster center. In particular, the function \( g \) dictates the cluster shape, while the choice of function \( f \) determines the exact location of the cluster centers. We elaborate further on this in Section 5.

**Remark 2.3.** Compared to (3), the formulation (4) is more general, in the sense that, while the dependence of \( f \) on \( g \) is maintained, via Assumption 2.1, the function \( f \) provides more flexibility, as is illustrated by the following examples.

**Example.** For the choice \( g(x, y) = \| x - y \| \), and \( f(x, y) = g(x, y) \), the \( K \)-medians formulation is recovered. For the choice \( g(x, y) = \| x - y \| \), and \( f(x, y) = g(x, y)^2 \), the \( K \)-means formulation is recovered. For the choice \( g(x, y) = f(x, y) \), being a Bregman distance, the Bregman divergence clustering formulation from (Banerjee et al., 2005) is recovered. For the choice \( g(x, y) = \| x - y \| \), and \( f(x, y) = \phi_3(g(x, y)) \), where \( \phi_3(x) \) is the Huber loss, the formulation from (Pediredla & Seelamantula, 2011) is recovered. We recall that the Huber loss is defined by
\[
\phi_3(x) = \begin{cases} 
\frac{x^2}{2}, & |x| \leq \delta \\
\delta |x| - \frac{\delta^2}{2}, & |x| > \delta.
\end{cases}
\]

3. The proposed method

In this section we outline the proposed method for solving instances of (4) that satisfy some mild assumptions (see ahead Assumptions 3.1-3.5).

To solve (4), an iterative approach is proposed. Starting from an arbitrary initialization \( x_0 \), at every iteration \( t \), it maintains and updates the pair \((x_t, C_t)\), where \( x_t := [x_t(1)^T, x_t(2)^T, \ldots, x_t(K)^T]^T \in \mathbb{R}^{Kd} \) and \( C_t := (C_t(1), \ldots, C_t(K)) \) represent stacks of centers and clusters at time \( t \in \mathbb{N} \). The iterative approach consists of two steps:

1. **Cluster reassignment:** for each \( y \in \mathcal{D} \), we find the index \( i \in [K] \), such that
\[
g(x_t(i), y) \leq g(x_t(j), y), \forall j \neq i, \tag{6}
\]
and assign the point \( y \) to cluster \( C_{t+1}(i) \).

2. **Center update:** for each \( i \in [K] \), we perform the following update
\[
x_{t+1}(i) = x_t(i) - \alpha \sum_{y \in C_{t+1}(i)} p_y \nabla_x f(x_t(i), y), \tag{7}
\]
where \( \alpha > 0 \) is a fixed step-size.

Note that (7) can be written compactly as
\[
x_{t+1} = x_t - \alpha \nabla_x J(x_t, C_{t+1}), \tag{8}
\]
where \( \nabla_x J(x_t, C_{t+1}) \in \mathbb{R}^{Kd} \) is the gradient of \( J \) with respect to \( x \), whose \( i \)-th block of size \( d \) is given by
\[
[\nabla_x J(x_t, C_{t+1})]_i = \sum_{y \in C_{t+1}(i)} p_y \nabla_x f(x_t(i), y). \tag{9}
\]

In addition to Assumption 2.1, for our method to be applicable, we make the following assumptions on functions \( f \) and \( g \).

**Assumption 3.1.** The distance function \( g \) is a metric, i.e., it satisfies the following properties: 1) \( g(x, y) \geq 0 \), and \( g(x, y) = 0 \iff x = y \); 2) \( g(x, y) = g(y, x) \); 3) \( g(x, y) \leq g(x, z) + g(z, y) \).
Remark 3.2. Assumption 3.1 requires the distance function $g$, that dictates cluster assignment, to be a distance metric. Note that, with respect to (Banerjee et al., 2005), Bregman divergences are not necessarily symmetric, nor do they obey the triangle inequality. However, (Acharyya et al., 2013), (Chen et al., 2008) show that a large class of Bregman divergences, such as Mahalanobis distances, as well as Jensen-Shannon divergence, represent squares of metrics. Hence, for the choice $f(x, y)$ a Bregman divergence representing the square of a metric and $g(x, y) = \sqrt{f(x, y)}$, Assumption 3.1 is satisfied.

Assumption 3.3. The cost function $f$ is coercive with respect to the first argument, i.e. $\lim_{\|x\| \to +\infty} f(x, y) = +\infty, \forall y \neq x$.

Remark 3.4. Assumption 3.3 ensures that the sequence of centers, $\{x_t\}$, generated by (8) remains bounded. It does so, by not allowing for $x$ to grow infinitely without affecting the loss function $f$.

Assumption 3.5. The function $J$ has co-coercive gradients in the first argument, i.e., for all $x, z \in \mathbb{R}^{Kd}$

$$\langle \nabla_x J(x, C) - \nabla_z J(z, C), x - z \rangle \geq \frac{1}{L} \|\nabla_x J(x, C) - \nabla_z J(z, C)\|^2.$$ 

Remark 3.6. Assumption 3.5 ensures that the sequence of centers, $\{x_t\}$, generated by (8) not only decreases the cost $J$, but also decreases the distance of the generated sequence $\{x_t\}$ to a stationary point $x_*$ (or the set of stationary points in general), at every iteration.

Remark 3.7. Assumption 3.5 implies Lipschitz continuos gradients with respect to the first argument of the function $J$, as a result of the Cauchy-Schwartz inequality. As we show in Appendix B, Assumption 3.5 is satisfied for any function that is convex and has Lipschitz continuous gradients.

Remark 3.8. Note that Assumption 3.5 rules out non-smooth costs, such as $K$-medians, (2). However, when a desirable feature of the cost is robustness, smooth costs like the Huber loss can be used.

4. Convergence analysis

In this section the goal is to show that the method (6)-(7) converges to a fixed point.

To begin with, the notions of a fixed point and a set of optimal clusterings are defined.

Definition 4.1. The pair $(x_*, C_*)$ is a fixed point of the clustering procedure (6)-(7), if the following holds:

1. Optimal clustering with respect to centers: for each $i \in [K]$, and each $y \in C_*(i)$, we have

$$g(x_*(i), y) \leq g(x_(j), y), \forall j \neq i. \quad (10)$$

2. Optimal centers with respect to clustering:

$$\nabla_x J(x_*, C_*) = 0.$$ 

Definition 4.2. Let $x \in \mathbb{R}^{Kd}$ represent cluster centers. We say $U_x$ is the set of optimal clusterings with respect to $x$, if for all clusterings $C \in U_x$, (6) is satisfied.

Definition 4.3. Let $x \in \mathbb{R}^{Kd}$ represent cluster centers. We define the set $\bar{U}_x$ as the set of clusterings with respect to $x$ such that: 1) $\bar{U}_x \subseteq U_x$; 2) $\forall C \in \bar{U}_x: \nabla_x J(x, C) = 0$.

Remark 4.4. As we show in Section 4, for a Bregman cost (of which the $K$-means problem is a special case) any fixed point, per Definition 4.1, represents a centroidal partition of the data, i.e., the centers $x_*(i)$ correspond to the means of clusters $C_*(i)$. This is consistent with results in (Banerjee et al., 2005), and shows that Definition 4.1 is a natural one.

Remark 4.5. In a slight abuse of terminology, we will refer to a point $x$ as fixed point, if there exists a clustering $C$ such that $(x, C)$ satisfies Definition 4.1.

Remark 4.6. Note that, by Definition 4.3, a pair $(x, C)$ is a fixed point if $C \in \bar{U}_x$.

The main result of the paper is stated in Theorem 4.7, which shows the convergence of the sequence of cluster centers to a fixed point.

Theorem 4.7. Let Assumptions 2.1, 3.1, 3.3, 3.5 hold. For the step-size choice $\alpha < \frac{2}{L}$ and any $x_0 \in \mathbb{R}^{Kd}$, the sequence of centers $\{x_t\}$ generated by the algorithm (6)-(7), converges to a fixed point $x_* \in \mathbb{R}^{Kd}$, i.e. a point such that $U_{x*} \neq \emptyset$.

The result of Theorem 4.7 is strong - for a fixed step-size, under arbitrary initialization, the proposed algorithm converges to a fixed point. In the context of $K$-means clustering, e.g. (Lloyd, 1982), (Banerjee et al., 2005), we achieve the same guarantees. In the context of different costs, e.g. Huber loss, compared to (Pediredla & Seelamantula, 2011), where the authors show convergence of the sequence of centers, under the assumptions that the clusters have already converged, and the initialization $x_0$ is sufficiently close to a fixed point, our results are much stronger - we guarantee that the full sequence $\{x_t\}$ converges to a fixed point, under arbitrary initialization. We also show that the clusters converge.

To prove Theorem 4.7, a series of intermediate lemmas is introduced. The proof outline follows a similar idea as the one developed in (Kar & Swenson, 2019).

The following lemma shows that the proposed algorithm decreases the objective function $J$ in each iteration.

Lemma 4.8. For the sequence $\{(x_t, C_t)\}$, generated by (6)-(7), with $\alpha < \frac{2}{L}$, the resulting sequence of costs $\{J(x_t, C_t)\}$ is non-increasing.
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Proof of Lemma 4.8. To begin with, note that (6) together with Assumption 2.1 implies that the clustering reassignment step decreases the cost, i.e.

\[ J(x_t, C_{t+1}) = \sum_{i=1}^{K} \sum_{y \in C_{t+1}(i)} p_y f(x_t(i), y) \]

\[ \leq \sum_{i=1}^{K} \sum_{y \in C_t(i)} p_y f(x_t(i), y) = J(x_t, C_t). \]

(11)

Next, using Lipschitz continuity of gradients of \( J \) (recall Remark 3.7), we have

\[ J(x_{t+1}, C_{t+1}) \leq J(x_t, C_{t+1}) + \frac{L}{2} \| x_{t+1} - x_t \|^2 + \langle \nabla_x J(x_t, C_{t+1}), x_{t+1} - x_t \rangle. \]

Using (8), we get

\[ J(x_{t+1}, C_{t+1}) \leq J(x_t, C_{t+1}) - c(\alpha) \| \nabla_x J(x_t, C_{t+1}) \|^2, \]

where \( c(\alpha) = \alpha \left( 1 - \frac{\alpha L}{2} \right) \). Choosing \( \alpha < \frac{2}{L} \) ensures that \( c(\alpha) > 0 \), and combining with (11), we get

\[ J(x_{t+1}, C_{t+1}) \leq J(x_t, C_{t+1}) - c(\alpha) \| \nabla_x J(x_t, C_{t+1}) \|^2 \]

\[ \leq J(x_t, C_t) \]

(12)

which completes the proof.

The remaining proofs can be found in Appendix A. The following lemma shows that, if two cluster centers are sufficiently close, the optimal clustering sets match.

Lemma 4.9. Let \( x \in \mathbb{R}^d \) represent cluster centers. Then, \( \exists \epsilon > 0 \), such that, for any center \( x' \in \mathbb{R}^d \), satisfying \( \max_{i \in [K]} g(x(i), x'(i)) < \epsilon \), we have \( U_{x'} \subset U_x \).

The next lemma shows that, if a limit point of the sequence of centers exists, it must be a fixed point.

Lemma 4.10. Any convergent subsequence of the sequence \( \{x_t\} \), generated by (6)-(7), converges to a fixed point.

The next lemma proves a stronger result, namely, that the clusters converge in finite time.

Lemma 4.11. For any convergent subsequence of the sequence of centers, \( \exists s_0 > 0 \), such that \( \forall s \geq s_0 : C_{t_s+1} \in U_{x_*} \), where \( x_* \) is the limit of the sequence \( \{x_t\} \).

The following lemma shows that the generated sequence of cluster centers stays bounded.

Lemma 4.12. The sequence of cluster centers \( \{x_t\} \), generated by (6)-(7), is bounded.

The next lemma shows that, if a point in the sequence of centers is sufficiently close to a fixed point, then all the subsequent points remain in the neighborhood of the fixed point.

Lemma 4.13. Let \( \{x_t\} \) be the sequence of cluster centers generated by (6)-(7), with the step-size satisfying \( \alpha < \frac{2}{L} \). Let \( x_* \) be a fixed point, in the sense that \( U_{x_*} \neq \emptyset \). Then, \( \exists \epsilon > 0 \), such that, for some \( t_0 > 0 \), such that, if \( \| x_t - x_* \| \leq \epsilon \), for all \( t \geq t_0 \), then \( \| x_t - x_* \| \leq \epsilon \), for all \( t \geq t_0 \).

We are now ready to prove Theorem 4.7.

Proof of Theorem 4.7. By Lemma 4.8 and the fact that the corresponding sequence of costs \( \{J(x_t, C_t)\} \) is nonnegative, we know this sequence converges to some \( J_* \in \mathbb{R}_+ \), by the monotone convergence theorem. On the other hand, by Bolzano-Weierstrass theorem and Lemma 4.12, the sequence \( \{x_t\} \) has a convergent subsequence, \( \{x_{t_s}\} \), with some \( x_* \in \mathbb{R}^d \) as its limit. From the continuity of \( J \) and convergence of \( \{x_{t_s}\} \), we can then conclude that \( J_* = \lim_{s \rightarrow +\infty} J(x_{t_s}, C_{t_s}) = J(x_*, C_*) \), for some \( C_* \in U_{x_*} \). Lemma 4.10 then implies that \( x_* \) is a fixed point. Finally, Lemmas 4.11 and 4.13 imply the convergence of the entire sequence \( \{x_t\} \) to \( x_* \).

Remark 4.14. We note that the convergence guarantees of our method are independent of the initialization. Therefore, our method is amenable to seeding procedures, such as \( K \)-means++.

5. Fixed point analysis

In this section we analyse the fixed points and their properties. To begin with, we formally define the notion of Voronoi partitions, e.g., (Okabe et al., 2000).

Definition 5.1. Let \((V, d)\) be a metric space. For a set \( X \subset V \), and \( z = (z(1), \ldots, z(K)) \in V^K \), we say that \( P = (P(1), \ldots, P(K)) \) is a Voronoi partition of the set \( X \), generated by \( z \), with respect to the metric \( d \), if \( P \) is a partition of \( X \) and additionally, for every \( i \in [K] \)

\[ P(i) = \{ x \in X : d(z(i), x) \leq d(z(j), x), \forall j \neq i \}. \]

From Definitions 4.1 and 5.1, it is clear that, for a fixed point \((x_*, C_*)\), the clustering \( C_* \) represents a Voronoi partition of \( D \), with respect to \( g \), generated by \( x_* \). Moreover, from Definition 4.2, it is clear that, for any point \( x \), the set \( U_x \) represents the set of all possible Voronoi partitions of \( D \), generated by \( x \).
From the cluster reassignment step (6), we can see that in our approach, the clusters represent Voronoi partitions with respect to \( g \). It is known that different distance metrics induce different Voronoi partitions, e.g., (Okabe et al., 2000), and the choice of metrics affects the shape of the resulting partitions. For example, choosing \( g_1(x, y) = \|x - y\| \), the standard Euclidean distance and \( g_2(x, y) = \|x - y\|_A \), a Mahalanobis distance (see (14) ahead), would potentially result in different Voronoi partitions of the dataset. In that sense, the distance function \( g \) determines the cluster shape.

Using (9), the fixed point condition from Definition 4.1 is equivalent to

\[
\forall i \in [K] : \nabla_x J_i(x^*(i), C^*(i)) = 0 \iff
\forall i \in [K] : \sum_{y \in C(i)} p^*_y \nabla_x f(x^*(i), y) = 0. \tag{13}
\]

From (13), we can see that the exact location of a cluster center is determined by \( f \). In that sense, the cost function \( f \) determines the location of cluster centers. For example, for the choice \( g(x, y) = \|x - y\| \), \( f_1(x, y) = \frac{1}{2}\|x - y\|^2 \) and \( f_2(x, y) = \phi_2(g(x, y)) \), where \( \phi_2 \) is the Huber loss defined in (5), we can see that in both cases the cluster shapes will be determined by the Euclidean distance metric. However, applying (13) to \( f_1 \) and \( f_2 \), it can be shown that

\[
x_1(i) = \frac{1}{\mu_D(C_1(i))} \sum_{y \in C_1(i)} p^*_y y,
\]

\[
x_2(i) = \frac{\sum_{y \in C_2(i)} p^*_y y + \sum_{y \in C_2(i)} \frac{\delta}{\|x_2(i) - y\|} p^*_y y}{\sum_{y \in C_2(i)} p^*_y + \sum_{y \in C_2(i)} \frac{\delta}{\|x_2(i) - y\|} p^*_y},
\]

where \( C_1(i) = \{y \in C(i) : \|x_2(i) - y\| > \delta\} \), \( C_2(i) = \{y \in C(i) : \|x_2(i) - y\| \leq \delta\} \), \( x_1(i) \) and \( x_2(i) \) satisfy (13) for \( f_1 \) and \( f_2 \) respectively, and \( \mu_D(C(i)) = \sum_{y \in C(i)} p^*_y \) represents the measure of the \( i \)-th cluster center. Hence, we see that the function \( f \) dictates the exact location of the cluster center within the cluster.

**Remark 5.2.** Note that, while a fixed point of Huber loss takes the form of \( x_2(i) \), as defined above, it is not actually a trivially computable closed form solution, as both sides of the equality contain \( x_2(i) \). Therefore, to obtain such a form in practice, an iterative solver is required.

**5.1. Case study: Centroidal Voronoi Partitions**

A Voronoi partition \( C \) of the set \( \mathcal{D} \) generated by \( x \) is called centroidal, if the generator of each partition corresponds to its center, i.e.

\[
x(i) = \frac{1}{\mu_D(C(i))} \sum_{y \in C(i)} p^*_y, \forall i \in [K].
\]

The authors in (Banerjee et al., 2005) show that, if the cost function \( f \) is a Bregman divergence, the Lloyd-type algorithm (Lloyd, 1982) is optimal, i.e., using centroidal Voronoi partitions results in the minimal loss in Bregman information. In what follows, we show that, for a Bregman divergence-type cost function, our algorithm converges to the set of centroidal Voronoi partitions. To this end, we first define the notion of Bregman divergence.

**Definition 5.3.** Let \( \phi : \mathbb{R}^d \mapsto \mathbb{R} \) be a strictly convex, differentiable function. The Bregman divergence defined by \( \phi \) is given by \( d_\phi(p, q) = \phi(p) - \phi(q) - \langle \nabla \phi(q), p - q \rangle \).

As a consequence of strict convexity of \( \phi \), we have \( d_\phi \geq 0 \), and \( d_\phi(p, q) = 0 \iff p = q \). However, in general, \( d_\phi \) is not a metric. Therefore, in our framework, Bregman divergences are used as \( f(x, y) = d_\phi(y, x) \). To define an appropriate metric \( g \), we rely on the works (Acharyya et al., 2013), (Chen et al., 2008), that show a rich class of Bregman divergences that represent squares of metrics. Examples include Mahalanobis distance based Bregman divergences, as well as the Jensen-Shannon entropy. We show in Appendix B that, on a properly defined support, the Jensen-Shannon entropy satisfies Assumptions 2.1-3.5. Here, we define the Mahalanobis distance based Bregman divergences and show how they fit our framework. Let \( A \in \mathbb{R}^{d \times d} \) be a symmetric positive definite matrix. The corresponding Bregman divergence is then given by

\[
d_\phi(x, y) = \frac{1}{2} (x - y)^T A (x - y). \tag{14}
\]

This class of Bregman divergences is covered by our formulation, for the choice

\[
f(x, y) = \frac{1}{2} (x - y)^T A (x - y),
\]

\[
g(x, y) = \|x - y\|_A,
\]

where \( \|x\|_A := \sqrt{\langle x, x \rangle} \).

**Lemma 5.4.** Let \( f \) be a Bregman divergence, satisfying Assumptions 2.1-3.5. Then, the gradient clustering algorithm converges to the set of centroidal Voronoi partitions.

The proof of Lemma 5.4 can be found in Appendix A.

**5.2. Case study: Beyond Centroidal Voronoi Partitions**

Note that, in the case the cost used is a Bregman distance, the fixed point has a closed-form solution (39). Therefore, in each iteration of the algorithm, it is possible to compute the optimal cluster center, which is exactly what the Lloyd algorithm does. The Lloyd algorithm (Lloyd, 1982), and its generalization (Banerjee et al., 2005), perform the following two steps:

1. **Cluster reassignment:** for each \( y \in \mathcal{D} \), find the cluster center \( i \in [K] \), such that

\[
g(x_t(i), y) \leq g(x_t(j), y), \forall j \neq i,
\]
and assign the point \( y \) to cluster \( C_{t+1}(i) \).

2. **Center update:** for each \( i \in [K] \), perform the following update

\[
x_{t+1}(i) = \frac{1}{\mu_D(C_{t+1}(i))} \sum_{y \in C_{t+1}(i)} p_y y.
\]

(15)

The authors in (Bottou & Bengio, 1995) analyze the update rule (15) and show that it corresponds to performing a Newton step in each iteration. The authors in (Banerjee et al., 2005) show an even stronger result - in the case \( f \) is a Bregman divergence, the update (15) corresponds to the optimal update, in terms of minimizing the Bregman information.

From that perspective, naively extending the Lloyd’s algorithm to a general cost \( f \) would correspond to

\[
x_{t+1}(i) = \arg \min_{x(i)} \sum_{y \in C_{t+1}(i)} \frac{p_y}{\mu_D(C_{t+1}(i))} f(x(i), y).
\]

(16)

Performing the update (16) would require solving an optimization problem in each iteration. This computation might be prohibitively expensive. In this case, the update (7) is preferred, as computing the gradient is a feasible, and in many cases cheap operation.

An example of such a function is the Huber loss, defined in (5). Huber loss provides robustness, e.g., (Ke & Kanade, 2005), as it behaves like the squared loss when its modulus is smaller than a given threshold, while it grows only linearly for points whose modulus is bigger than a given threshold.

In our framework, Huber loss is used as

\[
f(x, y) = \phi_\delta(||x - y||) = \begin{cases} \frac{1}{2} ||x - y||^2, & ||x - y|| \leq \delta \\
\delta ||x - y|| - \frac{\delta^2}{2}, & ||x - y|| > \delta \end{cases}
\]

(17)

A closed form expression satisfying (16), for the cost (17) does not exist. Therefore, to perform the update (16) in practice, requires solving an optimization problem in every iteration. On the other hand, from (5) and (17), we have

\[
\nabla_x f(x, y) = \begin{cases} (x - y), & ||x - y|| \leq \delta \\
\delta \frac{x - y}{||x - y||}, & ||x - y|| > \delta \end{cases}
\]

hence the gradient update is straightforward to compute.

Note that computing the gradient update of the Huber loss corresponds to performing gradient clipping, effectively dampening the contribution of points that are far away from the current center estimate. We show in Appendix B that Huber loss satisfies Assumptions 2.1-3.5.

### 6. Numerical experiments

In this section we demonstrate the effectiveness of the proposed method. The experiments presented in this section were performed on the MNIST dataset (LeCun et al.). In Appendix C we present additional numerical experiments, performed on the Iris dataset (Fisher, 1936). Throughout the experiments, we assume a uniform distribution over the data, i.e., \( \mu_D(y_i) = \frac{1}{N} \), \( \forall i = 1, \ldots, N \), with \( D = \{y_1, \ldots, y_N\} \).

The MNIST training dataset consists of handwritten digits, along with the corresponding labels. The data is initialized normalized (divided by the highest value in the dataset), so that each pixel belongs to the \([0, 1]\) interval. Next, we select the first 500 samples of the digits 1 through 7. In total, our dataset consists of \( N = 3500 \) points, each being in \([0, 1]^{768}\) (as there are \( 28 \times 28 \) pixels), with the number of underlying clusters \( K = 7 \).

For the first experiment, we utilised the gradient based clustering using the standard squared Euclidean cost. In our setup, that corresponds to: \( f(x, y) = \frac{1}{2} ||x - y||^2 \), \( g(x, y) = ||x - y|| \). We refer to the resulting method as gradient \( K \)-means and compare it with the standard \( K \)-means (Lloyd, 1982), (Banerjee et al., 2005). In line with our theory, we set the step-size equal to \( \alpha = \frac{1}{2} = \frac{1}{\sqrt{768}} \). For a fair comparison, we set the initial centers of both methods to be the same. In particular, we take a random point from each class and set them as the initial centroids.

We run the clustering experiments for 20 times and present the mean performance (solid line), as well as the standard deviation (shaded region). The measure of performance used is the fraction of correctly clustered samples. Note that both methods are unsupervised, i.e., do not use labels when learning. However, we used the labels as ground truth, when comparing the clustering results. In order to account for a possible label mismatch, we checked all the possible label permutations when computing the clustering accuracy and chose the highest score as the true score. The results are presented in Figure 1.

Figure 1 shows that accuracy-wise, the gradient based \( K \)-means slightly outperforms the standard \( K \)-means. Speed-wise, the standard \( K \)-means update converges faster, which is to be expected, as the \( K \)-means update corresponds to performing the exact \( \arg\min \) step in each iteration.

For the second experiment, we added zero mean Gaussian noise to a fraction of points from all classes, thus introducing noise. In order to combat the noise, we use a Huber loss function for our gradient based clustering method. In our framework, the Huber loss is used as in (17). We compare the performance of the gradient based Huber loss clustering and the Huber based method from (Pediredla & Seelamantula, 2011). The authors in (Pediredla & Seelamantula, 2011) consider a method that is based on a fixed-point itera-
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Figure 1. Accuracy of the Lloyd based \( K \)-means vs the gradient based \( K \)-means algorithm. Presents the accuracy of clustering digits 1 through 7 from the MNIST dataset.

\[
x_{t+1}(i) = \frac{\sum_{y \in C_t(i)} p_y y + \sum_{y \in \bar{C}_t(i)} \frac{\delta}{\|x_t(i) - y\|} p_y y}{\sum_{y \in C_t(i)} p_y + \sum_{y \in \bar{C}_t(i)} \frac{\delta}{\|x_t(i) - y\|} p_y},
\]

where \( C_t(i) = \{ y \in C_t(i) : \|x_t(i) - y\| > \delta \} \), \( \bar{C}_t(i) = \{ y \in C_t(i) : \|x_t(i) - y\| \leq \delta \} \). The authors also suggest initializing the method by doing one round of Lloyd’s algorithm from a random starting point. For fairness of comparison, we initialize both the gradient Huber and the method from (Pediredla & Seelamantula, 2011) (which we refer to as “Huber” in the figures) in this way.

As in the previous experiment, we report the average results over 20 runs, along with the standard deviation. We consider the effects of changing the percentage of noisy samples and changing the variance of the noise. In all the experiments, we fix the Huber loss parameter to \( \delta = 10 \) and use the same step-size as in the standard \( K \)-means case, i.e., \( \alpha = \frac{1}{3500} \). The results are presented in the Figure 2 below.

Figure 2 shows the performance of the Huber loss gradient method vs the method from (Pediredla & Seelamantula, 2011) on MNIST data. The rows correspond to percentage of noisy samples being 10% and 20%, with columns corresponding to variance of noise being 1 and 2, respectively (e.g., the upper left image corresponds to 10% of noisy samples, with variance 1, etc.).

7. Conclusion

We proposed an approach to clustering, based on the gradient of a generic loss function, that measures clustering quality with respect to cluster assignments and cluster center positions. The approach is based on a formulation of the clustering problem that unifies the previously proposed distance based clustering approaches. The main advantage of the algorithm, compared to the standard approaches is its applicability to a wide range of clustering problems, low computational cost, as well as the ease of implementation. We prove that the sequence of centers generated by the algorithm converges to an appropriately defined fixed point, under arbitrary center initialization. We further analyze the type of fixed points our algorithm converges to, and show consistency with prior works, in case the cost is a Bregman divergence. Most notably, the assumed generic formulation includes loss functions beyond Bregman divergences (such as the Huber loss), for which the \( K \)-means-type averaging cluster center update step is not appropriate, while the step that corresponds to exact minimization with respect to the loss is computationally expensive. To combat these challenges, the proposed method involves a single gradient step with respect to the loss to update cluster centers. Numerical experiments illustrate and corroborate the results.
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A. Missing proofs

In this section we provide the proofs omitted from the main body.

Proof of Lemma 4.9. For given cluster centers \( x \in \mathbb{R}^{Kd} \) and each data point \( y \in \mathcal{D} \), we denote by \( K_*^\star(x)(y) \) the set of cluster indices \( i \) whose centers \( x(i) \) are closest to \( y \):

\[
K_*^\star(x)(y) = \arg \min_{i \in [K]} g(x(i), y).
\]

Define

\[
\epsilon_0 := \min_{y \in \mathcal{D}} \min_{i \in [K] \setminus K_*^\star(x)(y)} g(x(i), y) - g(x(c^\star_i), y),
\]

where \( c^\star_i \) denotes an arbitrary cluster in \( K_*^\star(x)(y) \). By the construction of \( K_*^\star(x)(y) \) and finiteness of the set of data points \( \mathcal{D} \), we have that \( \epsilon_0 > 0 \).

Let \( \mathcal{X}_x, \epsilon := \{ x' \in \mathbb{R}^{Kd} : g(x(i), x(i')) < \epsilon, \forall i \in [K] \} \), where \( \epsilon > 0 \). We show that, for each \( x' \in \mathcal{X}_x, \epsilon / 2 \), for each \( y \in \mathcal{D} \), there holds

\[
K_*^\star(x)(y) \subseteq K_*^\star(x')(y).
\]

From (19), it is easy to see that any optimal cluster assignment with respect to \( x', C \in U_{x'} \), will also be optimal with respect to \( x \), thus implying the claim of the lemma.

To prove (19), fix an arbitrary data point \( y \) and fix an arbitrary \( i \in K_*^\star(x)(y) \). We want to show that \( i \in K_*^\star(x)(y) \) as well, i.e., that cluster center \( x(i) \) belongs to the set of cluster centers \( x \) closest to \( y \). By the triangle inequality for \( g \), we have

\[
g(x(i), y) \leq g(x(i), x'(i)) + g(x'(i), y) < \frac{\epsilon_0}{2} + g(x'(j), y) \leq \frac{\epsilon_0}{2} + g(x(j), x'(j)) + g(x(j), y) < \epsilon_0 + g(x(j), y),
\]

where in the second line we use the fact that \( x' \in \mathcal{X}_x, \epsilon / 2 \) (for index \( i \)) and the fact that \( i \in K_*^\star(x)(y) \), in the third line we apply the triangle inequality for \( g \), and in the fourth line we use again the fact that \( x' \) is in the \( \epsilon_0 / 2 \) neighborhood of \( x \) (for index \( j \)).

For the sake of contradiction, suppose now that \( i \notin K_*^\star(x)(y) \) and take \( j \in K_*^\star(x)(y) \) (note that (20) holds for all \( j \in [K] \)). Then, from (18) we have \( g(x(i), y) \geq g(x(j), y) + \epsilon_0 \), which clearly contradicts (20). This proves (19) and subsequently proves the lemma.

Proof of Lemma 4.10. Let \( \{ x_r \}_{r=0}^\infty \) be a convergent subsequence of \( \{ x_i \} \). Let \( x_* \) be its limit point and assume the contrary, that \( x_* \) is not a fixed point. By Definition 4.1, this means

\[
\| \nabla_x J(x_*, C) \| > 0, \quad \forall C \in U_{x_*}.
\]

As the number of possible clusterings is finite, we can define

\[
\min_{C \in U_{x_*}} \| \nabla_x J(x_*, C) \| = \epsilon_1 > 0.
\]

From the assumption \( x_r \to x_* \), we have that, for a fixed \( \delta_* > 0 \), there exists a sufficiently large \( s_0 > 0 \), such that

\[
\forall i \in [K], \quad \forall s \geq s_0 : \| x_r(i) - x_s(i) \| < \delta_*,
\]

It then follows from the continuity of \( g \) that there exists a sufficiently large \( s_0 > 0 \), such that \( g(x_r(i), x_s(i)) < \epsilon_* \). Per Lemma 4.9, we then have \( C_{x_r,s+1} \in U_{x_r, s} \subset U_{x_*}, \forall s \geq s_0 \). From (21), we have

\[
\| \nabla_x J(x_*, C_{x_{s+1}}) \| \geq \epsilon_1, \quad \forall s \geq s_0.
\]

Next, using the results established in Lemma 4.8, we have

\[
J(x_{t+1}, C_{t+1}) \leq J(x_t, C_t) - c(\alpha) \| \nabla_x J(x_t, C_{t+1}) \|^2 \leq J(x_{t-1}, C_{t-1}) - c(\alpha) \| \nabla_x J(x_{t-1}, C_t) \|^2 - c(\alpha) \| \nabla_x J(x_t, C_{t+1}) \|^2 \leq \ldots \leq J(x_0, C_1) - c(\alpha) \sum_{t=0}^{t} \| \nabla_x J(x_r, C_{r+1}) \|^2.
\]
Rearranging, we get
\[
c(α) \sum_{t=0}^{t} \| \nabla_{x} J(x_{r}, C_{r+1}) \|^2 \leq J(x_{0}, C_{1}) - J(x_{t+1}, C_{t+1}) \leq J(x_{0}, C_{1}).
\]  
(23)
Additionally, we have
\[
\sum_{j=0}^{s(t)} \| \nabla_{x} J(x_{t_{j}}, C_{t_{j}+1}) \|^2 \leq \sum_{j=0}^{t} \| \nabla_{x} J(x_{j}, C_{j+1}) \|^2,
\]
where \( s(t) = \sup \{ j : t_{j} \leq t \} \). Combining (23) and (24), we get
\[
c(α) \sum_{j=0}^{s(t)} \| \nabla_{x} J(x_{t_{j}}, C_{t_{j}+1}) \|^2 \leq J(x_{0}, C_{1}).
\]
(25)
Noting that the term on the right hand side of (25) is finite and independent of \( t \), and \( s(t) \to +\infty \) as \( t \to +\infty \), we can take the limit as \( t \to +\infty \), to obtain
\[
c(α) \sum_{j=0}^{\infty} \| \nabla_{x} J(x_{t_{j}}, C_{t_{j}+1}) \|^2 \leq J(x_{0}, C_{1}) < +\infty,
\]
which implies
\[
\lim_{s \to \infty} \| \nabla_{x} J(x_{t_{s}}, C_{t_{s}+1}) \|^2 = 0.
\]
Fix an \( \epsilon > 0 \). By the definition of limits, there exists a \( s_{1} > 0 \), such that
\[
\| \nabla_{x} J(x_{t_{s}}, C_{t_{s}+1}) \| < \epsilon, \forall s \geq s_{1}.
\]
On the other hand, from \( x_{t_{s}} \to x_{*} \), there exists a \( s_{2} > 0 \), such that
\[
\| x_{t_{s}} - x_{*} \| < \epsilon, \forall s \geq s_{2}.
\]
As \( C_{x_{t_{s}+1}} \in U_{x_{t_{s}}} \subset U_{x_{*}}, \forall s \geq s_{0} \), for any \( s \geq \max \{ s_{0}, s_{1}, s_{2} \} \), we have
\[
\| \nabla_{x} J(x_{*}, C_{t_{s}+1}) \| \leq \| \nabla_{x} J(x_{*}, C_{t_{s}+1}) - \nabla_{x} J(x_{t_{s}}, C_{t_{s}+1}) \| + \| \nabla_{x} J(x_{t_{s}}, C_{t_{s}+1}) \| \leq L \| x_{*} - x_{t_{s}} \| + \epsilon < (L + 1)\epsilon,
\]
where we used the Lipschitz continuity of the gradients of \( J \) in the second inequality. As \( \epsilon > 0 \) was arbitrarily chosen, we can conclude
\[
\| \nabla_{x} J(x_{*}, C_{t_{s}+1}) \| \to 0,
\]
(26)
which clearly contradicts (22). Hence, we can conclude that \( x_{*} \) is a fixed point, i.e.,
\[
\exists C \in U_{x_{*}} : \| \nabla_{x} J(x_{*}, C) \| = 0.
\]

**Proof of Lemma 4.11.** Let
\[
\delta := \min_{C \in U_{x_{*}\setminus \overline{U}_{x_{*}}}} \| \nabla_{x} J(x_{*}, C) \|.
\]

Note that, by construction of \( U_{x_{*}} \), it must be that \( \| \nabla_{x} J(x_{*}, C) \| > 0 \) for each \( C \in U_{x_{*}\setminus \overline{U}_{x_{*}}} \), which together with the finiteness of \( U_{x_{*}\setminus \overline{U}_{x_{*}}} \), implies \( \delta > 0 \).

For the sake of contradiction, suppose now that \( C_{t_{s}+1} \in U_{x_{*}\setminus \overline{U}_{x_{*}}} \), infinitely often. Then, \( \| \nabla_{x} J(x_{*}, C_{t_{s}+1}) \| \geq \delta \) infinitely often, which clearly contradicts (26).
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Proof of Lemma 4.12. By Lemma 4.8, we have
\[ \ldots \leq J(x_t, C_{t+1}) \leq \ldots \leq J(x_1, C_1) \leq J(x_0, C_1) < +\infty. \] (27)

Recalling equation (4), for \( x \in \mathbb{R}^K \) and a clustering \( C \), we define
\[ J_i(x(i), C(i)) = \sum_{y \in C(i)} p_{ij}(x(i), y), \]
so that
\[ J(x, C) = \sum_{i=1}^{K} J_i(x(i), C(i)). \] (28)

For the sake of contradiction, suppose that the sequence of centers \( \{x_t\} \) is unbounded. This implies the existence of a cluster \( k \) and a subsequence \( t_s \) such that \( \|x_t(i)\| \to +\infty \). For each \( t_s \), let \( t_s = \max\{t \leq t_s : C_i(i) \neq \emptyset\} \), i.e., \( t_s \) is the largest element in the sequence prior to \( t_s \), such that the \( i \)-th cluster is non-empty.

Recalling the update rule (7), it is not hard to see that \( x_t(i) = x_t(i) \), for all \( s \), implying \( \|x_t(i)\| \to +\infty \). By Assumption 3.3 and the fact that \( C_t(i) \) is nonempty for each \( s \), we have
\[ \lim_{\|x_t(i)\| \to +\infty} J_k(x_t(i), C_t(i)) = +\infty. \] (29)

Note that this is the case regardless of the clustering \( C_t \), as the dataset \( D \) is finite, and therefore a bounded set. It is easy to see that unboundedness of \( J_i \) implies unboundedness of \( J \), i.e., \( \lim_{s \to +\infty} J(x_t, C_t) = +\infty \). But this contradicts (27), hence proving the claim of the lemma.

Proof of Lemma 4.13. Recall that, by Lemma 4.8, the sequence of costs \( \{J(x_t, C_t)\}_{t \geq 0} \) is decreasing. Moreover, since \( J(x, C) \geq 0 \), we know that the limit of the sequence of costs exists and is finite. Let
\[ J_* = \lim_{t \to \infty} J(x_t, C_t). \] (30)

By assumption, \( \overline{U}_x \neq \emptyset \). From the definition of \( \overline{U}_x \), for all \( C \in U_x \setminus \overline{U}_x \), we have
\[ \|\nabla_x J(x_*, C)\| > 0. \] (31)

As \( U_x \) is a finite set, we can define
\[ \epsilon_1 = \min_{C \in U_x \setminus \overline{U}_x} \|\nabla_x J(x_*, C)\| > 0. \]

Let \( \epsilon > 0 \) be such that Lemma 4.9 holds. From the continuity of \( g \), we have
\[ \exists \delta_\epsilon > 0 \forall x : \|x - x_*\| < \delta_\epsilon \implies g(x, x_*) < \epsilon. \] (32)

Define
\[ \epsilon_x = \min \left\{ \delta_\epsilon, \frac{\epsilon_1}{L} \right\}. \] (33)

For an arbitrary \( \epsilon \in (0, \epsilon_x) \), let \( t_0 > 0 \) be such that
\[ J(x_t, C_t) \leq J_* + \frac{c(\alpha)}{2}(\epsilon_1 - L\epsilon)^2, \forall t \geq t_0, \] (34)

with \( c(\alpha) \) defined as in Lemma 4.8. Note that the choice of \( t_0 \) is possible, from (30) and the fact that \( (\epsilon_1 - L\epsilon)^2 > 0 \). Our goal now is to show that, for a fixed \( \epsilon \in (0, \epsilon_x) \), if for some \( t : t \geq t_0 \) and \( \|x_t - x_*\| < \epsilon \), then \( \|x_{t+1} - x_*\| < \epsilon \).

First note that, if \( t \geq t_0 \) and \( \|x_t - x_*\| < \epsilon \), it holds that \( C_{t+1} \in \overline{U}_x \). To see this, assume the contrary, \( \|x_t - x_*\| < \epsilon \) and \( C_{t+1} \notin \overline{U}_x \). It follows from (33) that
\[ \|x_t - x_*\| < \delta_\epsilon. \]
From (32) and Lemma 4.9, we then have $U_{x_t} \subset U_{x_*}$, and hence, $C_{t+1} \in U_{x_*}$. Using Lipschitz continuity of gradients of $J$, we get
\[
\|\nabla_x J(x_t, C_{t+1}) - \nabla_x J(x_*, C_{t+1})\| \leq L\|x_t - x_*\| \leq L\varepsilon. \tag{35}
\]
As $C_{t+1} \notin U_{x_*}$, from (31), we have
\[
\|\nabla_x J(x_*, C_{t+1})\| \geq \varepsilon_1. \tag{36}
\]
Applying the triangle inequality, (35) and (36), we get
\[
\|\nabla_x J(x_t, C_{t+1})\| \geq \varepsilon_1 - L\varepsilon. \tag{37}
\]
Note that, by (33), the right-hand side of (37) is positive. Combining (12), (34) and (37), we have
\[
J(x_{t+1}, C_{t+1}) \leq J(x_t, C_t) - c(\alpha)\|\nabla_x J(x_t, C_{t+1})\|^2 \leq J_* + \frac{c(\alpha)}{2}(\varepsilon_1 - L\varepsilon)^2 - c(\alpha)\|\nabla_x J(x_t, C_{t+1})\|^2
\leq J_* + \frac{c(\alpha)}{2}(\varepsilon_1 - L\varepsilon)^2 - c(\alpha)(\varepsilon_1 - L\varepsilon)^2 < J_*,
\]
which is a contradiction. Hence, $C_{t+1} \in U_{x_*}$.

Using Assumption 3.5, the update rule (8), and the fact that $C_{t+1} \in U_{x_*}$, we have
\[
\|x_{t+1} - x_*\|^2 = \|x_t - \alpha \nabla_x J(x_t, C_{t+1}) - x_*\|^2 = \|x_t - x_*\|^2 + \alpha^2 \|\nabla_x J(x_t, C_{t+1})\|^2 - 2\alpha \langle \nabla_x J(x_t, C_{t+1}), x_t - x_* \rangle
\leq \|x_t - x_*\|^2 - \alpha \left(\frac{2}{L} - \alpha\right) \|\nabla_x J(x_t, C_{t+1})\|^2 \leq \|x_t - x_*\|^2 < \epsilon^2,
\]
where the second inequality follows from the step-size choice $\alpha < \frac{2}{L}$. Therefore, we have shown that
\[
\|x_t - x_*\| < \epsilon \implies \|x_{t+1} - x_*\| < \epsilon.
\]
The same result holds for all $s > t$ inductively, which proves the claim. \hfill \Box

**Proof of Lemma 5.4.** To this end, we want to show that, for an arbitrary fixed point $(x_*, C_*)$ of the algorithm, the pair produces a centroidal Voronoi partition.

From Definition 4.1, it is clear that $C_*$ is a Voronoi partition of the dataset, generated by $x_*$. Now, let $f(x, y)$ be a Bregman divergence, for some strictly convex $\phi$. From the definition of Bregman divergence, we then have
\[
\nabla_x f(x, y) = -\nabla \phi(x) + \nabla \phi(x) - \nabla^2 \phi(x)(y - x) = \nabla^2 \phi(x)(x - y).
\]
Combining with (13), we get, for all $i \in [K]$
\[
0 = \sum_{y \in C_*(i)} p_y \nabla_x f(x_*(i), y) = \nabla^2 \phi(x_*(i)) \left( \sum_{y \in C_*(i)} p_y (x_*(i) - y) \right).
\]
From the strict convexity of $\phi$, we have
\[
\sum_{y \in C_*(i)} p_y \nabla_x f(x_*(i), y) = 0 \iff \sum_{y \in C_*(i)} p_y (x_*(i) - y) = 0 \iff \sum_{y \in C_*(i)} p_y. \tag{39}
\]
We have shown that the generators of Voronoi partitions correspond to their respective centers, which completes the proof. \hfill \Box
B. Some technical results

In this section we show some technical results used in the paper. The next lemma is taken from (Nesterov, 2018). For the sake of completeness, we provide the proof here.

**Lemma B.1.** Let $f : \mathbb{R}^d \rightarrow \mathbb{R}$ be convex and have Lipschitz continuous gradients. Then, $f$ has co-coercive gradients.

**Proof.** Define the function:

$$\phi_x(z) = f(z) - \langle \nabla f(x), z \rangle.$$  

It is straightforward to see that $\phi_x$ maintains convexity, for any $x \in \mathbb{R}^d$. It then follows that the point $x$ is a minimizer of $\phi_x$. Next, we use the following lower-bound for functions with Lipschitz continuous gradients (the proof can be found in (Nesterov, 2018)):

$$\frac{1}{2L} \| \nabla f(x) \|^2 \leq f(x) - f(x^*),$$  

(40)

where $x^*$ is a minimizer of $f$. Substituting $\phi_x$ in equation (40), we get

$$\phi_x(y) - \phi_x(x) = f(y) - \langle \nabla f(x), y \rangle - f(x) + \langle \nabla f(x), x \rangle \geq \frac{1}{2L} \| \nabla \phi_x(y) \|^2 = \frac{1}{2L} \| \nabla f(y) - \nabla f(x) \|^2.$$  

Applying the same steps to $\phi_y$, and summing the resulting inequalities, gives the desired result. \qed

The following lemma shows that Huber loss satisfies Assumptions 2.1-3.5.

**Lemma B.2.** Huber loss-based cost satisfies Assumptions 2.1-3.5.

**Proof.** Note that Huber loss is an increasing function on the domain of interest, $[0, +\infty)$. By definition,

$$g(x, y) = \| x - y \|,$$

$$f(x, y) = \phi_\delta(g(x, y)),$$

hence Assumptions 2.1 and 3.1 are satisfied. By the same argument, for a fixed $y$, we have

$$\lim_{\|x\| \to +\infty} f(x, y) = +\infty,$$

satisfying Assumption 3.3.

Next, note that $f$ is a convex function, as a composition of convex functions. By Lemma B.1, it suffices to show that $f(x, y)$ has Lipschitz continuous gradients. The gradient of $f$ is given by

$$\nabla_x f(x, y) = \begin{cases} (x-y), & \|x-y\| \leq \delta \\ \delta \frac{x-y}{\|x-y\|}, & \|x-y\| > \delta \end{cases}.$$  

We differentiate between the following cases:

1. $\|x-y\|, \|z-y\| \leq \delta$. We then have

$$\| \nabla f(x, y) - \nabla f(z, y) \| = \| (x-y) - (z-y) \| = \|x-z\|.$$  

2. $\|x-y\| \leq \delta, \|z-y\| > \delta$ (the case when $\|x-y\| > \delta, \|z-y\| \leq \delta$ is analogous). We then have

$$\| \nabla f(x, y) - \nabla f(z, y) \| = \| (x-z) + \left(1 - \frac{\delta}{\|z-y\|}\right) (z-y) \|$$

$$\leq \|x-z\| + \left(1 - \frac{\delta}{\|z-y\|}\right) \|z-y\| = \|x-z\| + \|z-y\| - \delta.$$  

Next, using the triangle inequality and $\|x-y\| \leq \delta$, we get

$$\|z-y\| \leq \|x-z\| + \|x-y\| \leq \|x-z\| + \delta.$$  

Rearranging and substituting in the equation above, we get

$$\| \nabla f(x, y) - \nabla f(z, y) \| \leq 2\|x-z\|.$$
Then, the Jensen-Shannon divergence based cost satisfies Assumptions 2.1-3.5 on $\mathbb{P}$. We next show that $D$ satisfies Assumptions 2.1 and 3.1 are satisfied. Since the domain of interest, given by (41) is bounded, Assumption 3.3 is not of interest.

It is shown in (Acharyya et al., 2013) that the Jensen-Shannon divergence represents the square of a metric. Therefore, for $D_{JS}(y \parallel x)$, we have

$$D_{JS}(y \parallel x) = \frac{1}{2}D_{KL}(y \parallel m) + \frac{1}{2}D_{KL}(x \parallel m),$$

where $m = \frac{x+y}{2}$, and $D_{KL}(\cdot \parallel \cdot)$ is the Kullback-Leibler divergence, defined by

$$D_{KL}(x \parallel y) = \sum_{i=1}^{d} x_i \log \frac{x_i}{y_i}.$$

It is shown in (Acharyya et al., 2013) that the Jensen-Shannon divergence represents the square of a metric. Therefore, for $g(x, y) = \sqrt{D_{JS}(y \parallel x)}$, $f(x, y) = D_{JS}(y \parallel x)$, Assumptions 2.1 and 3.1 are satisfied. Since the domain of interest, given by (41) is bounded, Assumption 3.3 is not of interest.

We next show that $D_{JS}$ is convex and has Lipschitz continuous gradients on $P_e$. A basic computation yields that the partial derivative of $D_{JS}$, with respect to $x_i$, is given by

$$\frac{\partial}{\partial x_i} D_{JS}(y \parallel x) = \frac{1}{2} \log \frac{2x_i}{x_i + y_i}.$$ (42)

It is then straightforward to see that the Hessian of $D_{JS}$ is a diagonal matrix, whose $i$-th diagonal element is given by

$$\frac{\partial^2}{\partial x_i^2} D_{JS}(y \parallel x) = \frac{y_i}{2(x_i + y_i)}.$$ (43)

Since $x, y \in P_e$, the expression in (43) is positive, hence $D_{JS}$ is convex on $P_e$. Next, from (42), for any $x, y, z \in P_e$, we have

$$\left| \frac{\partial}{\partial x_i} D_{JS}(y \parallel x) - \frac{\partial}{\partial z_i} D_{JS}(y \parallel z) \right| = \frac{1}{2} \left| \log \frac{x_i}{z_i} + \log \frac{z_i + y_i}{x_i + y_i} \right| \leq \max \left\{ \left| \log \frac{x_i}{z_i} \right|, \left| \log \frac{z_i + y_i}{x_i + y_i} \right| \right\}.$$
Without loss of generality, assume $x_i \geq z_i$. We then have
\[
\left| \log \frac{x_i}{z_i} \right| = \log \frac{x_i}{z_i} \leq \frac{x_i}{z_i} - 1 = \frac{x_i - z_i}{z_i} \leq \frac{1}{\epsilon} (x_i - z_i),
\]
and
\[
\left| \log \frac{z_i + y_i}{x_i + y_i} \right| = \log \frac{z_i + y_i}{x_i + y_i} \leq \frac{z_i + y_i}{x_i + y_i} - 1 = \frac{x_i - z_i}{z_i + y_i} \leq \frac{1}{\epsilon} (x_i - z_i),
\]
where we used $\log x \leq x - 1$ in the above inequalities. Hence, we have shown that
\[
\left| \frac{\partial}{\partial x_i} D_{JS}(y \parallel x) - \frac{\partial}{\partial z_i} D_{JS}(y \parallel z) \right| \leq \frac{1}{\epsilon} |x_i - z_i|.
\]
By definitions of the gradient and norm, it then follows that
\[
\left\| \nabla_x D_{JS}(y \parallel x) - \nabla_z D_{JS}(y \parallel z) \right\| \leq \frac{1}{\epsilon} \|x - z\|,
\]
which shows Lipschitz continuity of the gradients of $D_{JS}$ on $P$. Hence, by Lemma B.1, $D_{JS}$ satisfies Assumption 3.5 on $P_{\epsilon}$. \qed

Remark B.4. Note that in general, Jensen-Shannon divergence does not satisfy Assumptions 3.3 and 3.5. However, in certain problems, where the restricted probability simplex of the form (41) is a natural domain of choice, the Jensen-Shannon divergence can be applied in our framework. One such example is soft clustering under uncertainty - where no class can be ruled out with certainty, nor can a point belonging to any class be taken with certainty. Hence, for an appropriately selected $\epsilon$, the restricted probability simplex (41) represents a natural domain.

C. Additional experiments

In this section we present some additional numerical experiments. The experiments were performed on the Iris dataset (Fisher, 1936). We begin by describing the Iris dataset.

The Iris dataset consists of three species of the Iris flower, Iris setosa, Iris virginica and Iris versicolor, along with the corresponding labels. Each of the species has 50 samples, so that the total number of samples is 150. Each sample consists of 4 features, being the length and the width of the sepals and petals of the flowers. In total, the dataset consists of $N = 150$ points, with the number of underlying clusters $K = 3$.

For the first experiment, we utilised the gradient based clustering using the standard squared Euclidean cost. We compare the performance of the gradient $K$-means with the standard $K$-means. The step-size is set to $\alpha = \frac{2}{L} = \frac{2}{2N} = \frac{1}{150}$.

We run the clustering experiments for 20 times and present the mean performance (solid line), as well as the standard deviation (shaded region). The measure of performance used is the fraction of correctly clustered samples. Note that both methods are unsupervised, i.e., do not use labels when learning. However, we used the labels as ground truth, when comparing the clustering results. In order to account for a possible label mismatch, we checked all the possible label permutations when computing the clustering accuracy and chose the highest score as the true score. The results are presented in Figure 3. Figure 3 shows that accuracy-wise, the gradient based $K$-means performs identically to the standard $K$-means, at a negligible speed loss.

For the second experiment, we added zero mean Gaussian noise to a fraction of points from all classes, thus introducing noise. We again compare the performance of the gradient based Huber loss clustering and the Huber based method from (Pediredla & Seelamantula, 2011). Again, we follow the suggestions in (Pediredla & Seelamantula, 2011) and initialize both the methods by doing one round of Lloyd’s algorithm from a random starting point.

As in the previous experiment, we report the average results over 20 runs, along with the standard deviation. We consider the effects of changing the percentage of noisy samples and changing the variance of the noise. In all the experiments, we fix the Huber loss parameter to $\delta = 5$ and use the same step-size as in the standard $K$-means version, i.e., $\alpha = \frac{1}{150}$. The results are presented in the Figure 4 below.
Figure 3. Accuracy of the Lloyd based $K$-means vs the gradient based $K$-means algorithm. Presents the accuracy of clustering flowers from the Iris dataset.

Figure 4 shows the performance of the Huber loss gradient method vs the method from (Pediredla & Seelamantula, 2011), when the percentage of noisy samples and variance of noise vary. The step-size was the same as in the standard gradient $K$-means case. Comparing the rows, i.e., different percentage of noisy samples, we can see that both methods perform identically both accuracy and speed-wise, when the percentage of noisy samples is lower. However, the gradient based Huber method outperforms (Pediredla & Seelamantula, 2011) when the percentage of noisy samples is higher, more significantly when the variance is higher as well (bottom right image). Comparing the columns, i.e., different variance levels, we can see that both methods perform better when the variance of noise is lower.
Figure 4. Performance of Huber loss gradient vs the method from (Pediredla & Seelamantula, 2011) on Iris data. The rows correspond to percentage of noisy samples being 10% and 20%, with columns corresponding to variance of noise being 1 and 2, respectively (e.g., the upper left image corresponds to 10% of noisy samples, with variance 1, etc.).