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Abstract

One of the goals of learning algorithms is to complement and reduce the burden on human decision makers. The expert deferral setting wherein an algorithm can either predict on its own or defer the decision to a downstream expert helps accomplish this goal. A fundamental aspect of this setting is the need to learn complementary predictors that improve on the human’s weaknesses rather than learning predictors optimized for average error. In this work, we provide the first theoretical analysis of the benefit of learning complementary predictors in expert deferral. To enable efficiently learning such predictors, we consider a family of consistent surrogate loss functions for expert deferral and analyze their theoretical properties. Finally, we design active learning schemes that require minimal amount of data of human expert predictions in order to learn accurate deferral systems.

1. Introduction

How do we combine AI systems and human decision makers to both reduce error and alleviate the burden on the human? AI systems are starting to be frequently used in combination with human decision makers, including in high-stakes settings like healthcare (Beede et al., 2020) and content moderation (Gillespie, 2020). A possible way to combine the human and the AI is to learn a ‘rejector’ that queries either the human or the AI to predict on each input. This allows us to route examples to the AI model, where it outperforms the human, so as to simultaneously reduce error and human effort. Moreover, this formulation allows us to jointly optimize the AI so as to complement the human’s weaknesses, and to optimize the rejector to allow the AI to defer when it is unable to predict well. This type of interaction is typically referred to as expert deferral and the learning problem is that of jointly learning the AI classifier and the rejector. Empirically this approach has been shown to outperform either the human or the AI when predicting by their own (Kamar et al., 2012; Tan et al., 2018). One hypothesis is that humans and machines make different kinds of errors. For example humans may have bias on certain features (Kleinberg et al., 2018) while AI systems may have bounded expressive power or limited training data. On the other hand, humans may outperform AI systems as they may have side information that is not available to the AI, for example due to privacy constraints.

Existing deployments tend to ignore that the system has two components: the AI classifier (henceforth, the classifier) and the human. Typically the AI is trained without taking into account the human—and deferral is done using post-hoc approaches like model confidence (Raghu et al., 2019). The main problem of this approach, that we refer to as staged learning, is that it ignores the possibility of learning a better combined system by accounting for the human (and its mistakes) during training. More recent work has developed joint training strategies for the AI and the rejector based on surrogate losses and alternating minimization (Mozannar & Sontag, 2020; Okati et al., 2021). However, we lack a theoretical understanding of the fundamental merits of joint learning compared to the staged approach. In this work, we study three main challenges in expert deferral from a theoretical viewpoint: 1) model capacity constraints, 2) lack of data of human expert’s prediction and 3) optimization using surrogate losses.

When learning a predictor and rejector in a limited hypothesis class, it becomes more valuable to allocate model capacity to complement the human. We prove a bound on the gap between the approach that learns a predictor that complements human and the approach that learns the predictor ignoring the presence of the human in Section 4. To practically learn to complement the human, the literature has shown that surrogate loss functions are successful (Madras et al., 2018; Mozannar & Sontag, 2020). We propose a family of surrogate loss functions that generalizes existing surrogates such as the surrogate in (Mozannar & Sontag, 2020), and we further prove surrogate excess risk bounds and generalization properties of these surrogates in Section.
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5. Finally, a main limitation of being able to complement the human is the availability of samples of human predictions. For example, suppose we wish to deploy a system for diagnosing pneumonia from chest X-rays in a new hospital. To be able to know when to defer to the new radiologists, we need to understand their specific strengths and weaknesses. We design a provable active learning scheme that is able to first understand the human expert error boundary and learn a classifier-rejector pair that adapts to it in Section 6. To summarize, the contributions of this paper are the following:

- **Understanding the gap between joint and staged learning**: we prove bounds on the gap when learning in bounded capacity hypothesis classes and with missing human data.

- **Theoretical analysis of Surrogate losses**: we propose a novel family of consistent surrogates that generalizes prior work and analyze asymptotic and sample properties.

- **Actively learning to defer**: we provide an algorithm that is able to learn a classifier-rejector pair by minimally querying the human on selected points.

### 2. Related Work

A growing literature has focused on building models that can effectively defer predictions to human experts. Initial work posed the problem as that of a mixture of experts (Madras et al., 2018), however, their approach does not allow the model to adapt to the expert. A different natural baseline that is proposed in (Raghu et al., 2019) learns a predictor that best classifies the target and then the compare its confidence to that of the expert. This is what we refer to as *staged learning* and in our work we provide the first theoretical results on the limitations of this approach. Wilder et al. (2020) and Pradier et al. (2021) jointly learn a classifier and rejector based on the mixture of experts loss, but the method lacks a theoretical understanding and requires heuristic adjustments. Mozannar & Sontag (2020) proposes the first consistent surrogate loss function for the expert deferral setting which leads to an effective joint learning approach with subsequent work building on their approach (Raman & Yee, 2021; Liu et al., 2021). In this paper, we generalize the surrogate presented in (Mozannar & Sontag, 2020) and present generalization guarantees that enable us to effectively bound performance when learning with this surrogate. Keswani et al. (2021) proposes a surrogate loss which is the sum of the loss of learning the classifier and rejector separately but which is not a consistent surrogate. Okati et al. (2021) proposes an iterative method that alternates between optimizing the predictor and the rejector and show that it converges to a local minimum and empirically matches the performance of the surrogate in (Mozannar & Sontag, 2020). Multiple works have used the learning-to-defer paradigm in other settings (Joshi et al., 2021; Gao et al., 2021; Zhao et al., 2021; Straitouri et al., 2021).

In our work, we derive an active learning scheme that enables us to understand the human expert error boundary with the least number of examples. This bears similarity to work on onboarding humans on AI models where the objective is reversed: teaching the human about the AI models error boundary (Ribeiro et al., 2016; Lai et al., 2020; Mozannar et al., 2022) and work on machine teaching (Su et al., 2017; Zhu et al., 2018). However, our setting requires distinct methodology as we have no restrictions on the parameterization of our rejector which the previous line of work assumes. Works on Human-AI interaction usually keep the AI model fixed and optimize for other aspects of the interaction, while in our work we optimize the AI to complement the human (Kerrigan et al., 2021; Bansal et al., 2019).

The setting when the cost of deferral is constant has a long history in machine learning and goes by the name of rejection learning (Cortes et al., 2016; Chow, 1970; Bartlett & Wegkamp, 2008; Charoenphakdee et al., 2021) or selective classification (only predict on x% of data) (El-Yaniv & Wiener, 2010; Geifman & El-Yaniv, 2017; Gangrade et al., 2021; Acar et al., 2020). Shah & Manwani (2020) explored an online active learning scheme for rejection learning, however, their scheme was tailored to a surrogate for rejection learning that is not easily extendable to expert deferral. Our work also bears resemblance to active learning with weak (the expert) and strong labelers (the ground truth) (Zhang & Chaudhuri, 2015).

### 3. Problem Setting

We study classification problems where the goal is to predict a target $Y \in \{1, \cdots, K\}$ based on a set of features $X \in \mathcal{X}$, or via querying a human expert opinion $M \sim \mu_{M|X,Y}$ that has access to a domain $\mathcal{Z}$. Upon viewing the input $X$, we decide first via a rejector function $r : \mathcal{X} \to \{0, 1\}$ whether to defer to the expert, where $r(x) = 1$ means deferral and $r(x) = 0$ means predicting using a classifier $h : \mathcal{X} \to [K]$. The expert domain may contain side information beyond $X$ to classify instances. For example, when diagnosing diseases from chest X-rays the human may have access to the patient’s medical records while the AI only has access to the X-ray. We assume that $X, Y, M$ have a joint probability measure $\mu_{X,Y,M}$.

We let deferring the decision to the expert incur a cost equal to the expert’s error and an additional penalty term: $\ell_{\text{exp}}(x, y, m) = 1_{m \neq y} + \ell_{\text{exp}}(x, y, m)$ that depends on the features $x$, the value of target $Y = y$, and the expert’s prediction $M = m$. Moreover, we assume that predicting without querying the expert incurs a different
cost equal to the classifier error and an additional penalty: 
\[ \ell_{AI}(x, y, m) = I_h(x) \neq y + \text{CAT}(x, y, m) \] 
where \( h(x) \) is the prediction of the classifier. With the above in hand, we write the true risk as

\[ L_{\text{def}}(h, r) = \mathbb{E}_{X,Y,M} \left[ \ell_{AI}(X, Y, h(X)) \cdot I_{r(X)=0} + \ell_{\text{exp}}(X, Y, M) \cdot I_{r(X)=1} \right] \]  

(1)

In the setting when we only care about misclassification costs with no additional penalties, the deferral loss becomes a 0 − 1 loss as follows:

\[ L_{\text{def}}^0(h, r) = \mathbb{E} \left[ I_{h(X) \neq Y} I_{r(X)=0} + I_{M \neq Y} I_{r(X)=1} \right] \]

(2)

We focus primarily on the 0 − 1 loss for our analysis; it is also possible to extend parts of the analysis to handle additional cost penalties. We restrict our search to classifiers within a hypothesis class \( \mathcal{H} \) and a rejector function within a hypothesis class \( \mathcal{R} \). The optimal joint classifier and rejector pair is the one that minimizes (2):

\[ h^*, r^* = \arg\min_{h \in \mathcal{H}, r \in \mathcal{R}} L_{\text{def}}^0(h, r) \]  

(3)

To approximate the optimal classifier-rejector pair, we have to handle two main obstacles: (i) optimization of the non-convex and discontinuous loss function and (ii) availability of the data on human’s predictions and the true label.

In the following section 4 and in section 6, we restrict the analysis to binary labels \( Y = \{0, 1\} \) for a clearer exposition. The theoretical results in the following section are shown to apply further for the multiclass setting in a set of experimental results. However, in section 5, where we discuss practical algorithms, we switch back to the multi-class setting for full generality. In the following section, we compare two strategies for expert deferral across these two dimensions.

### 4. Staged Learning of Classifier and Rejextor

#### 4.1. Model Complexity Gap

**Staged learning.** The optimization problem framed in (3) requires joint learning of the classifier and rejector. Alternatively, a popular approach comprises of first learning a classifier that minimizes average misclassification error on the distribution, and then, learning a rejector that defers each point to either classifier or the expert, depending on who has a lower estimated error (Raghu et al., 2019; Wilder et al., 2020).

Formally, we first learn \( h \) to minimize the average misclassification error:

\[ \hat{h} = \arg\min_{h \in \mathcal{H}} \mathbb{E}_{X,Y} [I_{h(X) \neq Y}] \]

(4)

and in the second step we learn the rejector \( r \) to minimize the joint loss (2) with the now fixed classifier \( \hat{h} \):

\[ \hat{r} = \arg\min_{r \in \mathcal{R}} L_{\text{def}}^0(\hat{h}, r) \]

(5)

This procedure is particularly attractive as the two steps (4) and (5) could be cast as classification problems, and approached by powerful known tools that are devised for such problems. Despite its convenience, this method is not guaranteed to achieve the optimal loss (as in (3)), since it decouples the joint learning problem. Assuming that we are able to optimally solve both problems on the true distribution, let \((\hat{h}^*, r^*)\) denote the solution of joint learning and \((\hat{h}, \hat{r})\) the solution of staged learning. To estimate the extent to which staged learning is sub-optimal, we define the following minimax measure \( \Delta(d_1, d_2) \) for the binary label setting:

\[ \Delta(d_1, d_2) = \inf_{\mathcal{H}, \mathcal{R} \in \mathcal{D}_{d_1, d_2}} \sup_{\mu \in \mathcal{M}_{X,Y,M}} L_{\text{def}}^0(\hat{h}, \hat{r}) - L_{\text{def}}^0(\hat{h}^*, r^*) \]

To disentangle the above measure, the supremum \( \sup_{\mu \in \mathcal{M}_{X,Y,M}} \) is a worst-case over the data distribution and expert pair, while the infimum \( \inf_{\mathcal{H}, \mathcal{R} \in \mathcal{D}_{d_1, d_2}} \) is the best-case classifier-rejector model classes with specified complexity \( d_1 \) and \( d_2 \) where \( \mathcal{D}_{d_1, d_2} = \{ (\mathcal{H}, \mathcal{R}) : d(\mathcal{H}) = d_1, d(\mathcal{R}) = d_2 \} \) and \( d(\cdot) \) denotes the VC dimension of a hypothesis class. As a result, this measure expresses the worst-case gap between joint and staged learning when learning from the optimal model class given complexity of the predictor and rejector model classes. The following theorem provides a lower- and upper-bound on \( \Delta(d_1, d_2) \).

**Theorem 1.** For every set of hypothesis classes \( \mathcal{H}, \mathcal{R} \) where \( d(\cdot) \) denotes the VC-dimension of a hypothesis class, the minimax difference measure between joint and staged learning is bounded between:

\[ \frac{1}{d(\mathcal{H}) + 1} \leq \Delta(d(\mathcal{H}), d(\mathcal{R})) \leq d(\mathcal{R}) \]

(6)

Proof of the theorem can be found in Appendix A. The theorem implies that for any classifier and rejector hypothesis classes, we can find a distribution and an expert such that the gap between staged learning and joint learning is at least 1 over the VC dimension of the classifier hypothesis class. Meaning the more complex our classifier hypothesis class is, the smaller the gap between joint and staged learning is. On the other hand, the gap is no larger than the ratio between the rejector complexity over the the classifier complexity. Which again implies if our hypothesis class is comparatively much richer than the rejector class, the gap between the joint and staged learning reduces. What this doesn’t mean is that deferring to the human is not required for optimal error when the classifier model class is very large, but that training the classifier may not require knowledge of the human performance.
4.2. Data Trade-offs

Current datasets in machine learning are growing in size and are usually of the form of feature \(X\) and target \(Y\) pairs. It is unrealistic to assume that the human expert is able to individually provide their predictions for all of the data. In fact, the collection of datasets in machine learning often relies on crowd-sourcing where the label can either be a majority vote of multiple human experts, e.g. in hate-speech moderation (Davidson et al., 2017), or due to an objective measurement, e.g. a lab test result for a patient medical data. In the expert deferral problem, we are interested in the predictions of a particular human expert and thus it is infeasible for that human to label all the data and perhaps unnecessary.

In the following analysis, we assume access to fully labeled data \(S_l = \{(x_i, y_i, m_i)\}_{i=1}^{n_l}\) and data without expert labels \(S_u = \{(x_i, y_i)\}_{i=n_l+1}^{n_u}\). This is a realistic form of the data we have available in practice. We now try to understand how we can learn a classifier and rejector from the distribution \(\mu\) over joint learning.

Joint Learning. Learning jointly requires access to the dataset with the entirety of expert labels, thus we can only use \(S_l\) to learn

\[
\bar{h}, \bar{r} = \underset{\bar{h}, \bar{r}}{\arg\min} \sum_{i \in S_l} I_{h(x_i) \neq y_i} I_{r(x_i) = 0} + I_{y_i \neq m_i} I_{r(x_i) = 1}
\]

Staged learning. On the other hand, for staged learning we can exploit our expert unlabeled data to first learn \(h\):

\[
\hat{h} = \underset{\hat{h}}{\arg\min} \sum_{i \in S_u} I_{h(x_i) \neq y_i}
\]

and in the second step we learn \(\tilde{r}\) to minimize the joint loss with the fixed \(\hat{h}\) but only on \(S_l\).

Generalization. Given that staged learning exploits both datasets, we expect that if we have much more expert unlabeled data than labeled data, i.e. \(n_u \gg n_l\), then it maybe possible to obtain better generalization guarantees from staged learning. The following proposition shows that when the Bayes optimal classifier is in the hypothesis class, then staged learning can possibly improve sample complexity over joint learning.

**Proposition 1.** Let \(S_l = \{(x_i, y_i, m_i)\}_{i=1}^{n_l}\) and \(S_u = \{(x_{i+n_l}, y_{i+n_l})\}_{i=1}^{n_u}\) be two iid sample sets that are drawn from the distribution \(\mu_{XYM}\) and are labeled and not labeled by the human, respectively. Assume that the optimal classifier \(\hat{h} = \underset{\hat{h}}{\arg\min} \mathbb{E}_{X,Y \sim \mu_{XY}} [I_{h(X) \neq Y}]\) is a member of \(\mathcal{H}\) (i.e., realizability).

Let \((\hat{h}, \hat{r})\) be the staged solution and let \((\tilde{h}, \tilde{r})\) be the joint solution obtained by learning only on \(S_l\). Then, with probability at least \(1 - \delta\) we have for staged learning

\[
L_{\text{def}}^{0-1}(\hat{r}, \hat{h}) \leq L_{\text{def}}^{0-1}(h^*, r^*) + 2\mathcal{R}_{n_u}(\mathcal{H}) + 2\mathcal{R}_{n_l}(\mathcal{R})
\]

(7)

\[
+ 2 \min \{P(M \neq Y), \mathcal{R}_{n_l}[P(M \neq Y)/2](\mathcal{R})\}
\]

\[
+ C \sqrt{\frac{\log 1/\delta}{\min(n_l, n_u)}} + P(M \neq Y)e^{-n_l/2}
\]

while for joint learning we have:

\[
L_{\text{def}}^{0-1}(\tilde{r}, \tilde{h}) \leq L_{\text{def}}^{0-1}(h^*, r^*) + 2\mathcal{R}_{n_l}(\mathcal{H}) + 2\mathcal{R}_{n_u}(\mathcal{R})
\]

(8)

\[
+ 2\mathcal{R}_{n_l}[P(M \neq Y)/2](\mathcal{R}) + C \sqrt{\frac{\log 1/\delta}{n_l}} + P(M \neq Y)e^{-n_l/2}
\]

Proof of the proposition can be found in Appendix B. From the above proposition, when the Bayes classifier is in the hypothesis class, the upper bound for the sample complexity required to learn the classifier and rejector is reduced by only paying the Rademacher complexity of the hypothesis class on the unlabeled data compared to on the potentially smaller labeled dataset. The Rademacher complexity is a measure of model class complexity on the data and can be related to the VC dimension.

While in this case study staged learning may improve the generalization error bound compared to that of joint learning, the number of labeled samples for both to achieve \(\epsilon\)-upper-bound on the true risk is of order \(O(\log 1/\epsilon)\). As we can see, there exist computational and statistical trade-offs between joint and staged learning. While joint learning leads to more accurate systems, it is computationally harder to optimize than staged learning. In the next section, we investigate whether it is possible to more efficiently solve the joint learning problem while still retaining its favorable guarantees in the multiclass setting.

5. Surrogate Losses For Joint Learning

5.1. Family of Surrogates

A common practice in machine learning is to propose surrogate loss functions, which often are continuous and convex, that approximate the original loss function we care about (Bartlett et al., 2006). The hope is that these surrogates are more readily optimized and minimizing them leads to predictors that also minimize the original loss. In their work on expert deferral, (Mozannar & Sontag, 2020) reduces the learning to defer problem to cost-sensitive learning which enables them to use surrogates for cost-sensitive learning.
in the expert deferral setting. We follow the same route in deriving our novel family of surrogate losses. We now recall the reduction in (Mozannar & Sontag, 2020): define the random costs \( c \in \mathbb{R}^{K+1}_+ \) where \( c(i) \) is the \( i \)'th component of \( c \) and represents the cost of predicting label \( i \in [K+1] \). The goal of cost sensitive learning is to build a predictor \( \tilde{h} : X \rightarrow [K+1] \) that minimizes the cost-sensitive loss \( \mathbb{E}[c(\tilde{h}(X))] \). The reduction is accomplished by setting \( c(i) = \mathbb{I}(X,Y;i) \) for \( i \in [K] \) while \( c(K+1) \) represents the cost of deferring to the expert with \( c(K+1) = \ell_{\exp}(X,Y,M) \). Thus, the predictor \( \tilde{h} \) learned in cost-sensitive learning implicitly defines a classifier-rejector pair \((h,r)\) with the following encoding:

\[
\begin{align*}
  h(x), r(x) &= \begin{cases} 
    h(x) = i, r(x) = 0, & \text{if } \tilde{h}(x) = i \in [K] \\
    h(x) = 1, r(x) = 1 & \text{if } \tilde{h}(x) = K + 1
  \end{cases} \\
  (9)
\end{align*}
\]

Note that when \( \tilde{h}(x) = K + 1 \) the classifier \( h \) is left unspecified and thus we assign it a dummy value of 1. Cost-sensitive learning is a non-continuous and non-convex optimization problem that makes it computationally hard to solve in practice. In order to approximate it, we propose a novel family of cost-sensitive learning loss functions that extend any multi-class loss function to the cost-sensitive setting.

First we parameterize our predictor \( \tilde{h} \) with \( K + 1 \) functions \( f_i : X \rightarrow \mathbb{R} \) and define the predictor to be the max of these \( K + 1 \) functions: \( \tilde{h} f_i(x) = \arg \max_i f_i(x) \). Note that \( \tilde{h} f \) gives rise to the classifier-rejector pair \((h,r)\) according to the decoding rule (9).

Formally, let \( \ell_{\phi}(y, f(x)) : [K+1] \times \mathbb{R}^{K+1} \rightarrow \mathbb{R} \) be a surrogate loss function of the zero-one loss for multi-class classification. We define the extension of this surrogate to the cost-sensitive setting as:

\[
\ell_{\phi}(c, f(x)) = \sum_{i=1}^{K+1} \left[ \max_{j \in k+1} c(j) - c(i) \right] \ell_{\phi}(i, f(x)) \\
(10)
\]

Note that if \( \ell_{\phi} \) is continuous or convex, then because \( \ell_{c,\phi} \) is a finite positively-weighted sum of \( \ell_{\phi} \)'s, then \( \ell_{c,\phi} \) is also continuous or convex, respectively. We show in the following proposition that if \( \ell_{\phi} \) is a consistent surrogate for multi-class classification, then \( \ell_{c,\phi} \) is consistent for cost-sensitive learning and by the reduction above is also consistent for learning to defer.

**Proposition 2.** Suppose \( \ell_{\phi}(y, f(x)) \) is a consistent surrogate for multi-class classification, meaning if the surrogate is minimized over all functions then it also minimizes the misclassification loss:

\[
\text{let } f^* = \arg \inf_{f} \mathbb{E}[\ell_{\phi}(y, f(x))], \text{ then:} \]

\[
\tilde{h}_{f^*} = \arg \inf_{h} \mathbb{E}[\mathbb{I}_y \neq \tilde{h}(X)] \text{, where } \tilde{h}_{f^*} \text{ is defined as above.}
\]

Then, our surrogate \( \tilde{L}_{\phi}(c, g(x)) \) defined in (10) is a consistent surrogate for cost-sensitive learning and thus for learning to defer:

\[
\text{let } f^* = \arg \inf_{f} \mathbb{E}[\ell_{\phi}(c, g(x))], \text{ then:} \]

\[
h_f^*, r_f^* = \arg \inf_{h,r} L_{\text{def}}(h,r), \text{ with } (h_f^*, r_f^*) \text{ defined in (9)}
\]

Proof of the proposition can be found in Appendix C. To illustrate the family of surrogates implied by Proposition 2, we first start by recalling a family of surrogates for multi-class classification. Theorem 4 of (Zhang, 2004) shows that there is a family of consistent surrogates for 0 − 1 loss in multi-class classification parameterized by three functions \((u, s, t)\) and takes the form \( \ell_{\phi}(y, f(x)) = u(f_y(x)) + s \left( \sum_{j=1}^{K+1} t(f_j(x)) \right) \). This family is consistent under certain conditions of the aforementioned functions.

Now we show with a few of examples that this family encompasses some popular surrogates used in cost sensitive learning:

**Examples.** (1) If we set \( u(x) = -2x, s(x) = x, \) and \( t(x) = x^2, \) then we can obtain a weighted quadratic loss:

\[
\tilde{L}_2 = \mathbb{E} \left[ \pi \sum_{i=1}^{K+1} |f_i - q(i)|^2 \right], \\
(11)
\]

where \( q(i) \) is the normalized expected value of \( \max_{j \in [K+1]} c(j) - c(i) \) given \( X = x \), and \( \pi \) represents the normalization term.

(2) If we set \( u(x) = -x, \) and \( s(x) = \log(x) \) and \( t(x) = e^x, \) then we have \( au'(x) + t'(x) = -a + e^x = 0, \) and as a result \( x = \log a, \) which is an increasing function of \( a \). As a result, the surrogate loss

\[
\tilde{L}_{CE}(f) = \mathbb{E}[\sum_{i=1}^{K+1} (\max c(j) - c(i)) \log \frac{e_{f_i}(X)}{\sum_{k=1}^{K+1} e_{f_k}(X)}] \\
(12)
\]

which is the loss defined in (Mozannar & Sontag, 2020) and used for learning to defer.

5.2. Theoretical Properties of Surrogate

**Goodness of a Surrogate.** Given a surrogate, how can we quantify how well it approximates our original loss? One avenue is through the surrogate excess-risk bound as follows. Let \( \tilde{L} \) be a surrogate for the loss function \( L \), and let \( \tilde{h}^\ast \) be the minimizer of the surrogate and \( h^\ast \) the minimizer of \( L \). We call the excess surrogate risk (Bartlett et al., 2006) the following quantity if we can find a calibration function \( \psi \) such that for any \( \tilde{h} \) we have:

\[
\psi(L(h) - L(h^\ast)) \leq \tilde{L}(h) - \tilde{L}(\tilde{h}^\ast) \\
(13)
\]
The excess surrogate risk bound tells us if we are \( \epsilon \)-close to the minimizer of the surrogate, then we are \( \psi^{-1}(\epsilon) \)-close to the minimizer of the original loss.

We now show that the family of surrogates defined in (10) has a polynomial excess-risk bound and furthermore prove an excess-risk bound for the surrogate loss function \( \tilde{L}_{CE} \) defined in (Mozannar & Sontag, 2020).

**Theorem 2.** Suppose that \( \psi(x) = Cx^2 \), for \( \epsilon \in [1, \infty) \) is a calibration function for the multiclass surrogate \( \tilde{L}_\phi \) and if \( |c(i)| \leq M \) for all \( i \), then \( \psi'(x) = \frac{C}{M^2} x^2 \) is a calibration function of \( \tilde{L}_\phi \).

As an example, for the surrogate \( \tilde{L}_{CE} \) (12) the calibration function is \( \psi(x) = \frac{1}{16MK^2} x^2 \).

Proof of the theorem can be found in Appendix D. Note, that (Nowak-Vila et al., 2019) proved that the for the cross-entropy loss the calibration function \( \phi \) is of order \( \Theta(\epsilon^2) \) which is in accordance with our results.

**Generalization Error.** Equipped with the excess surrogate risk bound, we can now study the sample complexity properties of minimizing the surrogates proposed. For concreteness, we focus on the surrogate \( \tilde{L}_{CE} \) of (Mozannar & Sontag, 2020) when reduced to the learning to defer setting. The following theorem proves a generalization error bound when minimizing the surrogate \( \tilde{L}_{CE} \) for learning to defer.

**Theorem 3.** Let \( K \) denote the number of classes, and let \( \mathcal{F} \) be a hypothesis class of functions \( f : \mathcal{X} \rightarrow \mathbb{R} \) with bounded infinity norm \( \|f_i\|_{\infty} < C \). Given \( f \in \mathcal{F}^{k+1} \) the empirical minimizer of the surrogate loss \( \tilde{L}_{CE} \), then we have with probability at least \( 1 - \delta \), we have

\[
\psi(L_{\text{def}}^{-1}(h, r_f)) - \min_f L_{\text{def}}^{-1}(h, r_f) \\
\leq 2(K + 1)\mathbb{R}_n(\mathcal{F}) + \sqrt{\frac{8C - 4\log(K + 1)}{n} \log 2/\delta} \\
+ 2(K + 2) \min\{\Pr(M \neq Y), \mathbb{R}_n(\Pr(M \neq Y)/2(\mathcal{F})\} \\
+ C\Pr(M \neq Y)(k + 2)e^{-n\text{Var}(M \neq Y)/2} + e_{\phi-\text{appr}},
\]

where \( e_{\phi-\text{appr}} \) is the approximation error for the \( \phi \)-surrogate, which is defined as

\[
e_{\phi-\text{appr}} = \min_{f \in \mathcal{F}^{k+1}} \tilde{L}_{CE}(f) - \min_f \tilde{L}_{CE}(f).
\]

Proof of the theorem can be found in Appendix E. Comparing the sample complexity estimate for minimizing the surrogate to that of minimizing the 0-1 loss as computed by (Mozannar & Sontag, 2020), we find that we pay an additional penalty for the complexity of the hypothesis class in addition to the higher sample complexity that scales with \( O(\log \frac{1}{\epsilon}) \) due to the calibration function. To compensate for such increase in sample complexity, in the next section we seek to design active learning schemes that reduce the required amount of human labels for learning.

### 6. Active Learning for Expert Predictions

#### 6.1. Theoretical Understanding

In Section 4, we assumed that we have a randomly selected subset of data that is labeled by the human expert. In a practical setting, we may assume that we have the ability to choose which points we would like the human expert to predict on. For example, when we deploy an X-ray diagnostic algorithm to a new hospital, we can interact with each radiologist for a few rounds to build a tailored classifier-rejector pairs according to their individual abilities.

Therefore, we assume that we have access to the distribution of instances \( x \) and their labels and we could query for the expert’s prediction on each instance. The goal is to query the human expert on as few instances as possible while being able to learn an approximately optimal classifier-rejector pair. To make progress in theoretical understanding, we assume that we can achieve zero loss with an optimal classifier-rejector pair:

**Assumption 1 (Realizability).** We assume that the data is realizable by our joint class \( (\mathcal{H}, \mathcal{R}) \): there exists \( h^*, r^* \in \mathcal{H} \times \mathcal{R} \) that have zero error \( L(h^*, r^*) = 0 \).

In this section, the algorithms we develop apply to the multiclass setting but we restrict the theoretical analysis to binary labels. The fundamental algorithm in active learning in the realizable case for classification is the CAL algorithm (Hanneke, 2014). The algorithm keeps track of a version class of the hypothesis space that is consistent with the data so far and then at each step computes the disagreement set: the points on which there exists two classifiers in the hypothesis class with different predictions, and then picks at random a set of points from this disagreement set. We start by initializing our version space by taking advantage of Assumption 1:

\[
V_0 = \{h, r \in \mathcal{H} \times \mathcal{R} : \forall x, r(x) = 0 \Rightarrow h(x) = y\}
\]

The above initialization of the version space assumes we know the label of all instances in our support. Alternatively, one could collect at most \( O(\frac{1}{\epsilon}(d(\mathcal{H}) \log \frac{1}{\delta} + \log \frac{1}{\delta})) \) labels of instances and that would be sufficient to test for realizability of our classifier with error \( \epsilon \) (see Lemma 3.2 of (Hanneke, 2014)).

The main difference with active learning for classification is that we are not able to compute the disagreement set for the overall prediction of the deferral system as it requires knowing the expert predictions. However, we know that
a necessary condition for disagreement is that there exists a feasible pair of classifiers-rejectors where the rejectors disagree. Suppose \((h_1, r_1)\) and \((h_2, r_2)\) are in our current version space. These two pairs can only disagree when on an instance \(x: r_1(x) \neq r_2(x)\), since otherwise when both defer, the expert makes the same prediction, and when both do not defer, both classify the label correctly by the realizability assumption. Thus, we define the disagreement set in terms of only the rejectors that are in the version space at each round \(j\):

\[
\text{DIS}(V_{j-1}) = \{ x \in \mathcal{X} \mid \exists (h_1, r_1), (h_2, r_2) \in V_{j-1} \}
\]

\[
\text{s.t. } r_1(x) \neq r_2(x)
\]

Then we ask for the labels of \(k\) instances in \(\text{DIS}(V_{j-1})\) to form \(S_j = \{ (x_i, y_i, m_i) : x_i \in \text{DIS}(V_j) \}\) and we update the version space as

\[
V_j = \{ (h, r) \in V_{j-1} \mid \forall (x, y, m) \in S_j, \text{ if } r(x) = 1 \rightarrow y = m \}
\]

Now, we prove that the above rejector-disagreement algorithm will converge if the optimal unique classifier-rejector pair is unique:

**Proposition 3.** Assume that there exists a unique pair \((h^*, r^*) \in \mathcal{H} \times \mathcal{R}\) that have zero error \(L(h^*, r^*) = 0\). Let \(\Theta\) be defined as:

\[
\Theta = \sup_{t > 0} \frac{\Pr(X \in \text{DIS}(B((h^*, r^*), t)))}{t}
\]

\[
\text{where } B((h, r), t) = \{(h', r') \in \mathcal{H} \times \mathcal{R} : \Pr(r(X)M + (1 - r(X))h(X) - r'(X)M + (1 - r'(X))h'(X)) \leq t\}.
\]

Then, running the rejector-disagreement algorithm with \(k = O(\Theta^2((d(\mathcal{H}) + d(\mathcal{R}) \log \Theta + \log \frac{1}{\delta} + \log \log \frac{1}{\delta}))\) for \(\log(1/\epsilon)\) iterations will return classifier-rejector with \(\epsilon\) error and with probability at least \(1 - \delta\).

Proof of the proposition can be found in Appendix F.

### 6.2. Disagreement on Disagreements

If we remove the uniqueness assumption for the rejector-disagreement algorithm in the previous subsection, we show in Appendix G with an example that the algorithm no longer converges as \(\text{DIS}(V)\) can remain constant. We expect that the uniqueness assumption may not hold in practice, so we now hope to design algorithms that do not require it. Instead, we now make a new assumption that we can learn the error boundary of the human expert via a function \(f \in \mathcal{D}\), that is given any sample \((x, y, m)\) we have \(f(x) = \mathbb{1}_{y \neq m}\). This assumption is identical to those made in active learning for cost-sensitive classification (Krishnamurthy et al., 2017). This assumption is formalized as follows:

**Assumption 2.** We assume that there exists \(f^* \in \mathcal{D}\) such that \(\Pr(\mathbb{1}_{M \neq Y} \neq f(X)) = 0\).

Our new active learning will now seek to directly take advantage of Assumption 2. The algorithm consists of two stages: the first stage runs a standard active learning algorithm, namely CAL, on the hypothesis space \(\mathcal{D}\) to learn the expert disagreement with the label with error at most \(\epsilon\). In the second stage, we label our data with the predictor \(f\) that is the output of the first stage, and then learn a classifier-rejector pair from this pseudo-labeled data. Key to this two stage process, is to show that the error from the first stage is not too amplified by the second stage. The algorithm is named Disagreement on Disagreements (DoD) and is described in detail in Algorithm box 1.

In the following we prove a label complexity guarantee for
Sample Efficient Learning of Predictors that Complement Humans

Algorithm 1: Active Learning algorithm DoD (Disagreement on disagreements)

**Input:** parameter $n_u$, $T$, $k$, class $\mathcal{D}$, $\mathcal{H}$, and $\mathcal{R}$

1. $V \leftarrow \mathcal{D}$

2. for $i \in \{1, \ldots, T\}$ do

   Sample from $\mu_X$ until you have $k$ samples
   \[ \{x_i\}_{i=1}^k \text{ within } DIS_2(V) \]

   Query for $\{(y_i, m_i)\}_{i=1}^k$ for the samples
   \[ \{x_i\}_{i=1}^k \]

   Update $V \leftarrow \{d \in V : \forall j \: d(x_j) = 1_{m_j \neq y_j}\}$

end

3. Collect $n_u$ samples $\{(x'_i, y'_i)\}_{i=1}^{n_u}$ from $\mu_{X \times Y}$

**Return:** $(h, r) \in \mathcal{H} \times \mathcal{R}$ such that

\[
\sum_{i \neq j} \mathbb{I}_{h(x'_i) \neq h(x'_j)} (1 - r(x'_i)) + r(x'_i) \epsilon_{d(x'_i)} = 0,
\]

for some $d \in V$

Algorithm 1.

**Theorem 4.** Let us define $\Theta_2$ as

\[
\Theta_2 = \sup_{t > 0} \mathbb{P}(X \in DIS_2(\mathcal{B}_2(f^*, t))),
\]

where $\mathcal{B}_2(f, t) = \{f' \in \mathcal{D} \mid \mathbb{P}(f'(X) \neq f(X)) \leq t\}$, and $DIS_2(V) = \{x \in \mathcal{X} \mid \exists f_1, f_2 \in V, f_1(x) \neq f_2(x)\}$.

Assume we have $\mathcal{H}, \mathcal{R}, \mathcal{D}$ that satisfy assumptions 1 and 2. Then for $n_u = O\left(\frac{\log^2(\frac{2}{\epsilon})}{\epsilon^2 \Theta_2} \log \left(\frac{\log(\frac{1}{\epsilon})}{\epsilon} \right)\right)$, and $k = d(\mathcal{D}) \Theta_2 \log \left(\frac{\Theta_2}{\epsilon^2} \log \left(\frac{1}{\epsilon} \right)\right)$, then Algorithm 1 takes $T = O(\log \frac{1}{\epsilon})$ iterations to output a solution with $\epsilon$-upper-bound on deferral loss with probability at least $1 - \delta$.

As a result, the sample complexity of labeled data $n_l$ is $O(d(\mathcal{D}) \Theta_2 \log \left(\frac{\Theta_2}{\epsilon^2} \log \left(\frac{1}{\epsilon} \right)\right))$.

Proof of the proposition can be found in Appendix H. Recall that in Proposition 1, where the labeled data was chosen at random, the sample complexity $n_u$ is in order $O\left(\frac{1}{\epsilon^2} \log \frac{1}{\epsilon}\right)$.

As we see in Theorem 4, the proposed active learning algorithm reduces sample complexity to $O(\log \frac{1}{\epsilon})$, with the caveat that realizability is assumed for active learning. Further, note that for this algorithm, in contrast to previous subsection, the uniqueness of the consistent pair $(h, r)$ is not needed anymore. However, this algorithm ignores the classifier and rejector classes when querying for points, which makes the sample complexity $n_l$ dependent only on the complexity of $\mathcal{D}$ instead of $\mathcal{H}, \mathcal{R}$. In the next section, we try to understand how to use surrogate loss functions to practically optimize for our classifier-rejector pair.

7. Experimental Illustration

Code for our experiments is found in https://github.com/clinicialml/active_learn_to_defer.

**Dataset.** We use the CIFAR-10 image classification dataset (Krizhevsky et al., 2009) consisting of $32 \times 32$ color images drawn from 10 classes. We consider the human expert models considered in (Mozannar & Sontag, 2020): if the image is in the first 5 classes the human expert is perfect, otherwise the expert predicts randomly. Further experimental details are in Appendix I.

**Model and Optimization.** We parameterize the classifier and rejector by a convolutional neural network consisting of two convolutional layers followed by two feedforward layers. For staged learning, we train the classifier on the training data optimizing for performance on a validation set, and for the rejector we train a network to predict the expert error and defer at test time by comparing the confidence of the classifier and the expert as in (Raghu et al., 2019). For joint learning, we use the loss $L_{CE}^\alpha$, a simple extension of the loss (12) in (Mozannar & Sontag, 2020), optimizing the parameter $\alpha$ on a validation set.

**Model Complexity Gap.** In Figure 2, we plot the difference of accuracy between joint learning and staged learning as we increase the complexity of the classifier class by increasing the filter size of the convolutional layers and the number of units in the feedforward layers. Model complexity is captured by the number of parameters in the classifier which serves only as a rough proxy of the VC dimension that varies in the same direction. The difference is decreasing as predicted by Theorem 1 as we increase the classifier class complexity as we fix the complexity of the rejector.

![Figure 2. Difference of accuracy between joint learning and staged learning of the classifier-rejector pair (y-axis is log scale of number of parameters).](image)

**Data Trade-Offs.** In Figure 3, we plot the of accuracy between joint learning and staged learning when only a
subset of the data is labeled by the expert as in Section 4.2. We plot the average difference across 10 trials and error bars denote standard deviation. We only plot the performance of joint learning when initialized first on the unlabeled data to predict the target and then trained on the labeled expert data to defer, we denote this approach as 'Joint-SemiSupervised'. For staged learning, the classifier is trained on all of the data $S_l \cup S_u$, while for joint learning we only train on $S_l$. We can see that when there is more unlabeled data than labeled, staged learning outperforms joint learning in accordance with Proposition 1. The heuristic method 'Joint-SemiSupervised' improves on the sample complexity of 'Joint' but still lags behind the Staged approach in low data regimes.

**DoD algorithm.** In Figure 4, we plot corresponding errors of the DoD algorithm and we compare them to the staged and joint learning. The features $x$ of the synthetic data in here is generated from a uniform distribution on interval $[0, 1]$, and the labels $y$ are equal to 1 where $x > 0.3$ (full-information region) and are equal to random outcomes of a $Bernoulli(0.5)$ distribution otherwise (no-information region). The human’s decision is inaccurate ($M \neq Y$) for $X > 0.3$ and accurate ($M = Y$) otherwise. We further assume each hypothesis class of rejectors and classifiers be 100 samples of half-spaces over the interval $[0, 1]$. The error plotted in Figure 4 is an average of 1000 random generations of training data. The test set is formed by $N_{test} = 1000$ samples that are generated from the same distribution as training data. Here, we note that the number of unlabeled data in staged learning is set $N_u = 100$. The result of this experiment shows that in the DoD algorithm, one needs less number of samples that are labeled by human to reach a similar level of error.

**8. Discussion**

In this work, we provided novel theoretical analysis of learning in the expert deferral setting. We first analyzed the gap in performance between jointly learning a classifier and rejector, and a staged learning approach. While our theorem on the gap is a worst-case statement, an experimental illustration on CIFAR-10 indicates a more general trend. Further analysis could explicitly compute the gap for certain hypothesis classes of interest. We further analyzed a popular approach to jointly learning to defer, namely consistent surrogate loss functions. To that end, we proposed a novel family of surrogates that generalize prior work and give a criteria, namely the surrogate excess-risk bound for evaluating surrogates. Future work will try to instantiate members of this family that minimize the excess-risk bound and provide improved empirical performances. Driven by the limited availability of human data, we sought to design active learning schemes that requires a minimal amount of labeled data for learning a classifier-rejector pair. While our results hold for the realizable setting, we believe it is feasible to generalize to the agnostic setting. Future work will also build and test practical active learning algorithms inspired by our theoretical analysis.
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We first introduce some useful lemmas as below. In Lemma 1, we show that there exists a pair of hypothesis classes $H, R$ such that for any non-atomic measure $X$, the deferral loss takes a fixed value. In Lemma 2, we use the aforementioned lemma to show that the difference of deferral losses for all two pairs of classifier/rejector $(h_1, r_1)$ and $(h_2, r_2)$ is bounded by the difference of two deferral losses for atomic measures $X$. In Lemma 3, we upper-bound the difference of two deferral losses for pairs of classifier/rejector that are obtained by staged and joint learning and on hypothesis classes that are defined in Lemma 1. Such upper-bound is in terms of expected loss of an optimal classifier on a certain hypothesis class. In Lemma 4, we further calculate the optimal expected loss on such classes. In Lemma 5, we show that on a set of events with size $n$, we could find a subset with size $\frac{1}{4}$ and probability at most $\frac{3}{n}$. Next, we use these lemmas in the main proof of theorem.

**Lemma 1.** For a probability measure $\mu_X$ with no atomic component on $X$, hypothesis class $H$ such that for every $h \in H$, we have $|\{x : h(x) = 1\}| \leq d(H)$, and hypothesis class $R$ such that for every $r \in R$, we have $|\{x : r(x) = 1\}| \leq d(R)$, for every choice of $(h, r) \in H \times R$, the loss

$$L_{0-1}^{\text{def}}(h, r) = E_{X,Y,M}[\mathbb{I}_{h(X) \neq Y} \mathbb{I}_{r(X) = 0} + \mathbb{I}_{M \neq Y} \mathbb{I}_{r(X) = 1}],$$

takes a constant value.

**Proof.** Firstly, we know that

$$L_{0-1}^{\text{def}}(h, r) = E_{X,Y,M}[\mathbb{I}_{h(X) \neq Y} \mathbb{I}_{r(X) = 0}] + E_{X,Y,M}[\mathbb{I}_{M \neq Y} \mathbb{I}_{r(X) = 1}]. \quad (21)$$

Since probability measure of the set $\{x : r(x) = 1\}$ is zero in the absence of atomic components in $\mu_X$, one can show that $P(r(X) = 1) = 0$ (and equivalently $P(r(X) = 0) = 1$). This fact together with (21) concludes that

$$L_{0-1}^{\text{def}}(h, r) = E_{X,Y}[\mathbb{I}_{h(X) \neq Y}]. \quad (22)$$

Further, we have

$$E_{X,Y}[\mathbb{I}_{h(X) \neq Y}] = E_{X,Y}[\mathbb{I}_{h(X) \neq Y} | h(X) = 0] P(h(X) = 0) + E_{X,Y}[\mathbb{I}_{h(X) \neq Y} | h(X) = 1] P(h(X) = 1) \quad (23)$$

$$\Rightarrow E_{X,Y}[\mathbb{I}_{Y = 1}], \quad (24)$$

where (a) holds because probability measure of $\{x : h(x) = 1\}$ is zero in the absence of atomic components in the measure, that concludes $P(h(X) = 0) = 1 - P(h(X) = 1) = 1$. The proof is complete by (22) and (24).

**Lemma 2.** Let $\mu_X$ be a probability measure on $X$, and let $H$ and $R$ be hypothesis classes as in Lemma 1. Further, let $h_1, h_2 \in H$ and $r_1, r_2 \in R$. Then, we have

$$|L_{0-1}^{\mu_X}(h_1, r_1) - L_{0-1}^{\mu_X}(h_2, r_2)| \leq |L_{0-1}^{\mu_d}(h_1, r_1) - L_{0-1}^{\mu_d}(h_2, r_2)|,$$

where $\mu_d$ is pure atomic (discrete) probability measure on $X$.

**Proof.** We know that for probability measure $\mu_X$, there exists $p \in [0, 1]$ and probability measures $\mu_d$ and $\mu_{cs}$, such that

$$\mu_X = p\mu_d + (1 - p)\mu_{cs}, \quad (26)$$

where $\mu_d$ is pure atomic and $\mu_{cs}$ has no atomic components. As a result, for every function $f(\cdot) : X \rightarrow \mathbb{R}$, we have

$$E_{X \sim \mu_X}[f(X)] = pE_{X \sim \mu_d}[f(X)] + (1 - p)E_{X \sim \mu_{cs}}[f(X)]. \quad (27)$$
With the same reasoning, we have
\[ L_{\text{def}}^{\mu_X}(h, r) = pL_{\text{def}}^{\mu_d}(h, r) + (1 - p)L_{\text{def}}^{\mu_{\text{e}}}(h, r). \] (28)

Next, we have
\[ L_{\text{def}}^{\mu_X}(h_1, r_1) - L_{\text{def}}^{\mu_X}(h_2, r_2) = p[L_{\text{def}}^{\mu_d}(h_1, r_1) - L_{\text{def}}^{\mu_d}(h_2, r_2)] + (1 - p)[L_{\text{def}}^{\mu_{\text{e}}}(h_1, r_1) - L_{\text{def}}^{\mu_{\text{e}}}(h_2, r_2)] \]
\[ (a) = p[L_{\text{def}}^{\mu_d}(h_1, r_1) - L_{\text{def}}^{\mu_d}(h_2, r_2)], \] (29)
where (a) holds because of Lemma 1 that proves \( L_{\text{def}}^{\mu_{\text{e}}}(h, r) \) is constant for every \((h, r) \in \mathcal{R} \times \mathcal{H}\).

Finally, using (30), and since \( p \in [0, 1] \), the proof is complete. \( \square \)

**Lemma 3.** Let \( \text{supp}(h) = \max_{S: \forall x \in S, h(x) = 1} |S| \) and \( \mathcal{H}_d = \{ h : \mathcal{X} \to \{0, 1\} \mid \text{supp}(h) \leq d \} \). Further, let \( \mu_X \) be an atomic measure on \( \mathcal{X} \), and define
\[ \hat{h} := \arg\min_{h \in \mathcal{H}_d(\mathcal{X})} L_{0-1}^{\mu_X \mid \mathcal{X}}(h), \] (31)
where
\[ L_{0-1}^{\mu_X \mid \mathcal{X}}(h) = \mathbb{E}_{\mu_X \mid \mathcal{X}}[\mathbb{I}_{h(X) \neq Y}], \] (32)
and
\[ \hat{r} := \arg\min_{r \in \mathcal{H}_d(\mathcal{X})} L_{\text{def}}^{\mu_X}(\hat{h}, r). \] (33)

Further, define the pair \((h^*, r^*)\) be the optimal classifier
\[ (h^*, r^*) = \arg\min_{(h, r) \in \mathcal{H}_d(\mathcal{X}) \times \mathcal{H}_d(\mathcal{R})} L_{\text{def}}^{\mu_X \mid \mathcal{X}}(h, r). \] (34)

Then, if \( d(\mathcal{H}) \geq d(\mathcal{R}) \), we have
\[ L_{\text{def}}^{\mu_X \mid \mathcal{X}}(\hat{h}, \hat{r}) - L_{\text{def}}^{\mu_X \mid \mathcal{X}}(h^*, r^*) \leq \min_{h \in \mathcal{H}_d(\mathcal{X}) - \{h^*\}} L_{0-1}^{\mu_X \mid \mathcal{X}}(h) - \min_{h \in \mathcal{H}_d(\mathcal{X})} L_{0-1}^{\mu_X \mid \mathcal{X}}(h), \] (35)
where \( \mu_X' \) is a purely atomic measure on \( \mathcal{X} \).

**Proof.** Firstly, using (33), we know that
\[ L_{\text{def}}^{\mu_X \mid \mathcal{X}}(\hat{h}, \hat{r}) \leq L_{\text{def}}^{\mu_X \mid \mathcal{X}}(\hat{h}, r^*). \] (36)

Hence, we have
\[ \underbrace{L_{\text{def}}^{\mu_X \mid \mathcal{X}}(\hat{h}, \hat{r}) - L_{\text{def}}^{\mu_X \mid \mathcal{X}}(h^*, r^*)}_{D} \leq L_{\text{def}}^{\mu_X \mid \mathcal{X}}(\hat{h}, *^r) - L_{\text{def}}^{\mu_X \mid \mathcal{X}}(h^*, r^*) \]
\[ = \mathbb{E}[\mathbb{I}_{r^*(X) = 0} \| h(X) \neq Y] - \mathbb{E}[\mathbb{I}_{r^*(X) = 0} \| h(X) \neq Y]. \] (38)

Next, we form the conditional probability measure \( \mu'_X = \mu_{X|r^*(X) = 0} \). Therefore, using (38) we have
\[ D = \mathbb{P}(r^*(X) = 0)[L_{0-1}^{\mu_X' \mid \mathcal{X}}(\hat{h}) - L_{0-1}^{\mu_X' \mid \mathcal{X}}(h^*)]. \] (39)

Next, since \( h^* \in \mathcal{H}_d(\mathcal{H}) \), we know that
\[ L_{0-1}^{\mu_X' \mid \mathcal{X}}(h^*) \geq \min_{h \in \mathcal{H}_d(\mathcal{X})} L_{0-1}^{\mu_X' \mid \mathcal{X}}(h). \] (40)
Moreover, we prove that
\[
L_{0-1}^{\mu_X^H|X} (\hat{h}) \leq \min_{h \in \mathcal{H}_d} L_{0-1}^{\mu_X^H|X} (h). 
\] (41)

We prove this inequality by contradiction. If (41) is not correct, then there exists \( h' \in \mathcal{H}_{d(R)} \), such that
\[
L_{0-1}^{\mu_X^H|X} (h') < L_{0-1}^{\mu_X^H|X} (\hat{h}). 
\] (42)

Then, we define a function \( h'' : \mathcal{X} \to \{0, 1\} \) as below
\[
h''(x) = \begin{cases} 
  h'(x) & r^*(x) = 0 \\
  \hat{h}(x) & r^*(x) = 1 
\end{cases}.
\] (43)

Using the definition of \( \mathcal{H}_d \) and since \( \text{supp}(r^*) \leq d(R) \), one could show that \( h'' \in \mathcal{H}_{d(R)} \). Furthermore, we have
\[
L_{0-1}^{\mu_X^H|X} (h'') = \mathbb{P}(r^*(X) = 0) L_{0-1}^{\mu_X^H|X} (h') + \mathbb{P}(r^*(X) = 1) L_{0-1}^{\mu_X^H|X} (\hat{h}) 
\geq (a) \mathbb{P}(r^*(X) = 0) L_{0-1}^{\mu_X^H|X} (h') + \mathbb{P}(r^*(X) = 1) L_{0-1}^{\mu_X^H|X} (\hat{h}) 
= L_{0-1}^{\mu_X^H|X} (\hat{h}),
\] (44)

where (a) holds using (42), and (46) and \( \hat{h} \in \mathcal{H}_{d(R)} \) is a contradiction of (31).

Using (39), (40), (41), and since \( \mathbb{P}(r^*(X) = 0) \leq 1 \), the proof is complete. \( \square \)

**Lemma 4.** Let \( \mu_X \) be a purely atomic measure on \( \mathcal{X} \). Further, let \( \{x_{i,1}\} \) be the points in \( \mathcal{X} \) for which we have
\[
\mathbb{P}(Y = 1|X = x_{i,1}) \leq \mathbb{P}(Y = 0|X = x_{i,1}),
\] (47)
and without loss of generality, assume that \( \{x_{i,2}\} \) are the points for which we have
\[
\mathbb{P}(Y = 1|X = x_{i,2}) > \mathbb{P}(Y = 0|X = x_{i,2}),
\] (48)
and if \( i < j \), then we have
\[
\mathbb{P}(X = x_{i,2}) [\mathbb{P}(Y = 1|X = x_{i,2}) - \mathbb{P}(Y = 0|X = x_{i,2})] 
\geq \mathbb{P}(X = x_{j,2}) [\mathbb{P}(Y = 1|X = x_{j,2}) - \mathbb{P}(Y = 0|X = x_{j,2})].
\] (49)

Then, we have
\[
\min_{h \in \mathcal{H}_d} L_{0-1}^{\mu_X^H|X} (h) = \sum_{i} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 1|X = x_{i,1}) + \sum_{i=1}^{d} \mathbb{P}(x_{i,2}) \mathbb{P}(Y = 0|X = x_{i,2}) 
+ \sum_{i=d+1}^{\infty} \mathbb{P}(x_{i,2}) \mathbb{P}(Y = 1|X = x_{i,2}),
\] (50)

where \( \mathcal{H}_d \) is defined as in Lemma 3.

**Proof.** Let \( h^* \) be the optimal classifier
\[
h^* = \arg\min_{h \in \mathcal{H}_d} L_{0-1}^{\mu_X^H|X} (h).
\] (51)

Then, firstly, either \( h(x_{i,1}) = 0 \), or \( \mathbb{P}(Y = 1|X = x_{i,1}) = \mathbb{P}(Y = 0|X = x_{i,1}) \) for all \( i \). We prove this claim by contradiction. If for some \( i \), we have \( h(x_{i,1}) = 1 \), and \( \mathbb{P}(Y = 1|X = x_{i,1}) \neq \mathbb{P}(Y = 0|X = x_{i,1}) \), then we could define \( h' \) as
\[
h'(x) = \begin{cases} 
  h^*(x) & x \neq x_{i,1} \\
  0 & x = x_{i,1}
\end{cases}.
\] (52)
One could see that \( h' \in \mathcal{H}_d \), and that

\[
L_{0-1}^{\mu_X, Y} (h') - L_{0-1}^{\mu_X, Y} (h^*) = \mathbb{P}(x_{i,1}) \left[ \mathbb{P}(Y = 1 | X = x_{i,1}) - \mathbb{P}(Y = 0 | X = x_{i,1}) \right] \overset{(a)}{<} 0, \tag{53}
\]

where \( (a) \) holds by \( (47) \) and since \( \mathbb{P}(Y = 1 | X = x_{i,1}) \neq \mathbb{P}(Y = 0 | X = x_{i,1}) \). The inequality \( (53) \) has contradiction with \( (51) \).

As a result, by forming a set \( S \) of indices \( i \) for which \( h^*(x_{i,1}) = 1 \), we have

\[
\min_{h \in \mathcal{H}_d} L_{0-1}^{\mu_X, Y} (h) = \sum_{i \notin S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 1 | X = x_{i,1}) + \sum_{i \in S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 0 | X = x_{i,1}) \]

\[
+ \min_{|S|} \min_{h \in \mathcal{H}_{d-|S|}} \sum_i \mathbb{I}_{h(x_{i,2})=1} \mathbb{P}(x_{i,2}) \left[ \mathbb{P}(Y = 0 | X = x_{i,2}) - \mathbb{P}(Y = 1 | X = x_{i,2}) \right] \tag{54}
\]

\[
= \sum_{i \notin S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 1 | X = x_{i,1}) + \sum_{i \in S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 0 | X = x_{i,1})
\]

\[
+ \min_{h \in \mathcal{H}_d} \sum_i \mathbb{I}_{h(x_{i,2})=1} \mathbb{P}(x_{i,2}) \left[ \mathbb{P}(Y = 0 | X = x_{i,2}) - \mathbb{P}(Y = 1 | X = x_{i,2}) \right] \tag{55}
\]

\[
= \sum_{i \notin S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 1 | X = x_{i,1}) + \sum_{i \in S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 0 | X = x_{i,1})
\]

\[
- \max_{P: |P| \leq d} \sum_{i \in P} \mathbb{P}(x_{i,2}) \left[ \mathbb{P}(Y = 0 | X = x_{i,2}) - \mathbb{P}(Y = 1 | X = x_{i,2}) \right] \tag{56}
\]

\[
= \sum_{i \notin S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 1 | X = x_{i,1}) + \sum_{i \in S} \mathbb{P}(x_{i,1}) \mathbb{P}(Y = 0 | X = x_{i,1})
\]

\[
+ \sum_{i=1}^d \mathbb{P}(x_{i,2}) \left[ \mathbb{P}(Y = 0 | X = x_{i,2}) - \mathbb{P}(Y = 1 | X = x_{i,2}) \right], \tag{57}
\]

where \( (a) \) holds using that for \( i \in S \) we have \( \mathbb{P}(Y = 1 | X = x_{i,1}) = \mathbb{P}(Y = 0 | X = x_{i,1}) \), and since \( \mathcal{H}_{d-|S|} \subseteq \mathcal{H}_d \). Further, \( (b) \) holds by the definition of \( \mathcal{H}_d \) in which \( \text{supp}(h) \) is assumed to be bounded by \( d \), and, \( (c) \) holds using the assumption \( (49) \). Finally, one could see that \( (57) \) is equal to \( (50) \).

**Lemma 5.** For an ordered probability mass function

\[
p_1 \leq p_2 \leq \ldots \leq p_n, \tag{58}
\]

on a finite set, and for \( a \in \{1, \ldots, n \} \), we have

\[
\sum_{i=1}^a p_i \leq \frac{a}{n}. \tag{59}
\]

**Proof.** We prove this lemma by contradiction. Assume that

\[
\sum_{i=1}^a p_i > a. \tag{60}
\]

Since \( p_i \)'s are ordered, one could see that for all sets \( S_i \subseteq \{1, \ldots, n\} \) with \( |S_i| = a \), we have

\[
\sum_{i \in S_i} p_i > \frac{a}{n}. \tag{61}
\]
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We know that \( \binom{n}{a} \) number of such distinct sets exist. Hence, we have

\[
\sum_{t=1}^{n} \sum_{i \in S_t} p_i > \frac{a}{n} \left( \binom{n}{a} \right). \tag{62}
\]

Moreover, one could see that for each \( i \), \( p_i \) is repeated in LHS of (62) for \( \binom{n-1}{a-1} \) times. Consequently, we see that

\[
\binom{n-1}{a-1} = \sum_{j=1}^{n} \sum_{i=1}^{p_i} > \frac{a}{n} \left( \binom{n}{a} \right) = \binom{n-1}{a-1}, \tag{63}
\]

that is a contradiction.

\( \square \)

**Proof of Theorem 1.** We derive the lower- and upper-bound in two steps as follows.

- **Lower-bound:** To prove the lower-bound, for every hypothesis class \( \mathcal{H} \) and \( \mathcal{R} \), we design a distribution of \((x, y, m)\) such that

\[
L_0 - 1 \text{ def } (h^*, r^*) = 0, \tag{64}
\]

while

\[
L_0 - 1 \text{ def } (\hat{h}, \hat{r}) = \frac{1}{d(\mathcal{H}) + 1}. \tag{65}
\]

For every \( d(\mathcal{H}) + 1 \) samples \( X = (x_1, \ldots, x_{d(\mathcal{H})+1}) \), using the definition of VC dimension, we can find labels \( y = (y_1, \ldots, y_{d(\mathcal{H})+1}) \) such that no classifier \( h \in \mathcal{H} \) can obtain them (i.e., there is no \( h \) such that \( h(x_i) = y_i \), for \( i \in [1 : d(\mathcal{H}) + 1] \)). We set

\[
p(x_i) = \begin{cases} \frac{1+\epsilon}{d(\mathcal{H})+1} & i = 1 \\ \frac{1-\epsilon}{d(\mathcal{H})+1} & i \in [2 : d(\mathcal{H})] \\ \frac{1}{d(\mathcal{H})+1} & i = d(\mathcal{H}) + 1 \end{cases}, \tag{66}
\]

\[
p(y|x_i) = \begin{cases} 1 & y = y_i, \\ 0 & o.w. \end{cases}, \tag{67}
\]

and

\[
p(m|x_i, y) = \begin{cases} 1 & m = y_i, i = 1, \\ 1 - \epsilon & m = 1 - y_i, i = d(\mathcal{H}) + 1, \\ 0 & o.w. \end{cases}. \tag{68}
\]

If we train \( \hat{h} \) and \( \hat{r} \) separately, it means

\[
\hat{h} = \arg \min_{h \in \mathcal{H}} E_{(x, y, m) \sim p}[\|h(x)\neq y]\]

\[
= \arg \min_{h \in \mathcal{H}} \frac{1+\epsilon}{d(\mathcal{H})+1} \|h(x_1)\neq y_1\] + \sum_{i=2}^{d(\mathcal{H})} \frac{1}{d(\mathcal{H})+1} \|h(x_i)\neq y_i\] + \frac{1-\epsilon}{d(\mathcal{H})+1} \|h(x_{d(\mathcal{H})+1})\neq y_{d(\mathcal{H})+1}\]. \tag{70}
\]

By the definition of \( y \), we know that at least one of the terms in the RHS of (70) is non-zero. In such case, for every subset \( T \) of \([1 : d(\mathcal{H}) + 1]\) of size \( d(\mathcal{H}) \), one can find \( h \in \mathcal{H} \), such that \( h(x_i) = y_i \) for \( i \in T \). Hence, to minimize RHS of (70), we should have \( h(x_i) \neq y_i \) only for \( i = d(\mathcal{H}) + 1 \).
Further, \( \hat{r} \) is obtained as

\[
\hat{r} = \arg\min_{r \in \mathcal{R}} \mathbb{E}_{(x, y, m) \sim p} [I_{h(x) \neq y} \mathbb{I}_{r(x) = 0} + I_{m \neq y} \mathbb{I}_{r(x) = 1}].
\] (71)

By the definition of \( p(m|y, x) \) and \( \hat{h} \), we can rewrite (71) as

\[
\hat{r} = \arg\min_{r \in \mathcal{R}} \frac{1 - \epsilon}{d(\mathcal{H}) + 1} \mathbb{I}_{r(x_d+1) = 1} + \frac{1 - \epsilon}{d(\mathcal{H}) + 1} \mathbb{I}_{r(x_d+1) = 0}.
\] (72)

One can see that by any choice of \( \hat{r} \), we have

\[
L_{0-1}^{\hat{r}}(\hat{h}, \hat{r}) = \frac{1 - \epsilon}{d(\mathcal{H}) + 1}.
\] (73)

Finally, by the arbitrariness of \( \epsilon \), we have

\[
L_{0-1}^{\hat{r}}(\hat{h}, \hat{r}) = \frac{1}{d(\mathcal{H}) + 1}.
\] (74)

Further, we prove that \( L_{0-1}^{\hat{r}}(h^*, r^*) = 0 \) by constructing \( h^* \) and \( r^* \). Since \( d(\mathcal{R}) \geq 2 \), we can shatter \( \{x_1, x_d(\mathcal{H})+1\} \) by \( \mathcal{R} \), which means that there exists \( r^* \in \mathcal{R} \) such that \( r(x_1) = 1 \), and \( r(x_d(\mathcal{H})+1) = 0 \). As a result, we have

\[
L_{0-1}^{\hat{r}}(h^*, r^*) = 0, \text{ that completes the proof.}
\]

**Upper-bound:** For \( d(\mathcal{H}) \leq d(\mathcal{R}) \) the upper-bound is trivial. Then, we assume \( d(\mathcal{H}) > d(\mathcal{R}) \). Let \( D_{\mu_{XY,M}} \) be

\[
D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} = L_{0-1}^{\mu_{X,Y|X}}(\hat{h}, \hat{r}) - L_{0-1}^{\mu_{X,Y|X}}(h^*, r^*).
\] (76)

To upper-bound \( \inf_{\mathcal{H}, \mathcal{R}} \sup_{\mu_{XY,M}} D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \), we find a pair of hypothesis classes \( \mathcal{H} \) and \( \mathcal{R} \), such that for all joint probability measures \( \mu_{XY,M} \), we have

\[
D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \leq \frac{d(\mathcal{H})}{d(\mathcal{H} + \mathcal{R})},
\]

we choose \( \mathcal{H} = \mathcal{H}_{d(\mathcal{H})} \), and \( \mathcal{R} = \mathcal{H}_{d(\mathcal{R})} \), where \( \mathcal{H}_d \) is defined in Lemma 3. One could check that \( VC(\mathcal{H}) = d(\mathcal{H}) \), and \( VC(\mathcal{R}) = d(\mathcal{R}) \). Further, using Lemma 2, we know that \( D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \) is bounded by \( D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \), in which \( \mu_X \) is purely atomic. For such measures, Lemma 3 proves that

\[
D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \leq \min_{h \in \mathcal{H}_{d(\mathcal{H})-d(\mathcal{R})}} L_{0-1}^{\mu_X (X)}(h) - \min_{h \in \mathcal{H}_{d(\mathcal{H})}} L_{0-1}^{\mu_X (X)}(h).
\] (77)

As a result, we have

\[
\sup_{\mu_{XY,M}} D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \leq \sup_{\mu_{XY,M}^{\text{atomic}} \mu_X} D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \leq \sup_{\mu_{XY,M}^{\text{atomic}} \mu_X} \min_{h \in \mathcal{H}_{d(\mathcal{H})-d(\mathcal{R})}} L_{0-1}^{\mu_X (X)}(h) - \min_{h \in \mathcal{H}_{d(\mathcal{H})}} L_{0-1}^{\mu_X (X)}(h).
\] (78)

Next, by applying Lemma 4, we have

\[
\sup_{\mu_{XY,M}} D_{\mu_{XY,M}}^{\mathcal{H}, \mathcal{R}} \leq \sup_{\mu_{XY,M}^{\text{atomic}} \mu_X} \sum_{i=d(\mathcal{H})-d(\mathcal{R})+2}^{d(\mathcal{H})} \mathbb{P}(x_{i,2}) \mathbb{P}(Y = 1|X = x_{i,2}) - \mathbb{P}(Y = 0|X = x_{i,2}),
\] (80)

where \( \{x_{i,2}\} \) are defined in Lemma 4.
Since $\mathbb{P}(Y = 1|X = x_{i,2}) > \mathbb{P}(Y = 0|X = x_{i,2})$ we could define
\[ q_i = \frac{\mathbb{P}(x_{i,2})[\mathbb{P}(Y = 1|X = x_{i,2}) - \mathbb{P}(Y = 0|X = x_{i,2})]}{\sum_{j=1}^{d(H)} \mathbb{P}(x_{j,2})[\mathbb{P}(Y = 1|X = x_{j,2}) - \mathbb{P}(Y = 0|X = x_{j,2})]} \quad (81) \]

Then, by the definition of $x_{i,2}$ we know that
\[ q_1 \geq q_2 \geq \ldots \geq q_{d(H)}, \quad (82) \]
and $\sum_{i=1}^{d(H)} q_i = 1$. Hence, using Lemma 5 we have
\[ \frac{\sum_{j=d(H)-d(R)+1}^{d(H)} \mathbb{P}(x_{j,2})[\mathbb{P}(Y = 1|X = x_{j,2}) - \mathbb{P}(Y = 0|X = x_{j,2})]}{\sum_{j=1}^{d(H)} \mathbb{P}(x_{j,2})[\mathbb{P}(Y = 1|X = x_{j,2}) - \mathbb{P}(Y = 0|X = x_{j,2})]} = \sum_{j=d(H)-d(R)+1}^{d(H)} q_i \leq \frac{d(R)}{d(H)} \quad (83) \]
which concludes that
\[ \sum_{j=d(H)-d(R)+1}^{d(H)} \mathbb{P}(x_{j,2})[\mathbb{P}(Y = 1|X = x_{j,2}) - \mathbb{P}(Y = 0|X = x_{j,2})] \leq \frac{d(R)}{d(H)} \quad (84) \]
This, together with (80) completes the proof. 

\section*{B. Proof of Proposition 1}

We will prove the following proposition from which Proposition 1 can be obtained from by re-arranging the terms. Let $S_t = \{(x_{i},y_{i},n_{i})\}_{i=1}^{n_{t}}$ and $S_u = \{(x_{i+n_{t},y_{i+n_{t}}})\}_{i=1}^{n_{u}}$ be two i.i.d. sample sets that are drawn from the joint distribution $P_{X,Y,M}$ and are labeled and not labeled by human, respectively. Assume that the optimal classifier $\hat{h} = \arg\min_{h} \mathbb{E}_{X,Y \sim \mu_{X,Y} \|_{h(X) \neq Y}}$ is a member of $\mathcal{H}$ (i.e., realizability). Then, with probability at least $1 - \delta$ we have
\[ L_{\text{def}}^{0-1}(\hat{h}, \tilde{h}) \leq L_{0-1}(h^*, r^*) + 2\mathfrak{R}_{n_{t}}(\mathcal{H}) + 2\mathfrak{R}_{n_{t}}(\mathcal{R}) + 2\min\left\{ \mathbb{P}(M \neq Y), \mathfrak{R}_{n_{t}}(M \neq Y)^2/2 \right\} + C' \sqrt{\frac{\log 1/\delta}{n_t}} + e^{-n_t\mathbb{P}(M \neq Y)^2/2} \]
where $h^*, r^* = \arg\min_{(h,r) \in \mathcal{H} \times \mathcal{R}} L_{0-1}(h, r)$.

Compare this to using only $S_t$ to learn jointly $\tilde{h}, \tilde{r}$ we get (Mozannar & Sontag, 2020)\footnote{Note that in (Mozannar & Sontag, 2020), they set the notation in a manner that $r \in \{-1, 1\}$. Hence, $\mathfrak{R}_{n}(\mathcal{R})$ under such notation is twice as much as the case in this paper (i.e., $r \in \{0, 1\}$). Here, we express their results with our choice of notation.}:
\[ L_{\text{def}}^{0-1}(\tilde{h}, \tilde{h}) \leq L_{0-1}(h^*, r^*) + 2\mathfrak{R}_{n_{t}}(\mathcal{H}) + 2\mathfrak{R}_{n_{t}}(\mathcal{R}) + 2\min\left\{ \mathbb{P}(M \neq Y), \mathfrak{R}_{n_{t}}(M \neq Y)^2/2 \right\} + C' \sqrt{\frac{\log 1/\delta}{n_t}} + e^{-n_t\mathbb{P}(M \neq Y)^2/2} \]

We start by introducing some useful lemmas, and then we continue with the proof of proposition.
Lemma 6. Let $h^*(x) = \arg\min_{h \in F} L_{0-1}(h)$, where $F$ is the class of all functions $h(\cdot) : \mathcal{X} \to \mathcal{Y}$. Then, for every function $r(\cdot) : \mathcal{X} \to \{0, 1\}$, we have

$$
\mathbb{E}_{X,Y} \left[ I_{r(X)=0} I_{h^*(x) \neq y} \right] \leq \mathbb{E}_{X,Y} \left[ I_{r(X)=0} I_{h(x) \neq y} \right],
$$

(87)

for all function $h(\cdot) \in F$.

Proof. Since $h^*(\cdot)$ could be any function, it is easy to show that for $x \in D$, where $D = \{ x : f_X(x) \neq 0 \}$, we have

$$
h^*(x) = \arg\min_{y} \mathbb{E}_{Y|x=x} [I_{r|X=x} I_{h(x) \neq y}],
$$

(88)

which concludes that

$$
\mathbb{E}_{Y|X=x} [I_{h^*(x) \neq y}] \leq \mathbb{E}_{Y|X=x} [I_{h(x) \neq y}],
$$

(89)

for all $h(\cdot) \in F$. Hence, we have

$$
\mathbb{E}_{X,Y} \left[ I_{r(X)=0} I_{h^*(X) \neq Y} \right] = \mathbb{E}_{X} \left[ \mathbb{E}_{Y|X=x} \left[ I_{r(X)=0} I_{h^*(X) \neq Y} \right] \right]
$$

(90)

$$
\leq \mathbb{E}_{X} \left[ \mathbb{E}_{Y|X=x} \left[ I_{r(X)=0} I_{h(X) \neq Y} \right] \right]
$$

(91)

$$
= \mathbb{E}_{X,Y} \left[ I_{r(X)=0} I_{h(X) \neq Y} \right],
$$

(92)

which completes the proof. \qed

Lemma 7. Let $h^*(x) = \arg\min_{h \in F} L_{0-1}(h)$, where $F$ is the class of all functions $h(\cdot) : \mathcal{X} \to \mathcal{Y}$. If we have $h^*(\cdot) \in H$, then there exists $r \in R$ such that the pair $(h^*, r)$ is a minimizer of the optimization problem

$$
\arg\min_{(h,r) \in H \times R} \mathbb{E}_{X,Y,M} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} \right].
$$

(93)

Proof. We prove this lemma by showing

$$
\min_{(h,r) \in H \times R} \mathbb{E}_{X,Y,M} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} \right]
$$

(94)

To show (94), using Lemma 6, we know that

$$
\min_{(h,r) \in H \times R} \mathbb{E}_{X,Y,M} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} \right]
$$

(95)

$$
\geq \min_{(h,r) \in H \times R} \mathbb{E}_{X,Y,M} \left[ I_{r(X)=0} I_{h^*(X) \neq Y} \right] + \mathbb{E}_{X,Y,M} \left[ I_{r(X)=1} I_{M \neq Y} \right]
$$

(96)

On the other hand, using the minimum property, one could show that

$$
\min_{h \in H} \min_{r \in R} \mathbb{E}_{X,Y,M} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} \right]
$$

(97)

Hence, using the lower- and upper-bound in (96) and (97), one could show (94) and complete the proof. \qed
**Proof of Proposition 1.** We prove (85) in three steps: (i) we bound the expected 0 − 1 loss of the classifier \( \hat{h} \) when deferral does not happen by a function of the optimal expected 0 − 1 loss in such cases, (ii) we bound the joint loss \( L_{def} \) by a function of the optimal joint loss and the Rademacher complexity of a hypothesis class, and (iii) we bound the Rademacher complexity of the aforementioned class by the Rademacher complexity of the deferral hypothesis class \( \mathcal{R} \).

- **Step (i):** Using Rademacher inequality (Theorem 3.3 of (Mohri et al., 2018)), with probability \( 1 - \delta/4 \), we have

\[
L_{0-1}(\hat{h}) \leq L_{0-1}(\hat{h}) + 2\mathfrak{R}_{n_u}(\mathcal{G}) + \sqrt{\frac{\log 4/\delta}{2n_u}},
\]

where \( \mathcal{G} = \{x, y \rightarrow \mathbb{I}_{h(x) \neq y} : h \in \mathcal{H}\} \).

Furthermore, using (98), since \( \hat{h} \) is an optimizer of the empirical loss in \( \mathcal{H} \) and since \( h^* \in \mathcal{H} \), with probability \( 1 - \delta/2 \) we have

\[
L_{0-1}(\hat{h}) \leq L_{0-1}(h^*) + 2\mathfrak{R}_{n_u}(\mathcal{G}) + \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}},
\]

where \( (a) \) holds using McDiarmid’s inequality, union bound, and by that the empirical loss is \( \frac{2}{n} \)-bounded difference.

Next, using Lemma 3.4 of (Mohri et al., 2018) we know that \( \mathfrak{R}_n(\mathcal{G}) = \frac{1}{2}\mathfrak{R}_n(\mathcal{H}) \). By means of such identity and (100), with probability \( 1 - \delta/2 \) we have

\[
L_{0-1}(\hat{h}) \leq L_{0-1}(h^*) + 2\mathfrak{R}_n(\mathcal{H}) + \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}}.
\]

It remains to show that for each function \( r(\cdot) : \mathcal{X} \rightarrow \{0, 1\} \), we could bound \( \mathbb{E}_{X,Y}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h(X) \neq Y}] \) by sum of \( \mathbb{E}_{X,Y}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] \) and a term that is corresponded to the concentration of measure for large sample size. For proving such inequality, first we know that

\[
L_{0-1}(h^*) = \mathbb{E}_{X,Y}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] + \mathbb{E}_X[\mathbb{I}_{r(X) = 1} \mathbb{E}_{Y|X = x}[\mathbb{I}_{h^*(X) \neq Y}]]
\]

\[
\leq \mathbb{E}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] + \mathbb{E}_X[\mathbb{I}_{r(X) = 1} \mathbb{E}_{Y|X = x}[\mathbb{I}_{h^*(X) \neq Y}]]
\]

for all \( h \in \mathcal{F} \), where \( (a) \) is followed by Lemma 6.

Using (101) and (103), we have

\[
\mathbb{E}_{X,Y}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] + \mathbb{E}_X[\mathbb{I}_{r(X) = 1} \mathbb{E}_{Y|X = x}[\mathbb{I}_{h^*(X) \neq Y}]]
\]

\[
\leq \mathbb{E}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] + \mathbb{E}_X[\mathbb{I}_{r(X) = 1} \mathbb{E}_{Y|X = x}[\mathbb{I}_{h^*(X) \neq Y}]] + 2\mathfrak{R}_{n_u}(\mathcal{H}) + \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}},
\]

which concludes

\[
\mathbb{E}_{X,Y}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] \leq \mathbb{E}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h^*(X) \neq Y}] + 2\mathfrak{R}_{n_u}(\mathcal{H}) + \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}}.
\]

- **Step (ii):** We know that \( \hat{r}(\cdot) \) is obtained as

\[
\hat{r}(x) = \arg\min_{r \in \mathcal{R}} \frac{1}{n_l} \sum_{i=1}^{n_l} [\mathbb{I}_{r(x_i) = 0} \mathbb{I}_{h(x_i) \neq y_i} + \mathbb{I}_{r(x_i) = 1} \mathbb{I}_{m_i \neq y_i}],
\]

for all \( x \in \mathcal{X} \).
where
\[
\hat{r}(x) = \arg\min_{r \in \mathcal{R}} \frac{1}{n_l} \sum_{i=1}^{n_l} \left[ \mathbb{I}_{\hat{r}(x_i) = 0} \mathbb{I}_{h(x_i) \neq y_i} - \mathbb{I}_{m_i \neq y_i} \right].
\] (107)

Hence, using Rademacher inequality (Theorem 3.3 of (Mohri et al., 2018)), with probability \(1 - \delta/4\), we have
\[
\mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{\hat{r}(X) = 0} [h(Y) \neq Y - M \neq Y] \right] \leq \frac{1}{n_l} \sum_{i=1}^{n_l} \mathbb{I}_{\hat{r}(x_i) = 0} [h(X) \neq y_i - m_i \neq y_i] + 2\mathcal{R}_n(J) + \sqrt{\frac{\log 4/\delta}{n_l}},
\] (108)

where
\[
J = \{ x, y, m : \mathbb{I}_{\hat{r}(x) = 0} [h(x) \neq y - m \neq y] : r \in \mathcal{R} \}.\] (109)

Using Lemma 7, we know that there exists \(r^* \in \mathcal{R}\) such that \((r^*, h^*)\) are the minimizers of the joint loss \(L_{\text{def}}^0(h, r)\) in \(\mathcal{H} \times \mathcal{R}\). Next, since \(\hat{r}\) is the minimizer of the empirical joint loss given the classifier be \(\hat{h}\), and using (108), we have
\[
\mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{\hat{r}(X) = 0} [h(Y) \neq Y - M \neq Y] \right] \leq \frac{1}{n_l} \sum_{i=1}^{n_l} \mathbb{I}_{r^*(x_i) = 0} [h(X) \neq y_i - m_i \neq y_i] + 2\mathcal{R}_n(J) + \sqrt{\frac{\log 4/\delta}{n_l}},
\] (110)

for \(r^*(\cdot)\) defined as above.

Next, using McDiarmid’s inequality, union bound, and since the empirical loss in RHS of (110) is \(\frac{2}{n}\)-bounded difference, then with probability at least \(1 - \delta/2\) we have
\[
\mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{\hat{r}(X) = 0} [h(Y) \neq Y - M \neq Y] \right] \leq \mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{r^*(X) = 0} [h(X) \neq Y - M \neq Y] \right] + 2\mathcal{R}_n(J)
+ (\sqrt{2} + 1) \sqrt{\frac{\log 4/\delta}{n_l}}.
\] (111)

Therefore, using step (i), and by means of union bound, one could prove that with probability at least \(1 - \delta\) we have
\[
\mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{\hat{r}(X) = 0} [h(Y) \neq Y - M \neq Y] \right] \leq \mathbb{E}_{X,Y,M} \left[ \mathbb{I}_{r^*(X) = 0} [h(Y) \neq Y - M \neq Y] \right] + \mathcal{R}_{n_u}(\mathcal{H}) + 2\mathcal{R}_n(J)
+ \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}} + (\sqrt{2} + 1) \sqrt{\frac{\log 4/\delta}{n_l}},
\] (112)

or equivalently
\[
L_{\text{def}}^{0-1}(\hat{r}, \hat{h}) \leq \mathcal{R}_{n_u}(\mathcal{H}) + 2\mathcal{R}_n(J) + \frac{3\sqrt{2}}{2} \sqrt{\frac{\log 4/\delta}{n_u}} + (\sqrt{2} + 1) \sqrt{\frac{\log 4/\delta}{n_l}},
\] (113)

**Step (iii):** In this step, we bound \(\mathcal{R}_n(J)\) to complete the proof. By recalling the definition of \(J\) in (109), we bound \(\mathcal{R}_n(J)\)
as

\[
\mathcal{R}_n(J) = \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{1}{n} \sup_{g \in J} \sum_{i=1}^{n} \sigma_i g(x_i, y_i, m_i) \right]
\]

\[
= \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{1}{n} \sup_{r \in \mathcal{R}} \sum_{i=1}^{n} \sigma_i \left[ I_r(x_i) = 0 \left( I_h(x_i) \neq y_i - I_m \neq y_i \right) \right] \right]
\]

\[
\leq \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{1}{n} \sup_{r \in \mathcal{R}} \sum_{i=1}^{n} \sigma_i \left[ r(x_i) I_h(x_i) \neq y_i \right] \right]
\]

\[
+ \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{1}{n} \sup_{r \in \mathcal{R}} \sum_{i=1}^{n} \sigma_i \left[ r(X) I_m \neq y_i \right] \right]
\]

\[
\leq \mathcal{R}_n(\mathcal{R}) + \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{1}{n} \sum_{i=1}^{n} \sigma_i I_h(x_i) \neq y_i \right] + \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{\sum_{i=1}^{n} I_m \neq y_i}{n} \hat{\mathcal{R}}_S(\mathcal{R}) \right]
\]

\[
\leq \mathcal{R}_n(\mathcal{R}) + A,
\]

where \( \mathcal{S} = \{ (x_i, y_i, m_i) : m_i \neq y_i \} \) and \((a)\) holds because of sub-linearity of supremum, \((b)\) holds by sub-linearity of supremum, since for two events \( E_1 \) and \( E_2 \) we have \( I_{E_1} \cdot I_{E_2} \leq I_{E_1} + I_{E_2} \), and using Lemma 3.4 of (Mohri et al., 2018), and \((c)\) is followed by \( \sigma_i \) being zero-mean.

Now, we should bound \( A \). Since \( u = \sum_{i=1}^{n} I_m \neq y_i \) is a random variable with distribution \( \text{Binomial}(n, \mathbb{P}(M \neq Y)) \) and using Hoeffding’s inequality, we have

\[
\mathbb{P} \left( \frac{u}{n} < \mathbb{P}(M \neq Y) - t \right) \leq e^{-2nt^2}.
\]

Next, by decomposing \( A \), we have

\[
A = \mathbb{P} \left( \frac{u}{n} < \mathbb{P}(M \neq Y) - t \right) \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{u}{n} \hat{\mathcal{R}}_S(\mathcal{R}) \mid \frac{u}{n} < \mathbb{P}(M \neq Y) - t \right]
\]

\[
+ \mathbb{P} \left( \frac{u}{n} \geq \mathbb{P}(M \neq Y) - t \right) \mathbb{E}_{(x_i, y_i, m_i)} \mathbb{E}_{\sigma} \left[ \frac{u}{n} \hat{\mathcal{R}}_S(\mathcal{R}) \mid \frac{u}{n} \geq \mathbb{P}(M \neq Y) - t \right]
\]

\[
\leq \left| \mathbb{P}(M \neq Y) - t \right| e^{-2nt^2} + \min \{ \mathbb{P}(M \neq Y), \mathcal{R}_n(\mathbb{P}(M \neq Y) - t)(\mathcal{R}) \},
\]

where the inequality holds since Rademacher complexity is bounded by 1 and is non-increasing in terms of sample-space size, followed by \( \frac{u}{n} \leq 1 \), and by means of Lemma 3.4 of (Mohri et al., 2018). As a result, by setting \( t = \frac{\mathbb{P}(M \neq Y)}{2} \), we have

\[
A \leq \frac{\mathbb{P}(M \neq Y)}{2} e^{-\frac{nt^2(M \neq Y)}{2}} + \min \{ \mathbb{P}(M \neq Y), \mathcal{R}_n(\mathbb{P}(M \neq Y) / 2)(\mathcal{R}) \}.
\]

Finally using (113), (118), and (122) we complete the proof. \( \square \)

C. Proof of Proposition 2

To prove the consistency of the deferral surrogate, we know that since \( \ell_\phi \) is consistent, for every \( \{ \phi_1, \ldots, \phi_{k+1} \} \), such that \( \sum_{i=1}^{k+1} p_i = 1 \), we have

\[
\arg\max_{i \in [k+1]} \arg\min_{h \in D} \sum_{i=1}^{k+1} p_i \ell_{\phi}(i, h) = \arg\max_{i \in [k+1]} p_i.
\]

(One could prove this by setting \( \mathbb{P}(X = x) = \delta[x] \), and \( \mathbb{P}(Y = y | X = x) = p_y \).)
Next, we find the minimizer of the loss $\tilde{\ell}_\phi$ as
\[
\arg\min_{h \in F} \mathbb{E}_{X,Y,M} [\tilde{\ell}_\phi(c, h)] = \arg\min_{h(x)} \mathbb{E}_{Y,M \mid X = x} [\tilde{\ell}_\phi(c, h(x))] = \arg\min_{h(x)} \sum_{i=1}^{k+1} \left| \mathbb{E}[\max_{j \in [k+1]} c(j) - c(i) | X = x] \tilde{\ell}_\phi(i, h(x)) \right|. \tag{124}
\]

Next, we form the probability mass function $\{q_1, \ldots, q_{k+1}\}$ as
\[
q_i = \frac{\mathbb{E}[\max_{j \in [k+1]} c(j) - c(i)]}{\sum_{t=1}^{k+1} \mathbb{E}[\max_{j \in [k+1]} c(j) - c(t)]}. \tag{126}
\]

One could see that the optimizer in (125) is equivalent to
\[
\arg\min_{h(x)} \sum_{i=1}^{k+1} q_i \tilde{\ell}_\phi(i, h(x)). \tag{127}
\]

Now, using (123) and (127), we can show that
\[
\arg\max_{i \in [k+1]} \arg\min_{h \in F} \mathbb{E}_{X,Y,M} [\tilde{\ell}_\phi(c, h)] = \arg\max_{i \in [k+1]} q_i = \arg\min_{i \in [k+1]} \mathbb{E}[c(i) | X = x]. \tag{128}
\]

The above identity means that $h_{k+1}(x) \geq \max_{i \in [k]} h_i(x)$ (i.e., $r(x) = 1$) iff. we have $\mathbb{E}[c(k + 1) | X = x] \leq \min_{i \in [k]} \mathbb{E}[c(i) | X = x]$. Further, we have
\[
h(x) = \arg\max_{i \in [k]} h_i(x) = \arg\min_{i \in [k]} \mathbb{E}[c(i) | X = x]. \tag{129}
\]

Recalling Proposition 1 in (Mozannar & Sontag, 2020), one sees that $r(x)$ and $h(x)$ are that of Bayesian optimal classifier, which proves that $\tilde{\ell}_\phi$ is Fisher consistent.

### D. Proof of Theorem 2

To show the result for the calibration function, by setting $P(X = x) = \delta[x']$, and $P(Y = y | X = x') = p_y$ for $y \in [k + 1]$, we see that
\[
L_{h}^{0-1} - \min_{h \in F} L_{h}^{0-1} = \sum_{i \neq h(x')} p_i - \sum_{i \neq \arg\max_{i \in [k]} p_i} p_i = \max_{i \in [k]} p_i - p_{h(x')} \tag{130}
\]

Furthermore, we have
\[
\tilde{L}_{\phi}(h) - \min_{h \in F} \tilde{L}_{\phi}(h) = \sum_{i=1}^{k+1} p_i [\tilde{\ell}_\phi(i, h(x')) - \tilde{\ell}_\phi(i, h^*)]. \tag{132}
\]

Hence, $\psi$ being a calibration function proves that
\[
\psi(\max_{i \in [k]} p_i - p_{h(x')}) \leq \sum_{i=1}^{k+1} p_i [\tilde{\ell}_\phi(i, h(x')) - \tilde{\ell}_\phi(i, h^*)], \tag{133}
\]

for every choice of $h(x')$.

On the other hand, one could calculate the conditional cost-sensitive loss as
\[
L_{c,x}(h) = \mathbb{E}_{Y \mid X = x} [c(h(X))] = \sum_{i \neq h(x)} \mathbb{E}_{Y \mid X = h} [c(i) | X = x]. \tag{134}
\]
Hence, we have

\[ L_{c,x}(h) - L_{c,x}(h^*) = \mathbb{E}[c(h(X))|X = x] - \min_{i \in [k+1]} \mathbb{E}[c(i)|X = x], \quad (135) \]

where \( h^* = \arg\min_{h \in \mathcal{F}} L_c(h) \).

By defining \( q_i \)s as (126), one can prove that

\[ L_{c,x}(h) - L_{c,x}(h^*) = \sum_{i=1}^{k+1} [\max_{j \in [k+1]} c(j) - c(i)|X = x] \cdot \max_{i \in [k+1]} q_i - q_{h(x)}. \quad (136) \]

For the new surrogate, we further know that

\[ \bar{L}_{c,x}(h) = \mathbb{E}_{Y|X=x}[\bar{e}(c, h(x))] \]
\[ = \sum_{i=1}^{k+1} \mathbb{E}\left[ \max_{j \in [k+1]} c(j) - c(i)|X = x \right] \sum_{i=1}^{k+1} q_i \bar{e}_{\phi}(i, h(x)). \quad (137) \]

Furthermore, one could show that

\[ \bar{h}_{k+1} = \arg\min_{h \in \mathcal{F}} \bar{L}_{c,x}(h) \]
\[ = \arg\min_{h \in \mathcal{F}} \sum_{i=1}^{k+1} q_i \bar{e}_{\phi}(i, h), \quad (139) \]

and consequently,

\[ \bar{L}_{c,x}(h) - \bar{L}_{c,x}(\bar{h}_{k+1}) = \sum_{i=1}^{k+1} \mathbb{E}\left[ \max_{j \in [k+1]} c(j) - c(i)|X = x \right] \cdot \sum_{i=1}^{k+1} q_i (\bar{e}_{\phi}(i, h) - \bar{e}_{\phi}(i, \bar{h}_{k+1})). \quad (141) \]

Hence, using (133) and (140), we have

\[ \mathbb{E}\left[ \max_{j \in [k+1]} c(j) - c(i)|X = x \right] \psi(\max_{i \in [k+1]} q_i - q_{h(x)}) \leq \bar{L}_{c,x}(h) - \bar{L}_{c,x}(\bar{h}_{k+1}). \quad (142) \]

Hence, since \( \psi(x) = C|x|^\gamma \), we have

\[ \psi(L_{c,x}(h) - L_{c,x}(h^*)) = \psi(\mathbb{E}\left[ \max_{j \in [k+1]} c(j) - c(i)|X = x \right] \cdot \max_{i \in [k+1]} q_i - q_{h(x)}) \]
\[ \leq \mathbb{E}^{\gamma-1}\left[ \max_{j \in [k+1]} c(j) - c(i)|X = x \right] (\bar{L}_{c,x}(h) - \bar{L}_{c,x}(\bar{h}_{k+1})) \]
\[ \leq M^{\gamma-1}(\bar{L}_{c,x}(h) - \bar{L}_{c,x}(\bar{h}_{k+1})), \quad (145) \]

where (a) holds using the assumption of the theorem.

Finally, using convexity of \( \psi \) and by Jensen’s inequality, we have

\[ \psi(L_c(h) - L_c(h^*)) = \psi(\mathbb{E}_X[L_{c,x}(h) - L_{c,x}(h^*)]) \]
\[ \leq \mathbb{E}_X \psi(L_{c,x}(h) - L_{c,x}(h^*)) \leq M^{\gamma-1}\mathbb{E}_X[L_{c,x}(h) - L_{c,x}(h^*)] \]
\[ \leq M^{\gamma-1}(\bar{L}_{c,x}(h) - \bar{L}_{c,x}(\bar{h}_{k+1})), \quad (147) \]

in which (a) is followed by (145). This completes the proof of the first part of the theorem.

To obtain the calibration function of the cross-entropy error, we first introduce the following lemma.
Lemma 8. For every two distributions $P$ and $G$, we have
\[
\left| \max_i P_i - \max_i G_i \right| \leq \sqrt{2D_{KL}(P\|G)}.
\] (150)

Proof. We define $\arg\max_i G_i = i^*_G$, and $\arg\max_i P_i = i^*_P$. If we have $\max_i G_i = G_{i^*_G} \geq G_{i^*_P} = \max_i P_i$, then
\[
0 \leq G_{i^*_G} - P_{i^*_P} \leq \sqrt{2D_{KL}(P\|G)},
\] (151)
where $(a)$ is correct due to the fact that $\max_i P_i \geq P_{i^*_G}$, and $(b)$ holds due to Pinsker’s inequality. Further, if we have $\max_i G_i = P_{i^*_P} \leq P_{i^*_G} = \max_i P_i$, using a similar argument, we have
\[
0 \leq P_{i^*_P} - G_{i^*_G} \leq \sqrt{2D_{KL}(P\|G)}.
\] (152)

Next, we note that the conditional surrogate risk can be rewritten as
\[
\tilde{L}_{CE,x}(g_1, \ldots, g_{K+1}) = - \sum_{i=1}^{K+1} \mathbb{E}_{j \in [K+1]} \left[ \max_{j \in [K+1]} c(j) - c(i) | X = x \right] \log \frac{\exp(g_i(x))}{\sum_k \exp(g_k(x))}
\] (153)
\[= N_x H_{P_x}(G_x),
\] (154)
where $N_x = \sum_{i=1}^{K+1} \mathbb{E}_{j \in [K+1]} \left[ \max_{j \in [K+1]} c(j) - c(i) | X = x \right]$. $H_{P_x}(G_x)$ refers to the relative entropy of the distribution $G_x$ w.r.t $P_x$ which are defined as
\[
P_{x,i} = \frac{\mathbb{E}_{j \in [K+1]} \left[ \max_{j \in [K+1]} c(j) - c(i) | X = x \right]}{N_x},
\] (155)
and
\[G_{x,i} = \frac{\exp(g_i(x))}{\sum_k \exp(g_k(x))}.
\] (156)

Secondly, one note that since in the minimizer of surrogate risk
\[
\arg\min_{g \in \mathcal{F}} \tilde{L}_{CE}(g),
\]
$\mathcal{F}$ contains every function, hence there is no dependency between different point $x$s, and as a result, the minimization is equivalent to finding minimize every conditional surrogate risk. More formally, if $g_1^*, \ldots, g_{K+1}^*$ are such pair of minimizers, we have
\[
(g_1^*(x), \ldots, g_{K+1}^*(x)) = \arg\min_{g_1(x), \ldots, g_{K+1}(x)} \tilde{L}_{CE,x}(g_1(x), \ldots, g_{K+1}(x))
\] (157)
\[= \arg\min_{g_1(x), \ldots, g_{K+1}(x)} N_x H_{P_x}(G_x)
\] (158)
\[= \arg\min_{g_1(x), \ldots, g_{K+1}(x)} H_{P_x}(G_x)
\] (159)
\[= (P_{x,1}, \ldots, P_{x,K+1}),
\] (160)
where $(a)$ holds because of (154), and $(b)$ is a property of relative entropy.

As a result, the conditional excess surrogate risk can be rewritten as
\[
\tilde{L}_{CE,x}(g_1, \ldots, g_{K+1}) - \tilde{L}_{CE,x}^* = N_x H_{P_x}(G_x) - N_x H_{P_x}(P_x) = N_x D_{KL}(P_x, G_x).
\] (161)
Further, we can write the conditional excess risk as
\[
L_{x}^{0-1}(g_1, \ldots, g_{K+1}) - L_{x}^{0-1}(g_1^*, \ldots, g_{K+1}^*) = \mathbb{E} \left[ c(\arg\max_{i(x)} g_i(x)|X = x) - \min_{i(x)} \mathbb{E} \left[ c(i(x)) | X = x \right] \right],
\]
(162)
where \(L_{x}^{0-1}\) is defined as
\[
L_{x}^{0-1}(g_1, \ldots, g_{K+1}) = \mathbb{E} \left[ 3_{Y \neq \arg\max_{i \in [K+1] \setminus g_i(X)} } | X = x \right]
\]
(163)
Next, we can rewrite this conditional excess risk in terms of \(P_{x,i}\)s as
\[
L_{x}^{0-1}(g_1, \ldots, g_{K+1}) - L_{x}^{0-1}(g_1^*, \ldots, g_{K+1}^*) = N_x \left( \max_{i(x)} P_{x,i(x)} - P_{x,\arg\max_{i(x)} g_i(x)} \right)
\]
(164)
\[
= N_x \left( \max_{i(x)} P_{x,i(x)} - P_{x,\arg\max_{i(x)} g_{x,i(x)}} \right).
\]
(165)
To bound such a value, we use Pinsker’s inequality which states that for every two distributions \(P\) and \(G\) supported on \(\mathbb{N}\), we have
\[
TV(P, Q) = \frac{1}{2} \sum_i |P_i - Q_i| \leq \sqrt{\frac{D_{KL}(P||Q)}{2}}.
\]
(166)
To make use of that inequality, by defining \(i_{P_x} := \arg\max_{i(x)} P_{x,i(x)}\) and \(i_{G_x} := \arg\max_{i(x)} G_{x,i(x)}\) and using triangle inequality, we know that
\[
N_x \left| \max_{i(x)} P_{x,i(x)} - P_{x,\arg\max_{i(x)} G_{x,i(x)}} \right| \leq N_x \left| P_{x,i_{P_x}} - G_{x,i_{G_x}} \right| + N_x \left| G_{x,i_{G_x}} - P_{x,i_{G_x}} \right|.
\]
(167)
Next, we bound each of these terms separately. Firstly, we know that
\[
N_x \left| P_{x,i_{P_x}} - G_{x,i_{G_x}} \right| \leq N_x \sum_i |P_{x,i} - G_{x,i}| = N_x TV(P_x, G_x)
\]
(168)
\[
\leq N_x \sqrt{2D_{KL}(P_x, G_x)}.
\]
(169)
Further, using Lemma 8, one can show that
\[
N_x \left| P_{x,i_{G_x}} - G_{x,i_{G_x}} \right| \leq N_x \sqrt{2D_{KL}(P_x, G_x)}.
\]
(170)
As a result, we have
\[
\frac{\left( L_{x}^{0-1}(g_1, \ldots, g_{K+1}) - L_{x}^{0-1}(g_1^*, \ldots, g_{K+1}^*) \right)^2}{16MK} \leq \tilde{L}_{CE,x}(g_1, \ldots, g_{K+1}) - \tilde{L}_{CE,x},
\]
(171)
where the last equality is followed by (161). Next, using the upper-bound on \(c(i)\)s, we have \(N_x \leq 2KM\). As a result, we have
\[
\frac{\left( L_{x}^{0-1}(g_1, \ldots, g_{K+1}) - L_{x}^{0-1}(g_1^*, \ldots, g_{K+1}^*) \right)^2}{16MK} \leq \tilde{L}_{CE}(g_1, \ldots, g_{K+1}) - \tilde{L}_{CE},
\]
(172)
Finally, using Jensen’s inequality, we have
\[
\frac{\left( L_{x}^{0-1}(g_1, \ldots, g_{K+1}) - L_{x}^{0-1}(g_1^*, \ldots, g_{K+1}^*) \right)^2}{16MK} \leq \tilde{L}_{CE}(g_1, \ldots, g_{K+1}) - \tilde{L}_{CE},
\]
(173)
which yields the statement of theorem.
E. Proof of Theorem 3

We first introduce some useful lemmas, then we get back to the proof of theorem.

**Lemma 9.** Let \( \mathcal{F}_1, \ldots, \mathcal{F}_k \) be hypothesis classes with Rademacher complexity \( \hat{\mathcal{R}}_S(\mathcal{F}_i) \). The Rademacher complexity of the hypothesis class \( \mathcal{G} = \{ \log \sum_{i=1}^{k} e_{f_{i}}(x) : f_{i}(\cdot) \in \mathcal{F}_i \} \) on set \( S \) is bounded as

\[
\hat{\mathcal{R}}_S(\mathcal{G}) \leq \sum_{i=1}^{k} \hat{\mathcal{R}}_S(\mathcal{F}_i). \tag{175}
\]

**Proof.** We prove this lemma for \( k = 2 \). By following similar steps, one could generalize this proof for every \( k \in \mathbb{N} \).

We write the Rademacher complexity of \( \mathcal{G} \) as

\[
\hat{\mathcal{R}}_S(\mathcal{G}) = \frac{1}{m} \mathbb{E}_\sigma \left[ \sup_{f_1 \in \mathcal{F}_1, f_2 \in \mathcal{F}_2} \sum_{i=1}^{m} \sigma_i \log(e^{f_1(x)} + e^{f_2(x)}) \right] \tag{176}
\]

\[
= \frac{1}{m} \mathbb{E}_\sigma \left[ \sup_{f_1 \in \mathcal{F}_1, f_2 \in \mathcal{F}_2} \sum_{i=1}^{m} \sigma_i f_1 + \sum_{i=1}^{m} \frac{\sigma_i}{2} f_2 + \sum_{i=1}^{m} \sigma_i \log(e^{f_1(x)/2 - f_2(x)/2} + e^{f_2(x)/2 - f_1(x)/2}) \right] \tag{177}
\]

\[
\leq \left( \frac{1}{2m} \right) \mathbb{E}_\sigma \left[ \sup_{f_1 \in \mathcal{F}_1} \sum_{i=1}^{m} \sigma_i f_1 \right] + \left( \frac{1}{2m} \right) \mathbb{E}_\sigma \left[ \sup_{f_2 \in \mathcal{F}_2} \sum_{i=1}^{m} \sigma_i f_2 \right] + \frac{1}{m} \mathbb{E}_\sigma \left[ \sum_{i=1}^{m} \sigma_i \log(e^{f_1(x)/2 - f_2(x)/2} + e^{f_2(x)/2 - f_1(x)/2}) \right] \tag{178}
\]

\[
= \frac{1}{2} \hat{\mathcal{R}}_S(\mathcal{F}_1) + \frac{1}{2} \hat{\mathcal{R}}_S(\mathcal{F}_2) + \mathcal{R}_S(\Phi(\mathcal{F}_1 - \mathcal{F}_2)), \tag{179}
\]

where \( (a) \) is followed by the sublinearity of supremum, and \( \Phi(\cdot) \) is defined as \( \Phi(x) = \log(e^{x/2} + e^{-x/2}) \).

One could see that \( \frac{\partial \Phi(x)}{\partial x} = \frac{1}{2} e^{x/2} - e^{-x/2} \leq 1 \), that leads to \( \frac{1}{2} \)-Lipschitzness of \( \Phi(\cdot) \). Using this, and by Ledoux-Talagrand theorem (Ledoux & Talagrand, 1991), we have

\[
\hat{\mathcal{R}}_S(\Phi(\mathcal{F}_1 - \mathcal{F}_2)) \leq \frac{1}{2} \hat{\mathcal{R}}_S(\mathcal{F}_1 - \mathcal{F}_2) \tag{180}
\]

\[
= \frac{1}{2m} \mathbb{E}_\sigma \left[ \sup_{f_1 \in \mathcal{F}_1, f_2 \in \mathcal{F}_2} \sum_{i=1}^{m} \sigma_i (f_1(x) - f_2(x)) \right] \tag{181}
\]

\[
\leq \left( \frac{1}{2m} \right) \mathbb{E}_\sigma \left[ \sup_{f_1 \in \mathcal{F}_1} \sum_{i=1}^{m} \sigma_i f_1 \right] + \left( \frac{1}{2m} \right) \mathbb{E}_\sigma \left[ \sup_{f_2 \in \mathcal{F}_2} \sum_{i=1}^{m} \sigma_i f_2 \right] \tag{182}
\]

\[
= \frac{1}{2} \left( \hat{\mathcal{R}}_S(\mathcal{F}_1) + \hat{\mathcal{R}}_S(\mathcal{F}_2) \right), \tag{183}
\]

where \( (a) \) is again followed by sublinearity of supremum.

Finally, using (179) and (183), we complete the proof. 

**Lemma 10.** Let \( \mathcal{F} \) be a hypothesis class of functions \( f(x, y) : \mathcal{X} \times [k + 1] \rightarrow \mathbb{R} \), and \( \Pi_1(\mathcal{F}) = \{ x \rightarrow f(x, y) : f(\cdot, \cdot) \in \mathcal{F}, y \in [k + 1] \} \). Then,

- for \( \mathcal{G} = \{ x, y \rightarrow f(x, y) - \log \sum_{j=1}^{k+1} f(x, y) : f(\cdot, \cdot \in \mathcal{F}) \} \) and given the assumption that for every label inside sets of pairs \( (x_i, y_i) \in S \) is within the range \( \{1, \ldots, k\} \), we have

\[
\mathcal{R}_S(\mathcal{G}) \leq (2k + 1)\mathcal{R}_S(\Pi_1(\mathcal{F})), \tag{184}
\]

- and for \( \mathcal{H}_i = \{ x \rightarrow f(x, i) - \log \sum_{j=1}^{k+1} f(x, y) : f(\cdot, \cdot \in \mathcal{F}) \} \), we have

\[
\hat{\mathcal{R}}_S(\mathcal{H}_i) \leq (k + 2)\hat{\mathcal{R}}_S(\Pi_1(\mathcal{F})). \tag{185}
\]
Proof. 1. We write Rademacher complexity of $\hat{G}$ as

$$ R_S(\hat{G}) = \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i f(x_i, y_i) - \sigma_i \log \sum_{y=1}^{k+1} e^{f(x_i, y)} \right] $$

(186)

$$ \leq \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i f(x_i, y_i) \right] + \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i \log \sum_{y=1}^{k+1} e^{f(x_i, y)} \right], $$

(187)

where (a) holds because of sublinearity of supremum. Next, we bound $A$ and $B$ as follows.

First, we know that

$$ A = \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{y=1}^{k} \sum_{i=1}^{m} \sigma_i f(x_i, y) \mathbb{I}_{y_i = y} \right] $$

(188)

$$ \leq \sum_{y=1}^{k} \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i f(x_i, y) (\epsilon_i / 2 + 1/2) \right], $$

(189)

where $\epsilon_i = 2 \mathbb{I}_{y_i = y} - 1$. Hence, again, applying sublinearity of supremum, we have

$$ A \leq \sum_{y=1}^{k} \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i f(x_i, y) + \frac{1}{2} \right] \left( R_S(\Pi_1(\mathcal{F})) + \frac{1}{2} \right) $$

(190)

(191)

Next, to bound $B$, using Lemma 9, we have

$$ B \leq \sum_{y=1}^{k+1} \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{i=1}^{m} \sigma_i f(x_i, y) \right] \leq \hat{R}_S(\Pi_1(\mathcal{F})). $$

(192)

Finally, using (187), (192), and (193), we complete the proof.

2. We bound Rademacher complexity of $\mathcal{H}_i$ as

$$ R_S(\mathcal{H}_i) = \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{j=1}^{m} \sigma_j f(x_j, i) - \sigma_j \log \sum_{y=1}^{k+1} e^{f(x_j, i)} \right] $$

(194)

$$ \leq \frac{1}{m} E \left[ \sup_{f \in \mathcal{F}} \sum_{j=1}^{m} \sigma_j f(x_j, i) \right] + \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{j=1}^{m} \sigma_j \log \sum_{y=1}^{k+1} e^{f(x_j, y)} \right] $$

(195)

$$ \leq R_S(\Pi_1(\mathcal{F})) + \sum_{y=1}^{k+1} \frac{1}{m} E_{\sigma} \left[ \sup_{f \in \mathcal{F}} \sum_{j=1}^{m} f(x_j, y) \right] $$

(196)

$$ \leq (k + 2) R_S(\Pi_1(\mathcal{F})), $$

(197)

where (a) is followed by sublinearity of supremum, and (b) because of Lemma 9 and using definition of $\Pi_1(\mathcal{F})$. 

$\square$
Lemma 11. For \( i \in \{1, \ldots, k+1\} \) let \( \mathcal{H}_i \) be hypothesis class of functions \( h_i(x) : \mathcal{X} \to \mathbb{R} \) with bounded norm \( \|h_i\|_\infty < C \). Further, let \( \Pi_1(\mathcal{H}) = \{ x \mapsto h_i(x) : h_i \in \mathcal{H}_i, i \in [k+1]\} \). The Rademacher complexity of the class \( \mathcal{L} \) of loss functions

\[
\ell(x, y, m) = -\log \frac{e^{-h_y(x)}}{\sum_{i=1}^{k+1} e^{-h_i(x)}} - I_{m \neq y} \log \frac{e^{-h_{k+1}(x)}}{\sum_{i=1}^{k+1} e^{-h_i(x)}},
\]

for \( m, y \in [k] \) is bounded as

\[
\mathcal{R}_n(\mathcal{L}) \leq (k+1)\mathcal{R}_n(\Pi_1(\mathcal{H})) + (k + 2) \min\{\mathbb{P}(M \neq Y), \mathcal{R}_n(\mathbb{P}(M \neq Y)/2(\Pi_1(\mathcal{H})) \}
+ \frac{C}{2} \mathbb{P}(M \neq Y) (k + 2) e^{-n^{2}\mathbb{P}(M \neq Y)/2}.
\]

Proof. We write empirical Rademacher complexity of \( \mathcal{L} \) as

\[
\hat{\mathcal{R}}_\mathcal{S}(\mathcal{L}) = \frac{1}{n} \mathbb{E}_{\mathcal{S}} \left[ \sup_{\ell \in \mathcal{L}} \sum_{i=1}^{n} \sigma_i \ell(x_i, y_i, m_i) \right]
\]

\[
= \frac{1}{n} \mathbb{E}_{\mathcal{S}} \left[ \sum_{h_j \in \mathcal{H}_j} \frac{n}{\sum_{i=1}^{n} \sigma_i (-\log \frac{e^{-h_y(x_i)}}{\sum_{j=1}^{k+1} e^{-h_j(x_i)}} - I_{m \neq y} \log \frac{e^{-h_{k+1}(x_i)}}{\sum_{j=1}^{k+1} e^{-h_j(x_i)}})} \right]
\]

\[
\leq \frac{1}{n} \mathbb{E}_{\mathcal{S}} \left[ \sum_{h_j \in \mathcal{H}_j} \frac{n}{\sum_{i=1}^{n} \sigma_i (-\log \frac{e^{-h_y(x_i)}}{\sum_{j=1}^{k+1} e^{-h_j(x_i)}})} + \frac{1}{n} \mathbb{E}_{\mathcal{S}} \left[ \sum_{i=1}^{n} \sigma_i \log \frac{e^{-h_{k+1}(x_i)}}{\sum_{j=1}^{k+1} e^{-h_j(x_i)}} \right] \right]
\]

\[
\leq (k + 1)\mathcal{R}_\mathcal{S}(\Pi_1(\mathcal{H})) + (k + 2) \frac{1}{n} \sum_{i=1}^{n} I_{m_i \neq y_i} \hat{\mathcal{R}}_\mathcal{S}[m_i \neq y_i, \Pi_1(\mathcal{H})].
\]

It is remained to bound \( A \). For this task, we first notice that \( u = \sum_{i=1}^{n} I_{m_i \neq y_i} \) is a random variable with distribution Binomial\((n, \mathbb{P}(M \neq Y))\). Further, by Hoeffding’s inequality we know that for \( t > 0 \), we have

\[
\mathbb{P}\left( \frac{u}{n} < \mathbb{P}(M \neq y) - t \right) \leq e^{-2nt^2}.
\]

Hence, by decomposing \( A \), we have

\[
A = \mathbb{P}\left( \frac{u}{n} < \mathbb{P}(M \neq Y) - t \right) \mathbb{E}\left[ \frac{u}{n} \mathcal{R}_\mathcal{S}[|y_i \neq m_i|] \right] \mathbb{P}(M \neq Y) - t \]

\[
+ \mathbb{P}\left( \frac{u}{n} \geq \mathbb{P}(M \neq Y) - t \right) \mathbb{E}\left[ \frac{u}{n} \mathcal{R}_\mathcal{S}[|y_i \neq m_i|] \right] \mathbb{P}(M \neq Y) - t
\]

\[
\leq C |\mathbb{P}(M \neq Y) - t| e^{-2nt^2} + \min\{\mathbb{P}(M \neq Y), \mathcal{R}_n(\mathbb{P}(M \neq Y) - t) \Pi_1(\mathcal{H}) \},
\]

where the last inequality holds because (1) every function in \( \Pi_1(\mathcal{H}) \) is bound by \( C \), and so is the Rademacher complexity of \( \Pi_1(\mathcal{H}) \), and (2) the Rademacher complexity is non-increasing with the sample space size.

Hence, using 204, 207, and by setting \( t = \frac{\mathbb{P}(M \neq Y)}{2} \), the proof is complete.

Proof of Theorem 3. Using Rademacher inequality on generalization error (e.g., Theorem 3.3 of (Mohri et al., 2018)), we know that with probability at least \( 1 - \delta/2 \), we have

\[
\tilde{L}_{CE}(t_1^{k+1}) \leq \tilde{L}_{CE}(t_1^{k+1}) + 2\mathcal{R}_n(\mathcal{L}) + \sqrt{\frac{D \log 2/\delta}{2n}},
\]
where $D$ is an upper-bound on $\|\ell\|_\infty$ for $\ell \in \mathcal{L}$, and where $\tilde{L}_{CE}$ is the empirical loss corresponding to $\ell_{CE}$, and $f_i \in \mathcal{F}$. We follow the proof in three steps, (i) we find $D$, (ii) we find a lower-bound of $\tilde{L}_{CE}^{k+1}$ in terms of $L_{\text{def}}^{0-1}(f_i^{k+1})$, and (iii) we complete the proof by bounding the difference $|\min_{f_i \in \mathcal{F}^{k+1}} \tilde{L}_{CE}(f_i^{k+1}) - \min_{f_i \in \mathcal{F}^{k+1}} \tilde{L}_{CE}^{k+1}|$.

\* Step (i): For calculating a bound on $\|\ell\|_\infty$ for $\ell \in \mathcal{L}$, we use boundedness of $\|f_i\|_\infty$ for $i \in [k+1]$ and $f_i^{k+1} \in \mathcal{F}_{i}^{k+1}$. Indeed, we know the function

\[ b_D(x) = -\log \frac{e^{-x}}{e^{-x} + D}, \]  

for $D > 0$ is a monotonically non-increasing function of $x$. Hence, over a closed interval, it takes the minimum and maximum on the limit points. As a result, for $|x| \leq C$, we have

\[ 0 \leq b_D(x) \leq -\log \frac{e^{-C}}{e^{-C} + D}. \]

Hence, for the loss function $\ell(x, y, m)$, in which $\|f_i^{k+1}\| \leq C$, we have

\[ 0 < \ell(x, y, m) = b_{\sum_{i=1}^{k+1} \in F^{k+1}} \left( f_{y}(x) \right) + \sum_{i=1}^{k+1} \in F^{k+1} \left( f_{i+1}(x) \right) \]

\[ \leq -\log \frac{e^{-C}}{e^{-C} + \sum_{i=1}^{k+1} \in F^{k+1} e^{-f_{i}(x)}} - \sum_{i=1}^{k+1} \in F^{k+1} e^{-f_{i}(x)} \]

\[ -2 \log \frac{e^{-C}}{e^{-C} + ke^{C}} \leq -2 \log \frac{e^{-2C}}{k + 1} = 4C - 2 \log(k + 1). \]

\* Step (ii): Using excessive surrogate risk bound, we see that

\[ \psi(L_{\text{def}}^{0-1}(f_i^{k+1}) - \min_{h_i^{k+1}} L_{\text{def}}^{0-1}(h_i^{k+1})) + \min_{h_i^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \leq \tilde{L}_{CE}(f_i^{k+1}). \]

\* Step (iii): In this step, we find a bound on $\tilde{L}_{CE}(f_i^{k+1}) - \min_{h_i^{k+1}} \tilde{L}_{CE}(h_i^{k+1})$. Indeed, we know that

\[ \tilde{L}_{CE}(f_i^{k+1}) - \min_{h_i^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) = \tilde{L}_{CE}(f_i^{k+1}) - \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \]

\[ + \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) - \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \]

\[ + \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) - \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \]

\[ \leq \tilde{L}_{CE}(h_i^{k+1}) - \tilde{L}_{CE}(h_i^{k+1}) + \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \]

\[ + \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) - \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \]

where $h_i^{k+1} = \arg\min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1})$. Hence, using Hoeffding’s inequality, with probability at least $1 - \delta/2$, we have

\[ \tilde{L}_{CE}(f_i^{k+1}) - \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1}) \leq \sqrt{\frac{D}{2n} \log 2/\delta + \min_{h_i^{k+1} \in \mathcal{F}_{i}^{k+1}} \tilde{L}_{CE}(h_i^{k+1})}, \]

Finally, using Lemma 11, 208, 213, 214, 217, and by union bound, we complete the proof.

\[ \square \]

**F. Proof of Proposition 3**

We prove this proposition in four steps: (i) we first prove that in each iteration, the deferral loss $L_{\text{def}}^{0-1}(h, r)$ is bounded, (ii) using Step (i), we show that $\mathbb{P}(X \in DIS(V_i))$ halves in each iteration with high probability, (iii) using Step (ii) we
conclude that $\mathbb{P}(X \in DIS(V_{\lfloor \log \frac{1}{\varepsilon} \rfloor}^i)) \leq \varepsilon$ with high probability, and finally (iv) we provide a bound on $L_{\text{def}}^{0,1}(h,r)$ using the result in Step (iii).

**Step (i):** We use Theorem 2 of (Mozannar & Sontag, 2020) that making use of realizability of $(h,r)$ on empirical distribution shows that with probability at least $1 - \delta'$ we have

$$
\mathbb{E} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} | X \in DIS(V_i) \right] \leq \sqrt{\frac{2 \log \frac{2}{\delta'}}{m_i}} + \sqrt{\frac{2d(H) \log e m_i}{m_i}} + \sqrt{\frac{32d(R) \log e m_i}{m_i}},
$$

(218)

where $m_i$ is the size of the set on which human provides the prediction in each iteration. Note that we draw only samples from $DIS(V_i)$, and that is the reason that we condition the loss on $X$ being in $DIS(V_i)$.

To analyze the sample complexity that corresponds to (218), we let $\delta' = \frac{\delta^{\frac{1}{\log \frac{1}{\varepsilon}}} - i}{(2 + \log \frac{1}{\varepsilon})^2}$ and we assume that

$$
m_i \geq \max \{108\Theta^2 \log \frac{(2 + \lceil \log \frac{1}{\varepsilon} \rceil - i)^2}{\delta}, 360\Theta^2 d(H) \log \Theta, 2, 276\Theta^2 d(H) \log \Theta\}.
$$

(219)

Using the first term in RHS of (219), we bound the first term in the upper-bound (218) as

$$
\sqrt{\frac{2 \log \frac{2}{\delta'}}{m_i}} \leq \sqrt{\frac{2 \log \frac{2(2 + \lceil \log \frac{1}{\varepsilon} \rceil - i)^2}{\delta}}{108\Theta^2 \log \frac{(2 + \lceil \log \frac{1}{\varepsilon} \rceil - i)^2}{\delta}}} = \frac{1}{6\Theta} \sqrt{\frac{2}{3} + \frac{2}{3 \log \frac{(2 + \lceil \log \frac{1}{\varepsilon} \rceil - i)^2}{\delta}}.}
$$

(220)

Then, for $i \leq \lceil \log \frac{1}{\varepsilon} \rceil$ and since $\delta \leq 1$, we know that $\log \frac{1}{\varepsilon} \geq 2$, which concludes that

$$
\sqrt{\frac{2 \log \frac{2}{\delta'}}{m_i}} \leq \frac{1}{6\Theta}.
$$

(221)

Further, using the second and third term in RHS of (219) and since $\sqrt{\frac{2d(H) \log e m_i}{m_i}}$ is monotonically decreasing for $m_i \geq 2$ (note that $\frac{d}{dx} \left( \frac{\log x}{x^2} \right) = \frac{1}{x^2} - \frac{\log x}{x^2} \leq 0$ for $x \geq 2$) we have

$$
\sqrt{\frac{2d(H) \log e m_i}{m_i}} \leq \sqrt{\frac{2d(H) \log e \cdot \log \frac{e \cdot d(H) \log \Theta}{d(H) \log \Theta}}{360\Theta^2 d(H) \log \Theta}} = \frac{1}{\Theta} \sqrt{\frac{\log e + 2 \log \Theta + \log \log \Theta}{180 \log \Theta}}.
$$

(222)

If we set $\Theta \geq e$, we have $\log \Theta \geq \log e$, and since $\log \log \Theta \leq \log \Theta$ for $\Theta \geq 1$, we have

$$
\sqrt{\frac{2d(H) \log e m_i}{m_i}} \leq \frac{5 \log \Theta}{180 \log \Theta} = \frac{1}{6\Theta}.
$$

(224)

Similarly, we could show that

$$
\sqrt{\frac{32d(R) \log e m_i}{m_i}} \leq \frac{1}{6\Theta},
$$

(225)

which together with (218), (221), and (224) proves that for $m_i = O\left( \Theta^2 (d(H) \log \Theta + d(R) \log \Theta + \log \frac{(2 + \lceil \log \frac{1}{\varepsilon} \rceil - i)^2}{\delta}) \right)$ we have

$$
\mathbb{E} \left[ I_{r(X)=0} I_{h(X) \neq Y} + I_{r(X)=1} I_{M \neq Y} | X \in DIS(V_i) \right] \leq \frac{1}{2\Theta},
$$

(226)

with probability at least $1 - \frac{\delta^{\frac{1}{\log \frac{1}{\varepsilon}}} - i}{(2 + \log \frac{1}{\varepsilon})^2}$. 
Sample Efficient Learning of Predictors that Complement Humans

Since $X \in DIS(V_i)$ is a necessary condition for $\mathbb{I}_{r(X) = 0} \mathbb{I}_{h(x) \neq Y} + \mathbb{I}_{r(X) = 1} \mathbb{I}_{M \neq Y} = 1$, we conclude that

$$L_0^{-1}(h, r) = \Delta(V_i) \mathbb{P}[\mathbb{I}_{r(X) = 0} \mathbb{I}_{h(x) \neq Y} + \mathbb{I}_{r(X) = 1} \mathbb{I}_{M \neq Y} | X \in DIS(V_i)] \leq \frac{\Delta(V_i)}{2\Theta},$$

(227)

with probability at least $1 - \frac{\delta}{(2 + \lfloor \log \frac{1}{\epsilon} \rfloor - i)^2}$, where $\Delta(V_i)$ is defined as

$$\Delta(V_i) := \mathbb{P}(X \in DIS(V_i))$$

(228)

**Step (ii):** Since $L_0^{-1}(h, r) = \mathbb{P}(r(X)M + (1 - r(X))h(X) \neq Y)$, and because $L_0^{-1}(h^*, r^*) = 0$, and using Step (i), we have

$$\mathbb{P}(r(X)M + (1 - r(X))h(X) \neq r^*(X)M + (1 - r^*(X))h^*(X) \leq \frac{\Delta(V_i)}{2\Theta},$$

(229)

with probability at least $1 - \frac{\delta}{(2 + \lfloor \log \frac{1}{\epsilon} \rfloor - i)^2}$. As a result, for all $(h, r) \in V_{i+1}$, we have $(h, r) \in B((h^*, r^*), \frac{\Delta(V_i)}{2\Theta})$ with such probability.

Hence, we have

$$\Delta(V_{i+1}) \leq \Delta \left( B((h^*, r^*), \frac{\Delta(V_i)}{2\Theta}) \right) \leq \Theta \cdot \frac{\Delta(V_i)}{2\Theta} = \frac{\Delta(V_i)}{2},$$

(230)

where the last inequality is followed by the definition of $\Theta$.

**Step (iii):** Using union bound, and since

$$\sum_{i=1}^{\lfloor \log \frac{1}{\epsilon} \rfloor} \frac{\delta}{(2 + \lfloor \log \frac{1}{\epsilon} \rfloor - i)^2} = \sum_{i=2}^{\lfloor \log \frac{1}{\epsilon} \rfloor + 1} \frac{\delta}{i^2} \leq \sum_{i=2}^{\infty} \frac{\delta}{i^2} = \frac{\pi^2 - 6}{6} \cdot \delta \leq \delta,$$

(231)

and using Step (iii), we have that

$$\Delta(V_{\lfloor \log \frac{1}{\epsilon} \rfloor}) \leq \frac{1}{2^{\lfloor \log \frac{1}{\epsilon} \rfloor}} \Delta(V_0) \leq \epsilon,$$

(232)

with probability at least $1 - \delta$.

**Step (iv):** Since we know that $L_0^{-1}(h^*, r^*) = 0$, we conclude that

$$\mathbb{P}(M \neq Y, r^*(X) = 1) = 0.$$  

(233)

Next, since for all $h \in V_{\lfloor \log \frac{1}{\epsilon} \rfloor}$, we have $\mathbb{P}(h(X) \neq Y, r(X) = 0) = 0$, we can show that

$$L_0^{-1}(h, r) = \mathbb{P}(h(X) \neq Y, r(X) = 0) + \mathbb{P}(M \neq Y, r(X) = 1)$$

(234)

$$= \mathbb{P}(M \neq Y, r(X) = 1)$$

(235)

$$= \mathbb{P}(M \neq Y, r(X) = 1, r^*(X) = 0) + \mathbb{P}(M \neq Y, r(X) = 1, r^*(X) = 1)$$

(236)

$$= \mathbb{P}(M \neq Y, r(X) = 1, r^*(X) = 0)$$

(237)

$$= \mathbb{P}(M \neq Y, r(X) \neq r^*(X), r^*(X) = 0) \leq \mathbb{P}(r(X) \neq r^*(X)),$$

(238)

where (a) is followed by (233).

Next, since $(h^*, r^*)$ is not removed in any iteration because of its consistency, we have $(h^*, r^*) \in V_{\lfloor \log \frac{1}{\epsilon} \rfloor}$. Hence using Step (iii), for all $(h, r) \in V_{\lfloor \log \frac{1}{\epsilon} \rfloor}$, we have

$$\mathbb{P}(r(X) \neq r^*(X)) \leq \mathbb{P}(X \in DIS(V_{\lfloor \log \frac{1}{\epsilon} \rfloor})) \leq \epsilon,$$

(239)

with probability at least $1 - \delta$.

Using (238) and (239) the proof is complete.
G. An example on which CAL algorithm fails

Here, we provide the reader with an example on which vanilla CAL algorithm in Section 6.1 does not converge. Let \( X = \{0, 1\} \) and let \( X \sim \text{Uniform}(X) \) and \( \mu_{XY|M} = \mu_X I_{Y=X} I_{M=0} \), which means for all instances on \( X, Y = X \) and \( M = 0 \). Further, let \( \mathcal{H} = \{ h_1, h_2 \} \), and \( \mathcal{R} = \{ r_1, r_2 \} \), where

\[
h_1(x) = r_1(x) = x, \quad h_2(x) = r_2(x) = 0.
\] (240)

One could see that in this case three pairs \( (h_1, r_1), (h_1, r_2), (h_2, r_1) \) as deferral systems provide zero loss.

To run CAL, we draw a sample from \( \mu_X \). Assume that we observe \( x = 1 \). We see that since \( x \in \text{DIS}(V_0) = \{1\} \), then we need to query human’s prediction and true label on such instance. Hence, we collect the corresponding values \( y = m = 1 \) for that instance. Next, we update the version space

\[
V_1 = \{(h_1, r_1), (h_1, r_2), (h_2, r_1)\},
\] (241)

to induce consistency. However, we note that \( \text{DIS}(V_1) \) does not change comparing to \( \text{DIS}(V_0) \). Hence, \( P(X \in \text{DIS}(V_0)) = P(X \in \text{DIS}(V_1)) = \ldots = \frac{1}{2} \). As a result, CAL algorithm does not converge, and in each iteration queries human prediction for \( x = 1 \).

H. Proof of Theorem 4

Using Theorem 5.1 of (Hanneke, 2014), we know that if \( n_l = C \Theta d(D) \log \left( \frac{4 \Theta}{\delta} \log \frac{4}{\epsilon} \right) \log \frac{4}{\epsilon} \), then with probability at least \( 1 - \frac{3 \delta}{4} \) we have

\[
P[f(X) \neq I_{M \neq Y}] \leq \frac{\epsilon}{4}.
\] (242)

Next, we bound the empirical joint loss on unlabeled samples. We know that

\[
\hat{L}_{\text{def}}^{-1}(h, r) = \frac{1}{n_u} \sum_i \mathbb{I}_{h(x_i) \neq y_i} \mathbb{I}_{r(x_i) = 0} + \mathbb{I}_{m_i \neq y_i} \mathbb{I}_{r(x_i) = 1}
\] (243)

\[
= \frac{1}{n_u} \sum_i [\mathbb{I}_{h(x_i) \neq y_i} \mathbb{I}_{r(x_i) = 0} + f(x_i) \mathbb{I}_{r(x_i) = 1}] + \frac{1}{n_u} \sum_i (\mathbb{I}_{m_i \neq y_i} - f(x_i)) \mathbb{I}_{r(x_i) = 1}
\] (244)

\[
\leq \frac{1}{n_u} \sum_i [\mathbb{I}_{m_i \neq y_i} - f(x_i)]
\] (245)

\[
= \frac{1}{n_u} \sum_i \mathbb{I}_{f(x_i) \neq I_{m_i \neq y_i}}
\] (246)

where \( (a) \) holds because of Line 5 in Algorithm 1.

As a result, we use Hoeffding’s inequality coupled with (242) to show that

\[
\hat{L}_{\text{def}}^{-1}(h, r) \leq \frac{\epsilon}{4} + \sqrt{\frac{\log 2/\delta}{2n_u}},
\] (248)

with probability at least \( 1 - \frac{3 \delta}{4} \). Further, by generalization bound in Theorem 2 of (Mozannar & Sontag, 2020), with probability at least \( 1 - \frac{3 \delta}{4} \) we have

\[
L_{\text{def}}^{-1}(h, r) \leq \hat{L}_{\text{def}}^{-1}(h, r) + \sqrt{\frac{2 \log 8/\delta}{n_u} + \mathcal{R}_{n_u}(\mathcal{H}) + 4 \mathcal{R}_{n_u}(\mathcal{R}) + P(M \neq Y) e^{-\frac{n_u P(M \neq Y)}{4}}},
\] (249)
where following (248) we conclude that with probability at least $1 - \delta$ we have
\[
L_{\text{def}}^0(h, r) \leq \frac{\epsilon}{4} \sqrt{\frac{\log 2/\delta}{2n_u}} + \sqrt{\frac{2 \log 8/\delta}{n_u}} + \mathcal{R}_{n_u}(\mathcal{H}) + 8\mathcal{R}_{n_u}(\mathcal{R}) + \mathbb{P}(M \neq Y)e^{-\frac{n_u(M \neq Y)}{8}}.
\] (250)

One can further calculate an upper-bound on $\mathcal{R}_{n_u}(\mathcal{H})$ and $\mathcal{R}_{n_u}(\mathcal{R})$ using Corollary 3.8 and 3.18 of (Mohri et al., 2018) as
\[
\mathcal{R}_{n_u}(\mathcal{H}) \leq \sqrt{\frac{2d(\mathcal{H}) \log \frac{en_u}{d(\mathcal{H})}}{n_u}},
\] (251)

and
\[
\mathcal{R}_{n_u}(\mathcal{R}) \leq \sqrt{\frac{2d(\mathcal{R}) \log \frac{en_u}{d(\mathcal{R})}}{n_u}},
\] (252)

which by substituting in (250) we conclude that
\[
L_{\text{def}}^0(h, r) \leq \frac{\epsilon}{4} \sqrt{\frac{\log 2/\delta}{2n_u}} + \sqrt{\frac{2 \log 8/\delta}{n_u}} + \sqrt{\frac{2d(\mathcal{H}) \log \frac{en_u}{d(\mathcal{H})}}{n_u}} + \sqrt{\frac{32d(\mathcal{R}) \log \frac{en_u}{d(\mathcal{R})}}{n_u}} + \mathbb{P}(M \neq Y)e^{-\frac{n_u(M \neq Y)}{8}}.
\] (253)

Finally, using (253) and by letting $n_u \geq \max\left\{ \frac{8 \log \frac{2}{\delta}}{\epsilon^2}, \frac{288 \log 8/\delta}{\epsilon^2}, \frac{C'}{\epsilon^2} \max\{d(\mathcal{H}), d(\mathcal{R})\} \log \frac{1}{\epsilon} \right\}$ in which $C' = 2^{10}$ and for $\epsilon \leq \frac{1}{2\pi^2\pi}$, we have
\[
L_{\text{def}}^0(h, r) \leq \epsilon,
\] (254)

with probability at least $1 - \delta$, which completes the proof.

I. Experimental Details

**Data.** We use the CIFAR validation set of 10k images as the test set and split the CIFAR training set 90/10 for training and validation.

**Optimization.** We use the AdamW optimizer (Loshchilov & Hutter, 2017) with learning rate 0.001 and default parameters on PyTorch. We also use a cosine annealing learning rate scheduler and train for 100 epochs and saving the best performing model on the validation set. For the surrogate $L_{CE}^\alpha$ (Mozannar & Sontag, 2020), we perform a search for $\alpha$ over a grid $[0, 0.1, 0.5, 1]$.

**Model Complexity.** For the model complexity gap figure, we use a convolutional neural network consisting of two convolutional layers with a max pooling layer in between followed by three fully connected layers with ReLU activations. We modify respectively: the number of channels produced by the convolution of the first layer and of the second layer, and the number of units in the first and second fully connected layers. We use this set of parameters to produce the plot for the classifier model:

\[
[[1, 1, 50, 25], [3, 3, 50, 25], [4, 4, 80, 40], [6, 6, 100, 50], [12, 12, 100, 50], [20, 20, 100, 50], [100, 100, 1000, 500], [100, 100, 1000, 500]]
\]

For the rejector model, and for the expert confidence model used for Staged we use the parameters $[100, 100, 1000, 500]$. The error bars in the plot are produced by repeating the training process 10 times and obtaining standard deviations to average over the randomness in training. We used a rather simple network architecture so that we can more easily illustrate the model complexity gap, as more complex architectures can easily obtain $\sim 100\%$ accuracy on CIFAR and would not allow us to have a more fine-grained analysis of the gap.

**Data Trade-Offs.** We use the model parameters $[100, 100, 1000, 500]$ for all networks in this plot. For each fraction of data labeled, we sample randomly from the training set the corresponding number of points. The error bars are obtained by repeating the training process 10 times for different random samplings of the training set.