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Abstract

The Weisfeiler-Lehman (WL) test is a classical
procedure for graph isomorphism testing. The
WL test has also been widely used both for design-
ing graph kernels and for analyzing graph neural
networks. In this paper, we propose the Weisfeiler-
Lehman (WL) distance, a notion of distance be-
tween labeled measure Markov chains (LMMCs),
of which labeled graphs are special cases. The
WL distance is polynomial time computable and
is also compatible with the WL test in the sense
that the former is positive if and only if the WL
test can distinguish the two involved graphs. The
WL distance captures and compares subtle struc-
tures of the underlying LMMCs and, as a con-
sequence of this, it is more discriminating than
the distance between graphs used for defining the
state-of-the-art Wasserstein Weisfeiler-Lehman
graph kernel. Inspired by the structure of the WL
distance we identify a neural network architec-
ture on LMMCs which turns out to be universal
w.r.t. continuous functions defined on the space of
all LMMCs (which includes all graphs) endowed
with the WL distance. Finally, the WL distance
turns out to be stable w.r.t. a natural variant of the
Gromov-Wasserstein (GW) distance for compar-
ing metric Markov chains that we identify. Hence,
the WL distance can also be construed as a poly-
nomial time lower bound for the GW distance
which is in general NP-hard to compute.
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1. Introduction
The Weisfeiler-Lehman (WL) test (Lehman & Weisfeiler,
1968) is a classical procedure which provides a polynomial
time proxy for testing graph isomorphism. It is efficient and
can distinguish most pairs of graphs in linear time (Babai
& Kucera, 1979; Babai & Luks, 1983). The WL test has a
close relationship with graph neural networks (GNNs), both
in the design of GNN architectures and in terms of character-
izing their expressive power. For example, Xu et al. (2018)
showed that graph isomorphism networks (GINs) have the
same discriminative power as the WL test in distinguish-
ing whether two graphs are isomorphic or not. Recently,
Azizian et al. (2020) showed that message passing graph
neural networks (MPNNs) are universal with respect to the
continuous functions defined on the set of graphs (with the
topology induced by a specific variant of the graph edit dis-
tance) that have equivalent to or less discriminative power
than the WL test.

However, the WL test is only suitable for testing graph
isomorphism and cannot directly quantitatively compare
graphs. This state of affairs naturally suggests identifying a
distance function between graphs so that two graphs have
positive distance iff they can be distinguished by the WL
test. We note that there have been WL-inspired graph ker-
nels which can quantitatively compare graphs (Shervashidze
et al., 2011; Togninalli et al., 2019). However, these either
cannot handle continuous node features naturally or they do
not have the same discriminative power as the WL test.

New work and connections to related work. Our work
provides novel connections between the WL test, GNNs
and the Gromov-Wasserstein distance. The central object
we define in this paper is a distance between graphs which
has the same discriminative power as the WL test. We do
this by combining ideas inherent to the WL test with opti-
mal transport (OT) (Villani, 2009). We call this distance
the Weisfeiler-Lehman (WL) distance. We show that two
graphs are at zero WL distance if and only if they cannot be
distinguished by the WL test. Moreover, the WL distance
can be computed in polynomial time. Furthermore, our WL
distance is actually defined on a more general and flexible
type of objects called the labeled measure Markov chains
(LMMCs), of which labeled graphs (i.e, graph with node
features) are special cases. LMMCs can naturally model
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the interaction between graphs and their node labels (node
features), and thus provides a new OT based perspective
for comparing node labeled graphs. Besides graphs, the
LMMC framework also encompasses continuous objects
such as Riemannian manifolds and graphons. It is worth not-
ing that the idea of combining OT and Markov chains/heat
kernels has long been used to study notions of curvature of
geometric objects, e.g., graphs or Riemannian manifolds
(von Renesse & Sturm, 2005; Ollivier, 2009).

Our definition of the WL distance is able to capture and
compare subtle geometric and combinatorial structures from
the underlying LMMCs. This allows us to establish various
lower bounds for the WL distance which are not just useful
in practical computations but also clarify its discriminating
power relative to existing approaches. In particular, we carry
out experiments which demonstrate the effectiveness of our
WL distance (and its lower bounds) in graph comparison
tasks.1 Furthermore, based on the hierarchy inherent to
the WL distance, we are able to identify a neural network
architecture on the collection of all LMMCs, which we call
MCNNs (for Markov chain NNs). We show that MCNNs
have the same discriminative power as the WL test when
applied to graphs; while at the same time, they have the
desired universal approximation property w.r.t. continuous
functions defined on the space of all LMMCs (including the
space of graphs) equipped with the WL distance. It turns
out that from MCNNs, one can recover Weisfeiler-Lehman
graph kernels (Togninalli et al., 2019) and in particular, we
show that a slight variant of a key pseudo-distance between
graphs defined in (Togninalli et al., 2019) serves as a lower
bound for our WL distance. This indicates that the WL
distance has a stronger discriminating ability than WWL
graph kernels (see Appendix A.3 for an infinite family of
examples).

Finally, we observe that our formulation of the WL distance
resembles the Gromov-Wasserstein (GW) distance (Mémoli,
2007; 2011; Peyré et al., 2016; Sturm, 2012; Vayer et al.,
2020; Chowdhury & Mémoli, 2019) which is a OT-based
distance between metric measure spaces and has been re-
cently widely used in shape matching and machine learning.
We hence identify a special variant of the GW distance be-
tween Markov chain metric spaces (MCMSs) (including
all graphs). Our version of the GW distance implements a
certain multiscale comparison of MCMSs, it vanishes only
when the two MCMSs are isomorphic, but leads to NP-hard
problems. Interestingly, it turns out that the poly-time com-
putable WL distance is not only stable w.r.t. (i.e., upper
bounded by) this variant of the GW distance, but can also
be construed as a variant of the third lower bound (TLB) of
this GW distance, as in (Mémoli, 2011).

1Our code is available at https://github.com/chens5/WL-
distance

Proofs of results and details can be found in the Appendix.

2. Preliminaries
2.1. The Weisfeiler-Lehman Test

A labeled graph is a graph G = (VG, EG) endowed with a
label function `G : VG → Z, where the labels (i.e., node
features) are taken from some set Z. Common label func-
tions include the degree label (i.e., `G : VG → N sends
each v ∈ VG to its degree, denoted by degG(v)) and the
constant label (assigning a constant to all vertices). For a
node v ∈ VG, let NG(v) denote the set of neighbors of v in
G. Below, we describe the Weisfeiler-Lehman hierarchy for
a given labeled graph (G, `G).

Definition 1 (Weisfeiler-Lehman hierarchy). Given any la-
beled graph (G, `G), we consider the following hierarchy of
multisets, which we call the Weisfeiler-Lehman hierarchy:

Step 1 For each v ∈ VG we compute the pair

`(1)

(G,`G)(v) := (`G(v), {{`G(v′) : v′ ∈ NG(v)}}) .

· · ·

Step k For each v ∈ V we compute the pair

`(k)

(G,`G)(v) :=
(
`(k−1)

(G,`G)(v),
{{
`(k−1)

(G,`G)(v
′) : v′ ∈ NG(v)

}})
.

Here, {{·}} denotes multisets. In the literature, `(k)

(G,`G)(v) is
usually often mapped to a common space of labels such as
N through a hash function, a step which we do not require
in this paper. We induce, at each step k, a multiset

Lk((G, `G)) :=
{{
`(k)

(G,`G)(v) : v ∈ VG
}}
.

Definition 2 (Weisfeiler-Lehman test). For each integer
k ≥ 0, we compare Lk((G1, `G1)) with Lk((G2, `G2)). If
∃k ≥ 0 so that Lk((G1, `G1)) 6= Lk((G2, `G2)) then we
conclude that the two label graphs are non-isomorphic;
otherwise we say that the two labeled graphs pass the WL
test and that the two graphs are “possibly isomorphic”.

2.2. Probability Measures and Optimal Transport

For any measurable space Z, we will denote by P(Z) the
collection of all probability measures on Z. When Z is
a metric space (Z, dZ), we further require that every α ∈
P(Z) has finite 1-moment, i.e.,

∫
Z
dZ(z, z0)α(dz) < ∞

for any α ∈ P(Z) and any fixed z0 ∈ Z.

Pushforward Maps. Given two measurable spaces X and
Y and a measurable map ψ : X → Y , the pushforward
map induced by ψ is the map ψ# : P(X)→ P(Y ) sending
α to ψ#α where for any measurable B ⊆ Y , ψ#α(B) :=

https://github.com/chens5/WL-distance
https://github.com/chens5/WL-distance
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α
(
ψ−1(B)

)
. In the case when X is finite and Y is a metric

space, ψ#α obviously has finite 1-moment and is thus an
element of P(Y ).

Couplings and the Wasserstein Distance. For measur-
able spaces X and Y , given α ∈ P(X) and β ∈ P(Y ),
γ ∈ P(X × Y ) is called a coupling between α and β if
(pX)#γ = α and (pY )#γ = β, where pX : X × Y → X
and pY : X × Y → Y are the canonical projections, e.g.,
the product measure α⊗β is one such coupling. Let C(α, β)
denote the set of all couplings between α and β.

Given a metric space (Z, dZ), for α, β ∈ P(Z), we define
the (`1-)Wasserstein distance between them as follows:

dW(α, β) := inf
γ∈C(α,β)

∫
Z×Z

dZ(z, z′)γ(dz × dz′).

By (Villani, 2009, Proposition 2.1), the infimum above is
always achieved by some γ ∈ C(α, β) which we call an
optimal coupling between α and β.

Hierarchy of Probability Measures. An important ingre-
dient in this paper is the following construction: Given
a finite set X and a metric space Z, a map of the form
ψ : X → P(Z) induces ψ# : P(X) → P(P(Z)) which
involves the space of probability measures over probability
measures, i.e., P(P(Z)). Inductively, we define the fam-
ily of spaces P◦k(Z), called the hierarchy of probability
measures:

1. P◦1(Z) := P(Z);

2. P◦(k+1)(Z) := P
(
P◦k(Z)

)
for k ≥ 1.

If Z is complete and separable then, when endowed with
dW, P(Z) is also complete and separable (Villani (2009,
Theorem 6.18)). By induction, for each k ∈ N, P◦k(Z) is
also a complete and separable metric space. This hierarchy
will be critical in our development of the WL distance.

The Gromov-Wasserstein Distance. We call a triple X =
(X, dX , µX) a metric measure space (MMS) if (X, dX) is
a metric space and µX is a (Borel) probability measure on
X with full support. Given any X = (X, dX , µX) and
Y = (Y, dY , µY ), for any coupling γ ∈ C(µX , µY ), we
define its distortion by

dis(γ):=

∫
X×Y

∫
X×Y

|dX(x, x′)−dY (y, y′)|γ(dx×dy)γ(dx′×dy′).

Then, the (`1-)Gromov-Wasserstein (GW) distance between
X = (X, dX , µX) and Y = (Y, dY , µY ) is defined as fol-
lows (Mémoli, 2011)

dGW(X,Y) := inf
γ∈C(µX ,µY )

dis(γ), (1)

where we omit the usual 1
2 factor for simplicity.

2.3. Markov Chains

Given a finite set X , we call any map mX
• : X → P(X)

a Markov kernel on X . Of course Markov kernels can be
represented as transition matrices but we adopt this more
flexible language. A probability measure µX ∈ P(X) is
called a stationary distribution w.r.t. mX

• if for every mea-
surable subset A ⊆ X we have:

µX(A) =

∫
X

mX
x (A)µ(dx).

The existence of stationary distributions is guaranteed by
the Perron-Frobenius Theorem (Saloff-Coste, 1997). A mea-
sure Markov chain (MMC) is any tuple X = (X,mX

• , µX)
where X is a finite set, mX

• is a Markov kernel on X and
µX is a fully supported stationary distribution w.r.t. mX

• .
Definition 3 (Labeled measure Markov chain). Given any
metric space Z, which we refer to as the metric space of
labels, a Z-labeled measure Markov chain ((Z-)LMMC for
short) is a tuple (X , `X) where X is a MMC and `X : X →
Z is a continuous map. For technical reasons, throughout
this paper, we assume that the metric space of labels Z
is complete and separable2. We let ML(Z) denote the
collection of all Z-LMMCs.

The following definition of isomorphism between LMMCs
is similar to that of labeled graph isomorphism.
Definition 4. Two Z-LMMCs (X , `X) and (Y, `Y ) are said
to be isomorphic if there exists a bijective map ψ : X → Y
such that `X(x) = `Y (ψ(x)) and ψ#m

X
x = mY

ψ(x) for all
x ∈ X and ψ#µX = µY .

Labeled Graphs as LMMCs. Any labeled graph induces
a family of LMMCs which we explain as follows.
Definition 5 (q-Markov chains on graphs). For any graph
G and parameter q ∈ [0, 1), we define the q-Markov chain
mG,q
• associated to G as follows: for any v ∈ VG,

mG,q
v :=

{
q δv + 1−q

degG(v)

∑
v′∈NG(v) δv′ , NG(v) 6= ∅

δv, NG(v) = ∅
.

We further let degG(v) := degG(v) if NG(v) 6= ∅ and
degG(v) := 1 otherwise. Then, it is easy to see that

µG :=
∑
v∈VG

degG(v)∑
v′∈VG

degG(v′)
δv

is a stationary distribution for mG,q
• for all q ∈ [0, 1].

For any q ∈ [0, 1), we let Xq(G) :=
(
VG,m

G,q
• , µG

)
and

call (Xq(G), `G) a graph induced LMMC. When q = 0, we

2These assumptions are mild: they encompass finite metric
spaces, compact metric spaces, closed subsets of Euclidean spaces
and also the set of all integers with the usual metric.
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also let mG
• := mG,q

• and let X (G) := X0(G). One has the
following desirable property for graph induced LMMCs.

Proposition 2.1. For any q ∈ [0, 1),(G1, `G1
) is isomor-

phic to (G2, `G1) as labeled graphs iff (Xq(G1), `G1) is
isomorphic to (Xq(G2), `G2) as LMMCs.

3. The WL Distance
A non-empty finite multiset M of elements from a given set
S encodes information about the multiplicity of each s ∈ S
in M . This suggests that one might consider the probability
measure µM on S induced by M :

µM (s) :=
m(s)∑
t∈Sm(t)

, ∀s ∈ S

where m(s) denotes the multiplicity of s in S. This point
of view permits reinterpreting the multisets appearing in
the WL hierarchy (see Definition 1) through the language
of probability measures, which will eventually lead us to a
distance between graphs.

Definition 6 (Weisfeiler-Lehman measure hierarchy).
Given any Z-LMMC (X , `X), we let l(0)

(X ,`X ) := `X and
produce the following label functions whose codomains
span a certain hierarchy of probability measures:

Step 1 For each x ∈ X , we have (l(0)

(X ,`X ))#m
X
x ∈ P(Z).

Hence we in fact have the function

l(1)

(X ,`X )
:=
(
l(0)

(X ,`X )

)
#
mX
• : X → P(Z).

· · ·
Step k For each integer k ≥ 2, we inductively define

l(k)

(X ,`X )
:=
(
l(k−1)

(X ,`X )

)
#
mX
• : X → P◦k(Z).

We then induce at each step k a probability measure

Lk((X , `X)) :=
(
l(k)

(X ,`X )

)
#
µX ∈ P◦(k+1)(Z).

l(k)

(X ,`X ) should be compared to `(k)

(G,`G) and Lk((X , `X))
should be compared to Lk((G, `G)) from the WL hierarchy
(cf. Definition 1). See Figure 1 for an illustration of the
WL measure hierarchy of a graph induced LMMC and its
comparison with the corresponding WL hierarchy. We will
show later that, up to certain change of labels, the WL mea-
sure hierarchy for a graph induced LMMC captures all the
information contained in the WL hierarchy of the original
graph (see Proposition 3.3).

We now define the Weisfeiler-Lehman distance based on the
WL measure hierarchy.

Definition 7 (Weisfeiler-Lehman distance). For each inte-
ger k ≥ 0 and any metric space of labels Z we define the
Weisfeiler-Lehman (WL) distance of depth k between the
Z-LMMCs (X , `X) and (Y, `Y ) as

d(k)

WL((X , `X), (Y, `Y )):=dW(Lk((X , `X)) ,Lk((Y, `Y )))
(2)

where dW above takes place in P◦k(Z). We also define the
(absolute) Weisfeiler-Lehman distance by

dWL((X , `X), (Y, `Y )) := sup
k≥0

d(k)

WL((X , `X), (Y, `Y )) .

Example 1. We write down explicit formulas for d(k)

WL when
k = 0 and 1. When k = 0, it is easy to see that

d(0)

WL((X , `X), (Y, `Y ))=dW((`X)#µX , (`Y )#µY ) ,

which agrees with the Wasserstein distance between the
global label distributions (`X)#µX and (`Y )#µY (cf. a
similar concept for MMSs (Mémoli, 2011)).

When k = 1, we have that

d(1)

WL((X , `X), (Y, `Y )) =

inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
(`X)#m

X
x , (`Y )#m

Y
y

)
γ(dx×dy),

implementing the comparison of local label distributions.

The following proposition states that the WL distance be-
comes more discriminating as the depth increases.

Proposition 3.1. Let k ≥ 0 be any integer. Given
any two Z-LMMCs (X , `X) and (Y, `Y ), we have that
d(k)

WL((X , `X), (Y, `Y )) ≤ d(k+1)

WL ((X , `X), (Y, `Y )).

As a first step towards understanding the WL distance, we
show that dWL is a pseudo-distance. We discuss its relation-
ship with the WL test in Proposition 3.3 below.

Proposition 3.2. dWL (resp. d(k)

WL for k ≥ 0) defines a
pseudo-distance3 on the collectionML(Z).

3.1. Comparison with the WL Test

Given the apparent similarity between the WL hierarchy and
the WL measure hierarchy, it should not be surprising that
(as we will show later in Proposition 3.3), on graphs, dWL

essentially has the same discriminative power as the WL
test, i.e., those pairs of graphs which can be distinguished by
the WL test are the same as those with dWL > 0. The WL
distance therefore should be interpreted as a quantification
of the degree to which the graphs fail to pass the WL test.

3By pseudo-distance, we mean that dWL (resp. d(k)

WL) is sym-
metric and satisfies the triangle inequality, but non-isomorphic
LMMCs can have zero dWL (resp. d(k)

WL) distance.
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Figure 1. Illustration of the WL (measure) hierarchy. The graph G shown in the middle of the figure is assigned the degree label `G.
We explicitly present two steps of the WL hierarchy of (G, `G) (on the left) and of the WL measure hierarchy of (X (G), `G) (on the
right). Every probability measure is represented as a histogram. For i = 1, 2, `i and li are abbreviations for `(i)(G,`G) and l(i)(X(G),`G),
respectively. Notice how the WL measure hierarchy interprets the multisets from the WL hierarchy as probability measures.

However, there is an apparent loss of information in the WL
measure hierarchy due to the normalization inherent in prob-
ability measures. This could result in certain cases when
dWL((Xq(G1), `G1), (Xq(G2), `G2)) = 0 but (G1, `G1)
and (G2, `G2

) are distinguished by the WL test. See the
examples in Appendix A.5. However, as we explain next,
with appropriate label transformations, the discriminative
power of dWL is the same as that of the WL test.

For any metric space of labels Z, consider any injective map
g : Z × N × N → Z1 where Z1 is another metric space
of labels. A trivial example of such injective g is given by
letting Z1 := Z × N× N and letting g be the identity map.

Now, given any labeled graph (G, `G : VG → Z), we
generate a new label function `gG := g(`G,degG(•), |VG|) :
VG → Z1. Intuitively, this is understood as relabeling G
via the map g. Modulo this change of label function, we
establish that dWL has the same discriminative power as the
WL test.
Proposition 3.3. For any q ∈ ( 1

2 , 1), the WL test distin-
guishes two labeled graphs (G1, `G1) and (G2, `G2) iff
dWL

((
Xq(G1), `gG1

)
,
(
Xq(G2), `gG2

))
> 0.

Although it may seem that we are injecting more informa-
tion into labels, this extra relabeling, in fact, does not affect
the outcome of the WL test:
Lemma 3.4. The WL test distinguishes (G1, `G1

) and
(G2, `G2

) iff it distinguishes (G1, `
g
G1

) and (G2, `
g
G2

).

By Proposition 3.3 and a convergence result pertaining to the
WL test (Krebs & Verbitsky, 2015), one has the following
convergence result for d(k)

WL (which implies that to determine
whether two graph induced LMMCs satisfy dWL = 0 one
only needs to inspect d(k)

WL for finitely many k.)
Corollary 3.5. For any q ∈ ( 1

2 , 1) and any
two labeled graphs (G1, `G1) and (G2, `G2), if

d(k)

WL

((
Xq(G1), `gG1

)
,
(
Xq(G2), `gG2

))
= 0 holds for

each k = 0, . . . , |VG1
| + |VG2

|, we then have that
dWL

((
Xq(G1), `gG1

)
,
(
Xq(G2), `gG2

))
= 0.

Results from (Babai & Kucera, 1979) imply that the WL
test can certify isomorphism of random graphs (with degree
labels) with high probability. Then, immediately by Propo-
sition 3.3, we have that with high probability dWL generates
positive distance for non-isomorphic random-graph-induced
LMMCs.

3.2. A Lower Bound for d(k)

WL

The WL measure hierarchy, defined through consecutive
steps of pushforward maps, can be related to a certain se-
quence of Markov kernels which we explain next. Given
a MMC X = (X,mX

• , µX) and any k ∈ N, the k-step
Markov kernel, denoted by mX,⊗k

• , is defined inductively
as follows: for any x ∈ X , when k = 1, mX⊗1

x := mX
x and

when k ≥ 2, for A ⊆ X ,

mX,⊗k
x (A) :=

∫
X

m
X,⊗(k−1)
x′ (A)mX

x (dx′).

If we represent mX
• by a transition matrix MX , then the

matrix corresponding to mX,⊗k
• is the k-power of MX .

Recall the formula for d(1)

WL from Example 1. We define a
certain quantity (for each k ∈ N) which arises by replacing
the Markov kernels in that formula with k-step Markov
kernels:

d(k)

WLLB((X , `X), (Y, `Y )) :=

inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
(`X)#m

X,⊗k
x ,(`Y )#m

Y,⊗k
y

)
γ(dx× dy).

Notice that dW above takes place in P(Z) whereas dW in
Equation (2) for defining d(k)

WL takes place in P◦k(Z). Of
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course, we have that d(1)

WLLB = d(1)

WL. It turns out that for
each k ≥ 1, d(k)

WLLB is a lower bound for d(k)

WL.
Proposition 3.6. For any (X , `X), (Y, `Y ) ∈
ML(Z) and any integer k ≥ 1 we have that
d(k)

WLLB((X , `X), (Y, `Y )) ≤ d(k)

WL((X , `X), (Y, `Y )) .

For any fixed k ∈ N and any two finite R-LMMCs, (X , `X)
and (Y, `Y ), if we let n := max(|X|, |Y |), then comput-
ing d(k)

WL((X , `X), (Y, `Y )) can be done in O(n5 log(n) k)
time whereas the total time complexity for computing
d(k)

WLLB((X , `X), (Y, `Y )) is O(n3 log(nk)). Hence it is
far more efficient to compute d(k)

WLLB than d(k)

WL. Details can
be found in Appendix A.7.

4. WL Distance Inspired Neural Networks
We now focus on the case when the metric space of labels
Z is Euclidean, i.e., Z = Rd and define a family of real
functions onML(Rd) called Markov chain neural networks
(MCNNs). We both study the discriminative power and
establish a universality result for this family of functions.

For any function ϕ : Ri → Rj , we define the map
qϕ : P(Ri) → Rj sending α ∈ P(Ri) to the average∫
Ri ϕ(x)α(dx). Based on qϕ, we define two types of maps:

(1) Fϕ :ML(Ri)→ML(Rj) sending (X , `X) to (X , `ϕX),
where `ϕX : X → Rj is defined by x 7→ qϕ((`X)#m

X
x ).

(2) Sϕ :ML(Ri)→ Rj sending (X , `X) to qϕ((`X)#µX).

Below, we only focus on maps qϕ when ϕ = ϕσ is a mul-
tilayer perceptron (MLP) with a single hidden layer, i.e.,
any map of the form ϕσ(x) := Cσ ∗ (Wx+ b), where
C,W are matrices, b is any vector, and σ∗ represents ele-
mentwise application of a fixed activation function σ. For
technical reasons, we also assume that σ is Lipschitz4 and
non-polynomial. For example, one can choose σ to be ReLU
or sigmoid.

Then, for any sequence of MLPs ϕi : Rdi−1 → Rdi for
i = 1, . . . , k + 1, and any MLP ψ : Rdk+1 → R, we define
a map of the following form, which we call a k-layer Markov
chain neural network (MCNNk):

ψ ◦ Sϕk+1
◦ Fϕk

◦ · · · ◦ Fϕ1
:ML(Rd)→ R. (3)

Note the resemblance between our MCNNs and message
passing neural networks (MPNNs) for graphs (Gilmer et al.,
2017): Specifically, (`X)#m

X
x is analogous to the AGGRE-

GATION operation, qφ is analogous to the UPDATE operation,
and ψ ◦ Sφ corresponds to the readout function that appears
in the context of MPNN.
Example 2 (Relation with WWL graph kernels). MCNNs
recover the framework of Wasserstein Weisfeiler-Lehman

4Note that any MLP with a Lipschitz activation function is
Lipschitz. This fact will be used in later proofs.

(WWL) graph kernels w.r.t. continuous attributes (Togninalli
et al., 2019): Consider any labeled graph (G, `G : VG →
Rd) and any q ∈ [0, 1). Letϕ : Rd → Rd be any continuous
map. Applying qϕ to (Xq(G), `G) (see Definition 5), then
for any v ∈ VG such that NG(v) 6= ∅, we have

`ϕG(v) =

∫
Rd

ϕ(t) (`G)#m
G,q
v (dt)

= q ϕ(`G(v)) +
1− q

degG(v)

∑
v′∈NG(v)

ϕ(`G(v′)).

Notice that if we further let q = 1
2 and ϕ : Rd → Rd be

the identity map id (by relaxing the assumption that ψ is a
MLP), then we have

`idG(v) =
1

2

 `G(v) +
1

degG(v)

∑
v′∈NG(v)

`G(v′)

 . (4)

This is exactly how labels are updated in the WWL graph
kernel framework. A slight modification of the ground dis-
tance computation in the WWL framework generates a lower
bound for d(k)

WL, which implies that the WL distance is more
capable at discriminating labeled graphs than WWL graph
kernels. This is confirmed by the examples in Appendix A.3.

We let NN k(Rd) denote the collection of all MCNNk. Be-
low, we show that NN k(Rd) has the same discriminative
power as the WL distance.

Proposition 4.1. Given any (X , `X), (Y, `Y ) ∈ML(Rd),

1. if d(k)

WL((X , `X), (Y, `Y )) = 0, then for every h ∈
NN k(Rd) one has that h((X , `X)) = h((Y, `Y ));

2. if d(k)

WL((X , `X), (Y, `Y )) > 0, then there exists h ∈
NN k(Rd) such that h((X , `X)) 6= h((Y, `Y )).

Recall from Corollary 3.5 that given any q ∈ ( 1
2 , 1),

any injective map g and any labeled graphs (G1, `G1
)

and (G2, `G2
), we need at most 2n steps to determine

whether dWL((Xq(G1), `gG) ,
(
Xq(G2), `gG2

)
) = 0, where

n = max (|VG1 | , |VG2 |). Consequently, MCNNs have the
same discriminative power as the WL test:

Corollary 4.2. For any 1
2 < q < 1, the WL test distin-

guishes the labeled graphs (G1, `G1
) and (G2, `G2

) iff there
exists h ∈ NN 2n(Rd) for which h

((
Xq(G1), `gG1

))
6=

h
((
Xq(G2), `gG2

))
.

Since MPNNs also have the same discriminative power as
the WL test (Xu et al., 2018), we know that our MCNNs
can separate all pairs of graphs that MPNNs can separate.

Next, we establish a universal approximation theorem for
MCNNs. We first introduce some notation. In general, a
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pseudometric space canonically induces a metric space by
identifying points at 0 distance (see Burago et al. (2001,
Proposition 1.1.5)). We let ML

k (Rd) denote the metric
space induced by the pseudometric space (ML(Rd), d(k)

WL).
As a direct consequence of Proposition 4.1, every h ∈
NN k(Rd) induces a real function (which we still denote by
h) inML

k (Rd). Then, our MCNNs are actually universal
w.r.t. continuous functions defined on ML

k (Rd) (see the
proof in Appendix B.3.2).

Theorem 4.3. For any k ∈ N, let K ⊆ ML
k (Rd) be any

compact subspace. Then5, NN k(Rd) = C(K,R).

Our universality result resembles the one established in
(Azizian et al., 2020) for message passing neural networks
(MPNNs) which proves that MPNNs can universally approx-
imate continuous functions on graphs with bounded size
which are less or equally as discriminative as the WL test.
Compared with their result, we remark that our universality
result applies to the collection of all LMMCs (and hence
all graphs) with no restriction on their size. Moreover, al-
though for simplicity LMMCs are restricted to finite spaces
throughout the paper, our MCNNs and universality result
can potentially be extended to more general LMMCs includ-
ing continuous objects such as manifolds and graphons.

5. Relationship with the GW Distance
Given a LMMC (X , `X), the label `X induces the following
pseudo-distance on X: dX(x, x′) := dZ(`X(x), `X(x′))
for x, x′ ∈ X. This suggests structures which are closely
related to LMMCs: Markov chain metric spaces (MCMSs
for short). A MCMS is any tuple (X , dX) where X =
(X,mX

• , µX) is a finite MMC and dX is a proper distance
on X . Obviously, endowing a MCMS (X , dX) with a label
function `X and forgetting dX produces a LMMC (X , `X).
We let MMS denote the collection of all MCMSs. We
now construct a Gromov-Wasserstein type distance between
MCMSs and study its relationship with the WL distance.

5.1. The GW Distance between MCMSs

Recall from Equation (1) the definition of the standard GW
distance between MMSs. Intuitively, in order to identify
a suitable GW-like distance between MCMSs, we would
like to incorporate a comparison between Markov kernels
into Equation (1). Towards this goal, for each k ∈ N, we
consider a special type of maps ν(k)

•,• : X ×Y → P(X ×Y )
which are defined similarly to how we define k-step Markov
kernels and satisfy that for any x ∈ X and y ∈ Y , ν(k)

x,y is
a coupling between the k-step Markov kernels mX,⊗k

x and
mY,⊗k
y ; see Appendix A.2 for the precise definition. We

5For simplicity of notation, we still use NN k(Rd) to denote
induced functions onML

k (Rd) with domain restricted to K.

refer to ν(k)
•,• as a “k-step coupling” between k-step Markov

kernels. We let C(k)
(
mX
• ,m

Y
•
)

denote the collection of all
such k-step couplings ν(k)

•,•.

Definition 8. For any k ≥ 1 and any MCMSs (X , dX)
and (Y, dY ), we define the k-distortion of any pair (γ, ν(k)

•,•)
where γ ∈ C(µX , µY ) and ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

as:

dis(k)
(
γ, ν(k)

•,•
)

:=

∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)−dY (y, y′)|

ν(k)

x′′,y′′(dx
′ × dy′) γ(dx′′ × dy′′) γ(dx× dy).

This notion of distortion implements a multiscale reweight-
ing of the coupling γ through the k-step coupling ν(k)

•,•. Then,
the k-Gromov-Wasserstein distance between the MCMSs
(X , dX) and (Y, dY ) is defined by

d(k)

GW((X , dX), (Y, dY )) := inf
γ∈C(µX ,µY )

ν
(k)
•,•∈C(k)(mX

• ,m
Y
• )

dis(k)
(
γ, ν(k)

•,•
)
.

We then define the (absolute) Gromov-Wasserstein distance
between MCMSs by

dMCMS
GW ((X , dX), (Y, dY )):= sup

k
d(k)

GW((X , dX), (Y, dY )).

Proposition 5.1. dMCMS
GW defines a proper6 distance on the

collectionMMS modulo isomorphism of MCMSs.

Example 3 (MMS induced MCMS). Given a metric mea-
sure space X = (X, dX , µX), we produce a MCMS
M(X) := (X , dX) where X := (X,mX

• , µX) by letting
mX
• := µX be the constant Markov kernel. It is easy

to check that µX is a stationary distribution w.r.t. mX
• .

Then, for any two metric measure spaces X = (X, dX , µX),
Y = (Y, dY , µY ), and k ≥ 1, we have that

d(k)

GW(M(X),M(Y)) = dbi
GW(X,Y)

where dbi
GW denotes a “decoupled” version of the Gromov-

Wasserstein distance between metric measure spaces (see
Appendix A.4) which is of course independent of k.

dbi
GW is in general NP-hard to compute (Scetbon et al., 2021),

which (via Example 3) implies that dMCMS
GW is also NP-hard

to compute. See Appendix A.6 for a basic computable lower
bound estimate of dMCMS

GW . In the next section, we establish
more sophisticated lower bounds for dMCMS

GW involving the
WL distance.

6Unlike the case for dWL, two MCMSs have zero dMCMS
GW

distance iff they are isomorphic. The precise definition of iso-
morphism between MCMSs is postponed to Definition 15 in Ap-
pendix B.4.
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Table 1. 1-Nearest Neighbor classification accuracy.

METHOD MUTAG PROTEINS PTC-FM PTC-MR IMDB-B IMDB-M COX2

d(k)

WL 92.1 ± 6.3 63.0 ± 3.5 62.2 ± 8.5 56.2 ± 6.3 70.0 ± 4.3 41.3 ± 4.8 76.1 ± 5.5

d(k)

WLLB 87.3 ± 1.9 66.2 ± 2.2 62.5 ± 8.5 57.8 ± 6.8 69.9 ± 2.5 40.6 ± 3.8 81.2 ± 5.3
WWL 85.1 ± 6.5 64.7 ± 2.8 58.2 ± 8.5 54.3 ± 7.9 65.0 ± 3.3 40.0 ± 3.3 76.1 ± 5.6

Table 2. SVM classification accuracy.

METHOD MUTAG PROTEINS PTC-FM PTC-MR IMDB-B IMDB-M COX2

d(k)

WL 89.9 ± 6.4 72.6 ± 3.1 63.6 ± 7.0 57.9 ± 7.9 76.2 ± 4.1 51.6 ± 4.0 78.1 ± 0.8

d(k)

WLLB 90.0 ± 5.6 70.5 ± 1.0 63.3 ± 5.6 59.0 ± 8.3 75.1 ± 2.2 52.0 ± 1.8 78.1 ± 0.8
WWL 85.3 ± 7.3 72.9 ± 3.6 62.2 ± 6.1 63.0 ± 7.4 70.8 ± 5.4 50.0 ± 5.3 78.2 ± 0.8
WL 85.5± 1.6 71.6 ± 0.6 56.6 ± 2.1 56.2 ± 2.0 72.4 ± 0.7 50.9 ± 0.4 78.4 ± 1.1
WL-OA 86.3 ± 2.1 72.6 ± 0.7 58.4 ± 2.0 54.2 ± 1.6 73.0 ± 1.1 50.2 ± 1.1 78.8 ± 1.3

5.2. The WL Distance vs. the GW Distance

Given a MCMS (X , dX), fix any x ∈ X . Then, one can
endow (X , dX) with the label function dX(x, •) : X → R.
This gives rise to the LMMC (X , dX(x, •)). Then, we have
the following lower bound of d(k)

GW in terms of d(k)

WL:

Proposition 5.2. For each k ≥ 1 and for any MCMSs
(X , dX) and (Y, dY ), one has that

d(k)

GW((X , dX), (Y, dY )) ≥

inf
γ∈C(µX ,µY )

∫
X×Y

d(k)

WL

(
(X , dX(x, •)), (Y, dY (y, •))

)
γ(dx×dy).

Remark 5.3. When (X , dX) and (Y, dY ) are induced from
MMSs X and Y, as shown in Example 3, the left-hand
side of the above inequality coincides with the decoupled
GW distance. We point out that the right-hand side is also
independent of k and actually coincides with the third lower
bound (TLB) for the GW distance as defined in (Mémoli,
2011). See Appendix B.4.4 for more details. Hence, the
proposition above can be viewed as a generalization of the
TLB to the setting of MCMS.

In general, a MCMS (X , dX) endowed with any label func-
tion `X : X → Z induces a LMMC (X,mX

• , µX , `X)
which we denote by (X , `X). If we assign label functions
to all MCMSs in a suitable coherent way, we obtain that the
WL distance between the induced LMMCs is stable w.r.t.
the GW distance between corresponding MCMSs.

Definition 9 (Label invariant of MCMCs). Given any met-
ric space of labels Z, a Z-valued label invariant of MCMSs
is a map `• : MMS → Z• which by definition sends
each MCMS (X , dX) into a label function `X : X → Z.
One such label invariant `• will be said to be stable if

for all (X , dX), (Y, dY ) ∈ MMS, k ∈ N, and for any
γ ∈ C(µX , µY ), ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

we have∫
X×Y

∫
X×Y

dZ(`X(x′), `Y (y′)) ν(k)

x,y(dx′×dy′)γ(dx×dy)

≤ dis(k)
(
γ, ν(k)

•,•
)
.

By L(Z) we will denote the collection of all stable Z-valued
label invariants.

Example 4. One immediate example of the stable label in-
variant is the eccentricity function ecc• (see Appendix B.4.5
for a proof): for any MCMS (X , dX), eccX(x) :=∫
X
dX(x, x′)µX(dx′) for x ∈ X .

Then, if one assigns stable labels to MCMSs, one has that
the WL distance between the induced LMMCs is stable w.r.t.
the GW distance.

Proposition 5.4. For every stable label invariant `• ∈
L(Z), k ∈ N and (X , dX), (Y, dY ) ∈ MMS we have that
d(k)

WL((X , `X), (Y, `Y )) ≤ d(k)

GW((X , dX), (Y, dY )).

6. Experimental Results
We provide some results showing the effectiveness of our
WL distance in terms of comparing graphs. We conduct both
1-NN and SVM graph classification experiments and evalu-
ate the performance of both our lower bound, d(k)

WLLB, and
our WL distance, d(k)

WL, against the WWL kernel/distance
(Togninalli et al., 2019), the WL kernel and the WL optimal
assignment (WL-OA) (Kriege et al., 2016) kernel. We note
that the WWL kernel of (Togninalli et al., 2019) is a state-
of-the-art graph kernel. We use the degree label for both
d(k)

WL and d(k)

WLLB. More details on the experimental setup
and extra experiments can be found in Appendix A.8.
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1-NN Classification. In this case, both d(k)

WLLB and d(k)

WL

slightly outperform the WWL distance on all datasets we
tested; see Table 1. Overall, the classification accuracies of
d(k)

WLLB and d(k)

WL were close to those of the WWL distance.
These results illustrate the close relationship between d(k)

WL

and the WWL distance that was outlined in Section 4.

SVM Classification. See Table 2. First, we observe that
our lower bound kernel slightly outperforms the WWL ker-
nel for MUTAG, IMDB-B, and IMDB-M. For the other
datasets, d(k)

WLLB had comparable classification accuracy
with the other methods, coming within one to two percent
of WWL and WWL-OA. The d(k)

WL kernel had similar clas-
sification accuracy to d(k)

WLLB but only outperformed the
d(k)

WLLB kernel on PTC-FM, PROTEINS, and IMDB-B.

Note that our lower bound distance dWLLB performs sim-
ilarly to our WL distance dWL, but is more efficient to
compute. See Appendix A.8.3 for the runtime comparison.

7. Conclusion and Future Directions
In this paper, we proposed the WL distance – a quantitative
extension of the WL test – for measuring the dissimilarity
between objects in a fairly general family called LMMCs.
The WL distance possesses interesting connections with
graph kernels, GNNs and the GW distance. In order to
more directly compare the WL test with the WL distance
without resorting to relabeling, one future direction is to
redefine the WL distance via positive measures and “unbal-
anced” (Gromov-)Wasserstein distances (Liero et al., 2018;
Séjourné et al., 2021; De Ponti & Mondino, 2020). Whereas
our paper focuses on the application of our WL distance to
the graph setting, LMMCs can be used to model not just
graphs but also far more general objects such as Riemannian
manifolds (equipped with heat kernels) or graphons. Then,
our neural network architecture (MCNN) has the potential
to be applied to point sets sampled from manifolds too, as
well as serving as the limiting object when studying the
convergence of GNNs. It is also interesting to extend our
WL distance to a higher order version that is analogous
to the high order k-WL test and k-GNNs. We conjecture
that a suitable notion of k-WL distance will converge to
the Gromov-Wasserstein distance for MCMSs as k tends to
infinity. Finally, we point out that our WL distance can ac-
tually be regarded as a certain instance of optimal transport
with special couplings (see Appendix A.2). It is of interest
to explore the relation between our WL distance and some
other distances between stochastic processes defined via
optimal transport with special couplings (Backhoff et al.,
2017; Moulos, 2021; O’Connor et al., 2022).
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A. Extra Details
A.1. Useful Facts about Couplings

Here we collect some useful facts about couplings which will be used in subsequent proofs.

Lemma A.1. Let X,Y be finite metric spaces and let Z be a complete and separable metric space. Let ϕX : X → Z and
ϕY : Y → Z be measurable maps. Consider any µX ∈ P(X) and µY ∈ P(Y ). Then, we have that

dW((ϕX)#µX , (ϕY )#µY ) = inf
γ∈C(µX ,µY )

∫
X×Y

dZ(ϕX(x), ϕY (y))γ(dx× dy).

Proof. The proof is based on the following result.

Lemma A.2. Let X,Y be finite metric spaces and let Z be a metric space of labels. Let ϕX : X → Z and ϕY : Y → Z
be measurable maps. Consider any µX ∈ P(X) and µY ∈ P(Y ). If we let ϕ := ϕX × ϕY , then we have that

ϕ#C(µX , µY ) = C ((ϕX)#µX , (ϕY )#µY )

Proof of Lemma A.2. Since X and Y are finite, ϕX(X) and ϕY (Y ) are discrete sets. Then, the lemma follows directly
from Proposition 4.5 in (Schmitzer & Schnörr, 2013).

Hence,

dW((ϕX)#µX , (ϕY )#µY ) = inf
γ∈C((ϕX)#µX ,(ϕY )#µY )

∫
X×Y

dZ(z1, z2)γ(dz1 × dz2)

= inf
γ∈C(µX ,µY )

∫
X×Y

dZ(z1, z2)ϕ#γ(dz1 × dz2)

= inf
γ∈C(µX ,µY )

∫
X×Y

dZ(ϕX(x), ϕY (y))γ(dx× dy).

The following lemma is a direct consequence of (Villani, 2009, Corollary 5.22)

Lemma A.3. For any complete and separable metric spaceZ, there exists a measurable map ϕ : P(Z)×P(Z)→ P(Z×Z)
so that for every α, β ∈ P(Z), ϕ(α, β) is an optimal coupling between α and β.

A.2. A Characterization of the WL Distance

Recall from Definition 7 that the WL distance of depth k is the Wasserstein distance between the local distributions of labels
generated at the kth step of the WL hierarchy. In this section, we prove that in fact d(k)

WL can be characterized through a
novel variant of the Wasserstein distance between the distributions of initial labels (i.e., (`X)#µX and (`Y )#µY ).

A.2.1. k-STEP COUPLINGS

We introduce a convenient notation which will be used in the sequel.

Definition 10. Suppose a measurable space Z, a probability measure γ ∈ P(Z), and a measurable map ν• : Z −→ P(Z)
are given. Then, we define the average of ν• under γ, denoted by ν• � γ, which is still a probability measure on Z:

For any measurable A ⊆ Z, ν• � γ(A) :=

∫
Z

νz(A) γ(dz).

The operation � will be useful for constructing a special type of couplings between Markov kernels.

Given two MMCs X and Y , we introduce the following notion of k-step coupling between Markov kernels mX
• and mY

• :
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• k = 1: A 1-step coupling between mX
• and mY

• is any measurable map

ν(1)

•,• : X × Y → P(X × Y )

such that ν(1)
x,y ∈ C(mX

x ,m
Y
y ) for any x ∈ X and y ∈ Y .

• k ≥ 2: We say a map
ν(k)

•,• : X × Y → P(X × Y )

is a k-step coupling between the Markov kernels mX
• and mY

• if there exist a (k− 1)-step coupling ν(k−1)
•,• and a 1-step

coupling ν(1)
•,• such that

ν(k)

x,y = ν(k−1)

•,• � ν(1)

x,y, ∀x ∈ X, y ∈ Y.

Lemma A.4. For any k-step coupling ν(k)
•,•, one has that ν(k)

x,y ∈ C
(
mX,⊗k
x ,mY,⊗k

y

)
for every x ∈ X and y ∈ Y .

Proof. We prove the statement by induction on k. When k = 1, the statement is trivially true. Assume that the statement is
true for some k ≥ 1. Then, for any measurable A ⊆ X , we have that

ν(k+1)

x,y (A× Y ) =

∫
X×Y

ν(k)

x′,y′(A× Y ) ν(1)

x,y(dx′ × dy′)

=

∫
X×Y

mX,⊗k
x′ (A) ν(1)

x,y(dx′ × dy′)

=

∫
X

mX,⊗k
x′ (A)mX

x (dx′)

= mX,⊗(k+1)
x (A).

Similarly, for any measurable B ⊆ Y , we have that

ν(k+1)

x,y (X ×B) = mY,⊗(k+1)
y (B).

Hence ν(k+1)
x,y ∈ C

(
m
X,⊗(k+1)
x ,m

Y,⊗(k+1)
y

)
and thus we conclude the proof.

Henceforth, we denote by C(k)
(
mX
• ,m

Y
•
)

the collection of all k-step couplings between Markov kernels mX
• and mY

• .

Definition 11. Given any k ∈ N, any coupling γ ∈ C(µX , µY ) and any k-step coupling ν(k)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)
, we define

a probability measure on X × Y as follows:
µ(k) := ν(k)

•,• � γ. (5)

We call µ(k) defined as above a k-step coupling between µX and µY . We let C(k)(µX , µY ) denote the collection of all
k-step couplings between µX and µY and we also let C(0)(µX , µY ) := C(µX , µY ).

As defined above, k-step couplings are indeed couplings.
Lemma A.5. Any µ(k) ∈ C(k)(µX , µY ) is a coupling between µX and µY .

Proof. For any measurable A ⊆ X , we have that

µ(k)(A× Y ) =

∫
X×Y

ν(k)

x,y(A× Y ) γ(dx× dy)

=

∫
X×Y

mX,⊗k
x (A) γ(dx× dy)

=

∫
X

mX,⊗k
x (A)µX(dx)

= µX(A).

Similarly, for any measurable B ⊆ Y , we have that µ(k)(X ×B) = µY (B). Therefore, µ(k) ∈ C(µX , µY ).
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Lemma A.6. We have the following hierarchy of k-step couplings:

C(0)(µX , µY ) ⊇ C(1)(µX , µY ) ⊇ C(2)(µX , µY ) ⊇ · · ·

Proof. We prove the following inclusion by induction on k = 0, 1, . . . :

C(k)(µX , µY ) ⊇ C(k+1)(µX , µY ) (6)

When k = 0, we only need to check that any γ(1) ∈ C(1)(µX , µY ) is a coupling between µX and µY . Assume that

γ(1) = ν(1)

•,• � γ

for some ν(1)
•,• ∈ C(1)

(
mX
• ,m

Y
•
)

and γ ∈ C(µX , µY ). For any measurable set A ⊆ X , we have that

γ(1)(A× Y ) =

∫
X×Y

ν(1)

x,y(A× Y ) γ(dx× dy)

=

∫
X×Y

mX
x (A) γ(dx× dy)

=

∫
X

mX
x (A)µX(dx)

= µX(A).

Similarly, for any measurable B ⊆ Y we have that

γ(1)(X ×B) = µY (B).

Hence, γ(1) ∈ C(µX , µY ).

Now, assume that Equation (6) holds for some k ≥ 0. For any γ(k+2) ∈ C(k+2)(µX , µY ), we assume that

γ(k+2) = ν(k+2)

•,• � γ,

where ν(k+2)
•,• ∈ C(k+2)

(
mX
• ,m

Y
•
)

and γ ∈ C(µX , µY ). Then, there exist ν(k+1)
•,• ∈ C(k+1)

(
mX
• ,m

Y
•
)

and ν(1)
•,• ∈

C(1)
(
mX
• ,m

Y
•
)

such that
ν(k+2)

x,y = ν(k+1)

•,• � ν(1)

x,y, ∀x ∈ X, y ∈ Y.

Hence,

γ(k+2) =

∫
X×Y

∫
X×Y

ν(k+1)

x′,y′ ν
(1)

x,y(dx′ × dy′) γ(dx× dy)

=

∫
X×Y

ν(k+1)

x′,y′

∫
X×Y

ν(1)

x,y(dx′ × dy′) γ(dx× dy)

=

∫
X×Y

ν(k+1)

x′,y′ γ
(1)(dx′ × dy′).

Here that γ(1) := ν(1)
•,• � γ belongs to C(µX , µY ) follows from the case k = 0. Hence, by the induction assumption,

γ(k+2) ∈ C(k+1)(µX , µY ) which concludes the proof.

A.2.2. A CHARACTERIZATION OF d(k)

WL VIA k-STEP COUPLINGS

Now, we characterize d(k)

WL via k-step couplings defined in the previous section.
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Theorem A.7. Given any integer k ≥ 0 and any two Z-LMMC (X , `X) and (Y, `Y ), we have that

d(k)

WL((X , `X), (Y, `Y )) = inf
γ(k)∈C(k)(µX ,µY )

∫
X×Y

dZ(`X(x), `Y (y))γ(k)(dx× dy).

Proof of Theorem A.7. The case k = 0 holds trivially. Now, for any k ≥ 1 and for any x ∈ X and y ∈ Y , by Lemma A.1
we have that

dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)

= inf
νx,y∈C(mX

x ,m
Y
y )

∫
X×Y

dW

(
l(k−1)

(X ,`X )(x
′), l(k−1)

(Y,`Y )(y
′)
)
νx,y(dx′ × dy′).

Since (x, y) 7→ (mX
x ,m

Y
y ) is measurable by definition of Markov kernels, by Lemma A.3 we have that there exists a

measurable map ν•,• : X × Y → P(X × Y ) such that for every x ∈ X and y ∈ Y , νx,y is optimal, i.e.,

dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)

=

∫
X×Y

dW

(
l(k−1)

(X ,`X )(x
′), l(k−1)

(Y,`Y )(y
′)
)
νx,y(dx′ × dy′). (7)

Hence, we have the following formulas.

d(k)

WL((X , `X), (Y, `Y ))

=dW

((
l(k)

(X ,`X )

)
#
µX ,

(
l(k)

(Y,`Y )

)
#
µY

)
=

∫
X×Y

dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)
γ(dx× dy), here γ ∈ C(µX , µY ) is chosen to be optimal

=

∫
X×Y

∫
X×Y

dW

(
l(k−1)

(X ,`X )(x1), l(k−1)

(Y,`Y )(y1)
)

(ν1)x,y(dx1 × dy1)γ(dx× dy),

=

∫
X×Y

· · ·
∫

X×Y

dW

(
l(0)

(X ,`X )(xk), l(0)

(Y,`Y )(yk)
)

(νk)xk−1,yk−1
(dxk × dyk) · · · (ν1)x,y(dx1 × dy1)γ(dx× dy).

Here, each (νi)•,• ∈ C(1)(mX
• ,m

Y
• ) for i = 1, . . . , k is optimal in the sense of Equation (7).

From the above equations, we identify a probability measure on X × Y for every x ∈ X and y ∈ Y as follows

ν(k)

x,y :=

∫
X×Y

· · ·
∫

X×Y

(νk)xk−1,yk−1
(νk−1)xk−2,yk−2

(dxk−1 × dyk−1) · · · (ν1)x,y(dx1 × dy1).

It is obvious that ν(k)
•,• is a k-step coupling and thus

d(k)

WL((X , `X), (Y, `Y )) =dW

((
l(k)

(X ,`X )

)
#
µX ,

(
l(k)

(Y,`Y )

)
#
µY

)
=

∫
X×Y

∫
X×Y

dW

(
l(0)

(X ,`X )(x
′), l(0)

(Y,`Y )(y
′)
)
ν(k)

x,y(dx′ × dy′)γ(dx× dy)

≥ inf
γ(k)∈C(k)(µX ,µY )

∫
X×Y

dW(`X(x), `Y (y)) γ(k)(dx× dy),

Conversely, we have that given any γ(k) := ν(k)
•,• � γ ∈ C(k)(µX , µY ), where γ ∈ C(µX , µY ) and ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

can be written for every x ∈ X and y ∈ Y as follows

ν(k)

x,y :=

∫
X×Y

· · ·
∫

X×Y

(νk)xk−1,yk−1
(νk−1)xk−2,yk−2

(dxk−1 × dyk−1) · · · (ν1)x,y(dx1 × dy1),
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the following inequalities hold:∫
X×Y

dW(`X(x), `Y (y)) γ(k)(dx× dy)

=

∫
X×Y

∫
X×Y

dW

(
l(0)

(X ,`X )(xk), l(0)

(Y,`Y )(yk)
)
ν(k)

x,y(dxk × dyk)γ(dx× dy)

=

∫
X×Y

· · ·
∫

X×Y

dW

(
l(0)

(X ,`X )(xk), l(0)

(Y,`Y )(yk)
)

(νk)xk−1,yk−1
(dxk × dyk) · · · (ν1)x,y(dx1 × dy1)γ(dx× dy)

≥
∫

X×Y

· · ·
∫

X×Y

dW

(
l(1)

(X ,`X )(xk−1), l(1)

(Y,`Y )(yk−1)
)

(νk−1)xk−2,yk−2
(dxk−1 × dyk−1) · · · (ν1)x,y(dx1 × dy1)γ(dx× dy)

· · ·

≥
∫

X×Y

∫
X×Y

dW

(
l(k−1)

(X ,`X )(x1), l(k−1)

(Y,`Y )(y1)
)

(ν1)x,y(dx1 × dy1)γ(dx× dy)

≥
∫

X×Y

dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)
γ(dx× dy)

≥dW

((
l(k)

(X ,`X )

)
#
µX ,

(
l(k)

(Y,`Y )

)
#
µY

)
.

Infimizing over all γ and ν(k)
•,•, one concludes the proof.

A.3. The Wasserstein Weisfeiler-Lehman Graph Kernel and its Relationship with dWL

The Wasserstein Weisfeiler-Lehman graph kernel deals with graphs with either categorical or “continuous” (i.e., Euclidean)
labels (Togninalli et al., 2019). We only consider WWL graph kernel w.r.t. continuous labels since categorical labels usually
don’t come equipped with a distance. Even if we artificially defined a distance on a set of categorical labels (e.g. using
Euclidean distance via one-hot encoding), we point out that there wouldn’t be a clear relation between WWL graph kernel
and the WL distance since at each step of WWL graph kernel a hash function is invoked to map into a single label a pair
consisting of a label and a multiset of labels. Now, we describe the WWL framework w.r.t. continuous labels as follows.
For technical reasons, we assume that all graphs involved in this section are such that all their connected components have
cardinality at least 2 (i.e. no graph contains an isolated vertex).

Given a labeled graph (G, `G : VG → Rd), the label function is updated for a fixed number k of iterations according to the
equation below for i = 0, . . . , k − 1, where `0G := `G.

∀v ∈ VG, `i+1
G (v) :=

1

2

 `iG(v) +
1

degG(v)

∑
v′∈NG(v)

`iG(v′)

 .

Then, for each i = 0, . . . , k there is a label function `(i)

(G,`G) : VG → Rd. Define the stacked label function LkG as follows:

LkG :=
(
`0G, . . . , `

k
G

)
: VG → Rd×(k+1).

Now, given any two labeled graphs (G1, `G1
) and (G2, `G2

), Togninalli et al. (2019) first computed LkG1
and LkG2

, then
computed the Wasserstein distance between their induced distributions (which we call the WWL distance) and finally, built
a kernel upon this Wasserstein distance. If we let λGi denote the uniform measure on VGi , then we express their WWL
distance via pushforward of uniform measures as follows.

D(k)((G1, `G1), (G2, `G2)) := dW

((
LkG1

)
#
λG1 ,

(
LkG2

)
#
λG2

)
. (8)

Now, if we instead of uniform measures consider the stationary distributions µG1 and µG2 w.r.t. mG1,
1
2

• and mG2,
1
2

• ,
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Figure 2. In this figure we show two labeled graphs and each of them has 3n+ 2 vertices. Each of the graphs has n vertices with label 1,
n vertices with label −1, and n+ 2 vertices with label 0.

respectively, we define the following variant of D(k):

D̂(k)((G1, `G1
), (G2, `G2

)) := dW

((
LkG1

)
#
µG1

,
(
LkG2

)
#
µG2

)
, (9)

which is the distance which we will relate to our WL distance next. In fact, we then prove that D̂(k)((G1, `G1), (G2, `G2))
actually provides a lower bound for d(k)

WL((Xq(G1), `G1), (Xq(G2), `G2)) when q = 1
2 .

Proposition A.8. For any two labeled graphs (G1, `G1
: VG1

→ Rd) and (G2, `G2
: VG2

→ Rd), one has that for q = 1
2

and any k ∈ N,
D̂(k)((G1, `G1

), (G2, `G2
)) ≤ k · d(k)

WL((Xq(G1), `G1
), (Xq(G2), `G2

)).

The proposition will be proved after we provide some examples and remarks.

Example 5 (d(k)

WL is more discriminating than D̂(k)). In this example, we construct a family of pairs of graphs so that D̂(k)

between the pairs is always zero but dWL between the pairs is positive. For any n ≥ 2, consider the two (3n+ 2)-point
labeled graphs shown in Figure 2. It is easy to see that for each i = 1, 2, and any v ∈ VGi

,

1. if `Gi
(v) = 0, then `kGi

(v) = 0 for all k = 0, 1, . . .;

2. if `Gi
(v) = ±1, then `kGi

(v) = ± 1
2k for all k = 0, 1, . . ..

Hence, for any k = 0, . . ., we have that

(
LkG1

)
#
µG1

=
(
LkG2

)
#
µG2

=
4n+ 2

6n+ 2
δ(0,··· ,0) +

n

6n+ 2
δ(1,··· ,2−k) +

n

6n+ 2
δ(−1,··· ,−2−k).

Therefore, D̂(k)((G1, `G1
), (G2, `G2

)) = 0 for all k = 0, . . ..

For proving that dWL > 0, we first analyze l(1)

(X(G1),`G1
)(v1) for any v1 ∈ VG1 .

1. If `G1(v1) = ±1, then

l(1)

(X(G1),`G1
)(v1) =

1

2
δ0 +

1

2
δ±1.

2. If `G1
(v1) = 0 and v1 is neither the leftmost nor the rightmost vertex, then

l(1)

(X(G1),`G1
)(v1) =

6

8
δ0 +

1

8
δ1 +

1

8
δ−1.
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3. If v1 is either the leftmost or the rightmost vertex, then

l(1)

(X(G1),`G1
)(v1) = δ0.

We then analyze l(1)

(X(G2),`G2
)(v2) for any v2 ∈ VG2

.

1. If `G2
(v2) = ±1, then

l(1)

(X(G2),`G2
)(v2) =

1

2
δ0 +

1

2
δ±1.

2. If v2 is the center vertex, then

l(1)

(X(G2),`G2
)(v2) =

2n+ 1

3n+ 1
δ0 +

n

2(3n+ 1)
δ1 +

n

2(3n+ 1)
δ−1.

3. If `G2(v2) = 0 and v2 is not the center vertex, then

l(1)

(X(G2),`G2
)(v2) = δ0.

Hence, it is clear that when n > 1

d(1)

WL((Xq(G1), `G1), (Xq(G2), `G2)) = dW

((
l(1)

(X(G1),`G1
)

)
#
µG1 ,

(
l(1)

(X(G2),`G2
)

)
#
µG2

)
> 0.

Remark A.9. Our WL distance formulation is flexible and we can of course relax it by allowing the comparison of measure
Markov chains with general reference probability measures which are not necessarily stationary. In that case, we can
directly compare D(k) defined in Equation (8) with d(k)

WL. More precisely, for any graph G, we can replace the stationary
distribution inherent to Xq(G) with the uniform measure and hence obtain a new measure Markov chain X u

q (G). Then, the
same proof technique used for proving Proposition A.8 can be used for proving that

D(k)((G1, `G1
), (G2, `G2

)) ≤ k · d(k)

WL((X u
q (G1), `G1

), (X u
q (G2), `G2

)).

Moreover, we can show that d(k)

WL is strictly more discriminating than D(k) via the same pairs of graphs as in Example 5.

The proof of Proposition A.8 is based on the following basic fact about the Wasserstein distance:
Lemma A.10. Let Z be a complete and separable metric space. Endow Z × Z with any product metric dZ×Z such that

dZ×Z((z1, z2), (z3, z4)) ≤ dZ(z1, z3) + dZ(z2, z4) ∀z1, z2, z3, z4 ∈ Z.

For example, one can let

dZ×Z((z1, z2), (z3, z4)) :=

√
(dZ(z1, z3))

2
+ (dZ(z2, z4))

2
.

Given any complete and separable metric space X , for any i = 1, 2 and any measurable maps fi, gi : X → Z, if we let
hi := (fi, gi) : X → Z × Z, then for any µ1, µ2 ∈ P(X)

dW((h1)#µ1, (h2)#µ2) ≤ dW((f1)#µ1, (f2)#µ2) + dW((g1)#µ1, (g2)#µ2) .

Proof of Lemma A.10. For any γf , γg ∈ C(µ1, µ2), we define a probability measure ν ∈ P(Z × Z × Z × Z) as follows:
for any measurable A,A′, B,B′ ⊆ Z

ν(A×A′ ×B ×B′) := (f1 × f2)#γf (A×B) · (g1 × g2)#γg(A
′ ×B′).

It is easy to show that ν ∈ C ((h1)#µ1, (h2)#µ2). Then,

dW((h1)#µ1, (h2)#µ2) ≤
∫

Z×Z

∫
Z×Z

dZ×Z((z1, z2), (z3, z4)) ν(dz1 × dz2 × dz3 × dz4)

≤
∫

Z×Z

∫
Z×Z

(dZ(z1, z3) + dZ(z2, z4)) ν(dz1 × dz2 × dz3 × dz4)

≤
∫

Z×Z

dZ(z1, z3) (f1 × f2)#γf (dz1 × dz3) +

∫
Z×Z

dZ(z2, z4) (g1 × g2)#γg(dz2 × dz4)

By Lemma A.1, infimizing over all γf , γg ∈ C(µ1, µ2), we obtain the conclusion.
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Proof of Proposition A.8. Since LkG := (`0G, . . . , `
k
G), by inductively applying Lemma A.10, we have that

D̂(k)(G1, G2) = dW

((
LkG1

)
#
µG1

,
(
LkG2

)
#
µG2

)
≤

k∑
i=1

dW

((
`iG1

)
#
µG1

,
(
`iG2

)
#
µG2

)
.

Choose ϕj := id : Rd → Rd to be the identity map for each j = 1, . . . , k, then using notation from Appendix B.3.1, we
have that

`jGi
= `(ϕ,j)

Gi
, ∀i = 1, 2 and ∀j = 1, . . . , k.

Then, by Equation (19), we conclude that

D̂(k)(G1, G2) ≤
k∑
i=1

dW

((
l(i)(Xq(G1),`G1

)

)
#
µG1

,
(
l(i)(Xq(G2),`G2

)

)
#
µG2

)
=

k∑
i=1

d(i)

WL((Xq(G1), `G1
), (Xq(G2), `G2

)) .

By Proposition 3.1, we have that

D̂(k)(G1, G2) ≤ k · d(k)

WL((Xq(G1), `G1
), (Xq(G2), `G2

)) .

A.4. A Decoupled Version of the Gromov-Wasserstein Distance

For simplicity, in this section we will assume that the cardinality of all underlying spaces to always be finite.

The Gromov-Wasserstein distance dGW was proposed as a measure of dissimilarity between two metric measure spaces; see
Section 2.2 for its definition and also (Mémoli, 2011) for its more general version involving a parameter p ∈ [1,∞]. Note
that one can define a variant of the standard GW distance by considering two coupling measures γ, γ′ independently, and
use γ ⊗ γ′ instead of γ ⊗ γ in Equation (1). This version of the GW distance was implicit in the optimization procedure
followed in (Mémoli, 2011) and has been explicitly considered in (Séjourné et al., 2021; Titouan et al., 2020), and this is
closely connected to our GW distance between MCMSs (see Definition 8) as shown in Example 3.

Here we give the definition of this “decoupled” variant of the GW distance.
Definition 12 (Decoupled Gromov-Wasserstein distance). Suppose two metric measure spaces X = (X, dX , µX) , Y =
(Y, dY , µY ) are given. We define the decoupled Gromov-Wasserstein distance dbi

GW(X,Y) in the following way:

dbi
GW(X,Y) := inf

γ,γ′∈C(µX ,µY )

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|γ′(dx′ × dy′)γ(dx× dy).

Obviously, dbi
GW(X,Y) ≤ dGW(X,Y) in general. Furthermore, this inequality is actually tight as one can see in the

following remark.
Remark A.11. We let ΓX,Y (x, y, x′, y′) := |dX(x, x′) − dY (y, y′)| for any x, x′ ∈ X and y, y′ ∈ Y . If the kernel
ΓX,Y : X × Y ×X × Y → R is negative semi-definite, then one can show that dbi

GW(X,Y) = dGW(X,Y) by invoking
Séjourné et al. (2021, Theorem 4). More precisely, if γ, γ′ are the optimal coupling measures achieving the infimum in the
definition of dbi

GW(X,Y), then both γ and γ′ are optimal for dGW, i.e.,

dbi
GW(X,Y) = ‖ΓX,Y ‖L1(γ⊗γ′) = ‖ΓX,Y ‖L1(γ⊗γ) = ‖ΓX,Y ‖L1(γ′⊗γ′) = dGW(X,Y).

Just like the original version, dbi
GW also becomes a legitimate metric on the collection of metric measure spaces. This is

another contribution of our work.
Proposition A.12. The decoupled Gromov Wasserstein distance dbi

GW is a legitimate metric onMMS.

Proof. Symmetry is obvious. We need to prove the triangle inequality plus the fact that dbi
GW(X,Y) = 0 happens if and

only if X and Y are isomorphic. The “if” part is trivial. For the other direction we proceed as follows. Suppose that
dbi

GW(X,Y) = 0. By Lemma B.11 and the compactness of C(µX , µY ) for the weak topology (see Villani (2003, p.49)),
there must be optimal couplings γ, γ′ ∈ C(µX , µY ) such that∑

(x,y)∈X×Y

∑
(x′,y′)∈X×Y

|dX(x, x′)− dY (y, y′)| γ′(x′, y′) γ(x, y) = 0. (10)
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Claim 1. There exists an isometry φ : X → Y such that

{(x, φ(x)) : x ∈ X} = supp(γ) = supp(γ′).

Proof of Claim 1. By Equation (10), we have that

dX(x, x′) = dY (y, y′) (11)

for any (x, y) ∈ supp(γ) and (x′, y′) ∈ supp(γ′).

Fix an arbitrary x ∈ X . Then, since both µX and µY are fully supported and X,Y are finite, there must exist y, y′ ∈ Y
such that (x, y) ∈ supp(γ) and (x, y′) ∈ supp(γ′). Then, y = y′ by Equation (11). Now, if there exists y′′ ∈ Y such that
(x, y′′) ∈ supp(γ), then similarly, we have that y′′ = y′ and thus y′′ = y. In other words, for each x ∈ X , there exists a
unique y ∈ Y such that (x, y) ∈ supp(γ). Similarly, this same y ∈ Y is unique such that (x, y) ∈ supp(γ′). Hence, we
define φ : X → Y by letting φ(x) be the unique y ∈ Y such that (x, φ(x)) ∈ supp(γ). It is obvious that φ is bijective and
satisfies that {(x, φ(x)) : x ∈ X} = supp(γ) = supp(γ′). By Equation (11), we conclude that φ is an isometry.

Based on the claim above, consider an arbitrary Borel subset A ⊆ X . Then,

µX(A) = γ(A× Y ) = γ(A× Y ∩A× φ(A)) = γ(A× φ(A)) = µY (φ(A)).

Hence, φ is a isomorphism between X and Y.

Finally, for the triangle inequality, fix finite metric measure space X,Y, and Z. Notice first that for all x, x′ ∈ X , y, y′ ∈ Y ,
and z, z′ ∈ Z,

ΓX,Y (x, y, x′, y′) ≤ ΓX,Z(z, x, z′, x′) + ΓZ,Y (y, z, y′, z′).

Next, fix arbitrary coupling measures γ1, γ
′
1 ∈ C(µX , µZ) and γ2, γ

′
2 ∈ C(µZ , µY ). By the Gluing Lemma (see Villani

(2003, Lemma 7.6)), there exist probability measures π, π′ ∈ P(X × Y × Z) with marginals γ1, γ
′
1 on X × Z and γ2, γ

′
2

on Z × Y . Let γ3, γ
′
3 be the marginal of π, π′ on X × Y . Then, by the triangle inequality of L1 norm,

dbi
GW(X,Y) ≤ ‖ΓX,Y ‖L1(γ3⊗γ′3)

= ‖ΓX,Y ‖L1(π⊗π′)

≤ ‖ΓX,Z‖L1(π⊗π′) + ‖ΓZ,Y ‖L1(π⊗π′)

= ‖ΓX,Z‖L1(γ1⊗γ′1) + ‖ΓZ,Y ‖L1(γ2⊗γ′2).

Since the choice of γ1, γ
′
1, γ2, γ

′
2 are arbitrary, by taking the infimum one can conclude

dbi
GW(X,Y) ≤ dbi

GW(X,Z) + dbi
GW(Z,Y).

A.5. Examples When dWL Fails to Separate Graphs

Example 6 (Constant labels). Let G1 be a claw and G2 be a path with four nodes; see Figure 3. Let the label functions `Gi

for i = 1, 2 be constant and equal to 1 for both graphs.

In the first step of the WL test, we find

L1((G1, `G1
)) = {{(1, {{1, 1, 1}}), (1, {{1}}), (1, {{1}}), (1, {{1}})}}

and
L1((G2, `G2

)) = {{(1, {{1}}), (1, {{1}}), (1, {{1, 1}}), (1, {{1, 1}})}} .
Since L1((G1, `G1

)) 6= L1((G2, `G2
)), (G1, `G1

) and (G2, `G2
) are recognized as non-isomorphic by the WL test. Notice

that within the first step, the WL test collects degree information and comparing L1((G1, `G1
)) and L1((G2, `G2

)) is
equivalent to comparing the multisets of degrees w.r.t. G1 and G2. However, for dWL((X (G1), `G1

), (X (G2), `G2
))

(abbreviated to dWL(X (G1),X (G2)) in Figure 3), because of the normalization inherent to the Markov chains mG1
• and

mG2
• , each step inside the hierarchy pertaining to the WL distance cannot collect degree information when the labels are

constant.
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Figure 3. Illustration of Example 6. Notice that if we start from constant labels, one step of the WL hierarchy will collect degree
information for the vertices. In contrast, because of the normalization of the Markov kernel, a single step of the WL measure hierarchy
with constant labels will not be able to accumulate the same information.

Example 7 (Degree label). Let G1 be a two-point graph consisting of a single edge with the vertex set {v1, v2}. Let G2 be
a four-point graph consisting of two disjoint edges denoted by {u1, u2} and {u3, u4}; see Figure 4. For each i = 1, 2, let
`Gi

be the degree label function for both graphs.

In the first step of the WL test,
L1((G1, `G1

)) = {{(1, {{1}}), (1, {{1}})}}

and
L1((G2, `G2)) = {{(1, {{1}}), (1, {{1}}), (1, {{1}}), (1, {{1}})}} .

Then in the first step of the WL test, the two labeled graphs are already distinguished as non-isomorphic.

In the case of dWL((X (G1), `G1), (X (G2), `G2)), notice that (`G1)#m
G1
x (z) = 1 if z = 1 and 0 otherwise for both x = v1

and x = v2. Hence, l(1)

(X(G1),`G1
)(v1) = l(1)

(X(G1),`G1
)(v2). Similarly, for G2,

l(1)

(X(G2),`G2
)(u1) = · · · = l(1)

(X(G2),`G2
)(u4) = l(1)

(X(G1),`G1
)(v1).

It is not hard to show inductively that for each k ∈ N,

l(k)

(X(G1),`G1
)(v1) = l(k)

(X(G1),`G1
)(v2) = l(k)

(X(G2),`G2
)(u1) = · · · = l(k)

(X(G2),`G2
)(u4).

Then, for each k ∈ N,

L1((X (G1), `G1
)) =

(
l(k)

(X(G1),`G1
)

)
#
µG1

=
(
l(k)

(X(G2),`G2
)

)
#
µG2

= L1((X (G2), `G2
))

and thus d(k)

WL((X (G1), `G1
), (X (G2), `G2

)) = 0 which implies that dWL((X (G1), `G1
), (X (G2), `G2

)) = 0.

Notice that the standard WL test with degree labels is able to capture (and therefore compare) information about the number
of nodes in the graph. On the other hand, (X (G1), `G1) and (X (G2), `G2) cannot be distinguished by the WL distance
because of the normalization of the reference measures, µG1

and µG2
.
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...
...

Figure 4. Illustration of Example 7. One step of the WL hierarchy with degree labels can distinguish graphs of different sizes whereas
the normalization of µG1 and µG2 does not allow graph size to be distinguished when the label function is degree.

A.6. A Basic Lower Bound for dMCMS
GW

One can produce some basic lower bounds for dMCMS
GW by invoking the notion of diameter for MCMSs which we define

below. We first introduce the one point MCMS.
Example 8. The one point MCMS is the tuple ∗ := ({∗}, (0), δ∗, δ∗).
Definition 13 (MCMS diameter). For each k ≥ 1 and a MCMS (X , dX), we define

diam(k)

MCMS((X , dX)) := d(k)

GW((X , `X), ∗),

and

diamMCMS((X , dX)) := dMCMS
GW ((X , dX), ∗).

Notice that C(µX , µ∗) = {µX ⊗ δ∗} and C(k)
(
mX
• , δ∗

)
=
{
mX,⊗k
• ⊗ δ∗

}
. Then, it turns out that the diameter of X is

independent of k:

diam(k)

MCMS((X , dX)) = d(k)

GW((X , dX), ∗) =

∫
X

∫
X

∫
X

dX(x, x′)mX,⊗k
x′′ (dx′)µX(dx′′)µX(dx)

=

∫
X

∫
X

dX(x, x′)µX(dx′)µX(dx)

By the triangle inequality, one can prove the following result.
Proposition A.13. For all two MCMSs (X , dX),(Y, dY ) and k ≥ 1, we have∣∣∣∣∫

X

∫
X

dX(x, x′)µX(dx′)µX(dx)−
∫
Y

∫
Y

dY (y, y′)µY (dy′)µY (dy)

∣∣∣∣ ≤ d(k)

GW((X , dX), (Y, dY )) ,

and ∣∣∣∣∫
X

∫
X

dX(x, x′)µX(dx′)µX(dx)−
∫
Y

∫
Y

dY (y, y′)µY (dy′)µY (dy)

∣∣∣∣ ≤ dMCMS
GW ((X , dX), (Y, dY )) .

A.7. More Details on the Complexity of Computing the WL Distance

In the following subsections, we provide an algorithm for computing the WL distance and complexity analysis for both
computing the WL distance and its lower bound defined in Section 3.2.
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A.7.1. COMPUTATION OF THE WL DISTANCE

In this section, we devise an algorithm (with pseudocode in Algorithm 1) for computing d(k)

WL and establish the following
complexity analysis.

Proposition A.14. For any fixed k ∈ N, computing d(k)

WL between any LMMCs (X , `X) and (Y, `Y ) can be achieved in
time at most O(k n5 log(n)) where n = max(|X|, |Y |).

Recall from Equation (2) that the WL distance of depth k is defined as

d(k)

WL((X , `X), (Y, `Y )) := dW

((
l(k)

(X ,`X )

)
#
µX ,

(
l(k)

(Y,`Y )

)
#
µY

)
= inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)
γ(dx×dy).

In order to compute d(k)

WL((X , `X), (Y, `Y )), we must first compute dW(l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)) for each x ∈ X and y ∈ Y .
To do this, we introduce some notation. For each i = 1, . . . , k, we let Ci denote the |X| × |Y | matrix such that for each
x ∈ X and y ∈ Y ,

Ci(x, y) := dW

(
l(i)(X ,`X )(x), l(i)(Y,`Y )(y)

)
.

We also let C0 denote the matrix such that C0(x, y) := ‖`X(x)− `Y (y)‖ for each x ∈ X and y ∈ Y . Then, our task is to
compute the matrix Ck. For this purpose, we consecutively compute the matrix Ci for i = 1, . . . , k: Given matrix Ci−1,
since l(i)(X ,`X )(x) =

(
l(i−1)

(X ,`X )

)
#
mX
x and l(i)(Y,`Y )(y) =

(
l(i−1)

(Y,`Y )

)
#
mY
y , computing

dW

(
l(i)(X ,`X )(x), l(i)(Y,`Y )(y)

)
= inf
γ∈C(mX

x ,m
Y
y )

∫
X×Y

dW

(
l(i−1)

(X ,`X )(x), l(i−1)

(Y,`Y )(y)
)
γ(dx× dy).

is reduced to solving the optimal transport problem with Ci−1 as the cost matrix and mX
x and mY

y as the source and target
distributions, which can be done in O(n3 log(n)) time (Pele & Werman, 2009). Thus, for each i, computing Ci given that
we know Ci−1, requires O(n2 · n3 log(n)). Finally, we need O(n3 log(n)) time to compute d(k)

WL((X , `X), (Y, `Y )) based
on solving an optimal transport problem with cost matrix Ck and with µX and µY being the source and target distributions,
respectively.

Therefore, the total time needed to compute d(k)

WL((X , `X), (Y, `Y )) is

k ·O(n5 log(n)) +O(n3 log(n)) = O(k n5 log(n)).

For any n ∈ N, d(2n)

WL generates a distance between graph induced LMMCs with size bounded by n. By Corollary 3.5, d(2n)

WL

has the same discriminating power as the WL test in separating graphs with size bounded by n. Now, given labeled graphs
(G1, `G1) and (G2, `G2) so that max (|VG1 |, |VG2 |) ≤ n, computing d(2n)

WL((Xq(G1), `G1), (Xq(G2), `G2)) takes time at
most O(n6 log(n)).

A.7.2. COMPUTATION OF THE LOWER BOUND DISTANCE

Recall from Section 3.2 that the WL lower bound distance was defined as

d(k)

WLLB((X , `X), (Y, `Y )) := inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
(`X)#m

X,⊗k
x , (`Y )#m

Y,⊗k
y

)
γ(dx× dy).

Given two finite LMMCs,

(X , `X : X → R) where X =
(
X = {x1, x2, ..., xn} ,mX

• , µX
)

and
(Y, `Y : Y → R) where Y =

(
Y = {y1, y2, ..., ym} ,mY

• , µY
)

we represent their Markov kernels as two transition matrices, MX and MY , respectively. Then, k-Markov kernels mX,⊗k
•

and mY,⊗k
• are expressed as matrices Mk

X and Mk
Y , respectively. Assume that n ≥ m. Then computing the k-Markov



Weisfeiler-Lehman meets Gromov-Wasserstein

Algorithm 1 d(k)

WL computation

1: Input: The depth k ∈ N, and two finite LMMCs
(
X = {x1, x2, ..., xn} ,mX

• , µX , `X : X → R
)

and(
Y = {y1, ..., ym} ,mY

• , µY , `Y : Y → R
)

2: Initialization: P = C = zeros(n,m)
3: for i ∈ [n], j ∈ [m] do
4: P (i, j) = |`X(xi)− `Y (yj)|
5: end for
6: for l ∈ [k] do
7: for i ∈ [n], j ∈ [m] do
8: C(i, j) = inf

γ∈C
(
mX

xi
,mY

yj

)∑
a∈[n],b∈[m] P (a, b)γ(a, b)

9: end for
10: P = C
11: end for

D = infγ∈C(µX ,µY )

∑
i∈[n],j∈[m] C(i, j)γ(i, j)

12: Output: D

kernels of X and Y will require O(n3 log(k)) time where O(n3) is time needed for matrix multiplication. Then since
(`X)#m

X,⊗k
x and (`Y )#m

Y,⊗k
y are both distributions in R, by (Vallender, 1974), dW

(
(`X)#m

X,⊗k
x , (`Y )#m

Y,⊗k
y

)
can be

computed in O(n) time for each x ∈ X and y ∈ Y . Finally, computing d(k)

WLLB can be formulated as finding the optimal
transport cost where each entry of the cost matrix is defined as dW

(
(`X)#m

X,⊗k
x , (`Y )#m

Y,⊗k
y

)
and the source and target

distributions are µX , µY respectively. Recall from the previous section that µX and µY are normalized degree distributions
for X and Y . Therefore, the overall time complexity is

O(n3 log(k)) +O(n3 log(n)) = O(n3 log(kn)).

A.8. Experiments

A.8.1. EXPERIMENTAL SETUP

We use several publicly available graph benchmark datasets from TUDatasets (Morris et al., 2020) and evaluate the
performance of our WL distance d(k)

WL distance as well as d(k)

WLLB (lower bound of our dWL which is more efficient to
compute) through two types of graph classification experiments compared with several representative methods. Note that for
all of our experiments, we use q = 0.6 to transform every graph G into the Markov chain Xq(G).

We use 1-Nearest Neighbors classifier in the first graph classification experiment and for the second experiment, we use
support vector machines (SVM). For the first experiment, we compare classification accuracies with the WWL distance
(Togninalli et al., 2019) (see Equation (8)). For the second graph classification task, we run an SVM using the indefinite
kernel matrices exp

(
−γd(k)

WLLB

)
and exp

(
−γd(k)

WL

)
, which are seen as noisy observations of the true positive semi-definite

kernels (Luss & d’Aspremont, 2009). We also evaluate the classification accuracies of dWLLB and d(k)

WL using KSVM
(Loosli et al., 2015) for their indefinite kernel matrices. Additionally, for the SVM method, we cross validate the parameter
C ∈ {10−3, . . . , 103} and the parameter γ ∈ {10−3, . . . , 103}. We compare classification accuracies with the WWL kernel
(Togninalli et al., 2019), the WL kernel (Shervashidze et al., 2011), and the Weisfeiler-Lehman optimal assignment kernel
(WL-OA) (Kriege et al., 2016). Note that we only use WWL distance in the 1-NN graph classification experiment since the
WL-OA and WL kernels are not defined in terms of a distance unlike the WWL kernel.

In addition to the full accuracies for k ∈ {1, 2, 3, 4} for d(k)

WL and d(k)

WLLB with the degree label, call this f1, we also
evaluate d(k)

WL and d(k)

WLLB with the label function f2(G, v) = 1
|VG| + degG(v) for any graph G and vertex v ∈ VG. Note

that f2 is a relabeling of any constant label function, which assigns a constant c to each vertex, via the injective map
g : {c} × N× N→ R sending (c, n1, n2) to n1 + 1

n2
as described in Section 3.1. So under f2, d(k)

WL is as discriminative as
the k-step WL test. Thus, we also evaluate the performance of the WWL distance/kernel, WL, and WL-OA kernels using
only degree label. Additionally, we report the best accuracies for WWL, WL, and WL-OA for iterations 1, . . . , 4.
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Table 3. 1-Nearest Neighbor classification accuracy. Let f1(G, v) = degG(v), f2(G, v) =
1

|VG| + degG(v)

METHOD MUTAG PROTEINS PTC-FM PTC-MR IMDB-B IMDB-M COX2

d(1)

WL , f1 90.5 ± 6.5 61.8 ± 4.3 60.0 ± 8.5 53.9 ± 7.1 70.1 ± 4.7 41.1 ± 3.9 73.8 ± 3.6
d(2)

WL , f1 92.1 ± 6.3 60.8 ± 4.4 62.2 ± 7.4 56.2 ± 6.3 69.9 ± 4.2 41.1 ± 4.7 74.2 ± 4.5
d(3)

WL , f1 91.1 ± 4.3 60.8 ± 3.5 59.4 ± 8.2 54.0 ± 7.7 69.4 ± 3.9 41.0 ± 4.8 74.2 ± 3.9
d(4)

WL , f1 90.1 ± 4.8 63.0 ± 3.8 59.1 ± 8.3 54.2 ± 6.8 70.2 ± 4.3 41.3 ± 4.8 76.1 ± 5.5

d(1)

WL , f2 91.6 ± 7.1 63.3 ± 4.4 57.5 ± 6.0 51.9 ± 9.3 71.4 ± 4.5 40.6 ± 5.3 72.5 ± 4.5
d(2)

WL , f2 91.1 ± 5.8 62.4 ± 3.4 58.2 ± 8.2 56.2 ± 7.6 70.4 ± 4.5 41.6 ± 4.3 74.0 ± 4.7
d(3)

WL , f2 91.5 ± 5.8 63.4 ± 3.9 58.5 ± 7.9 53.4 ± 8.4 71.4 ± 5.9 40.6 ± 4.3 74.6 ± 4.4
d(4)

WL , f2 92.6 ± 4.8 63.3 ± 4.9 58.5 ± 8.0 54.8 ± 7.9 71.2 ± 5.1 40.7 ± 4.8 75.9 ± 4.9

d(1)

WLLB , f1 87.3 ± 1.9 64.0 ± 2.3 62.5 ± 8.5 57.4 ± 6.8 69.0 ± 3.9 40.6 ± 3.8 75.1 ± 3.8
d(2)

WLLB , f1 86.8 ± 3.7 66.2 ± 2.2 60.0 ± 8.1 53.4 ± 6.4 69.4 ± 3.2 40.1 ± 3.6 75.1 ± 3.8
d(3)

WLLB , f1 85.2 ± 3.5 64.6 ± 2.2 58.0 ± 1.1 54.5 ± 9.1 69.8 ± 3.3 40.1 ±3.9 81.2 ± 5.3
d(4)

WLLB , f1 84.7 ± 3.1 65.4 ± 2.3 58.0 ± 1.1 52.0 ± 9.1 69.9 ± 2.5 40.1 ±3.6 80.4 ± 2.3

d(1)

WLLB , f2 87.3 ± 2.5 64.7 ± 1.4 62.5 ± 7.4 57.8 ± 6.8 69.0 ± 3.9 40.4 ± 3.6 75.5 ± 3.7
d(2)

WLLB , f2 86.3 ± 3.6 65.6 ± 2.2 60.0 ± 8.1 53.4 ± 6.4 69.2 ± 3.2 40.2 ± 3.6 77.0 ± 4.9
d(3)

WLLB , f2 85.3 ± 3.6 64.3 ± 1.1 58.0 ± 10.8 54.7 ± 9.1 69.7 ± 3.1 40.1 ± 3.9 80.4 ± 4.4
d(4)

WLLB , f2 84.7 ± 3.0 64.8 ± 1.8 58.0 ± 10.9 52.0 ± 9.2 69.4 ± 2.5 40.2 ± 3.8 80.4 ± 4.4
WWL 85.1 ± 6.5 64.7 ± 2.8 58.2 ± 8.5 54.3 ± 7.9 65.0 ± 3.3 40.0 ± 3.3 76.1 ± 5.6

A.8.2. EXTRA EXPERIMENTAL RESULTS

In Table 3 and Table 4, we have included the 1-NN and SVM classification accuracies for k ∈ {1, 2, 3, 4}, respectively. In
general, using a KSVM with kernels exp

(
−γd(k)

WLLB

)
and exp

(
−γd(k)

WL

)
yields classification accuracies which are similar

to the classification accuracy of a standard SVM with the indefinite kernels. However, note that for the kernel exp
(
−γd(k)

WL

)
,

KSVM has a slightly higher classification accuracy on both PTC-FM and IMDB-B than standard SVM. For the kernel
exp

(
−γd(k)

WLLB

)
with the labels generated by f2, KSVM has a much lower classification accuracy on both PROTEINS and

IMDB-B than standard SVM.

A.8.3. TIME COMPARISON

We compare the runtimes of d(k)

WL and d(k)

WLLB for k = 1, 2. For our runtime comparisons, we use LMMCs induced by
Erdös-Renyi graphs of sizes varying from 5 nodes to 100 nodes (with the degree label function and q = 0.6). Note that while
the runtime for d(k)

WLLB does not change much between k = 1 and k = 2, the d(k)

WL distance shows a significant increase in
the time needed to compute distance between two graphs from k = 1 to k = 2.

B. Proofs
B.1. Proofs from Section 2

B.1.1. PROOF OF PROPOSITION 2.1

The “only if” part is obvious. To prove the “if” part, we assume (Xq(G1), `G1
) is isomorphic to (Xq(G2), `G2

). Then,
there exists a bijective map ψ : VG1 → VG2 such that ψ#m

G1,q
v = mG2,q

ψ(v) , ψ#µG1 = µG2 and `G1(v) = `G2(ψ(v)) for all

v ∈ VG1
. Now, by the definition of mG1,q

• and mG2,q
• (see Definition 5), one can easily check that

degG1
(v) = 0⇔ mG1,q

v (v) = mG2,q
ψ(v)(ψ(v)) = 1⇔ degG2

(ψ(v)) = 0.

So, consider the case when mG1,q
v (v) < 1. This implies degG1

(v) > 0 and degG2
(ψ(v)) > 0. In this case, again by the

definition of mG1,q
• and mG2,q

• , one can show that

v, v′ ∈ VG1 are adjacent⇔ mG1,q
v (v′) = mG2,q

ψ(v)(ψ(v′)) > 0⇔ ψ(v), ψ(v′) ∈ VG2 are adjacent.
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Figure 5. Comparison of runtime of WWL distance against d(k)

WL and its lower bound d(k)

WLLB.

Hence, G1 and G2 are isomorphic as we required.

B.2. Proofs from Section 3

B.2.1. PROOF OF THE CLAIM IN EXAMPLE 1

By Lemma A.1 we have that

d(1)

WL((X , `X), (Y, `Y )) = dW(L1((X , `X)),L1((Y, `Y )))

= dW

((
l(1)

(X ,`X )

)
#
µX ,

(
l(1)

(Y,`Y )

)
#
µY

)
= inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
l(1)

(X ,`X )(x), l(1)

(Y,`Y )(y)
)
γ(dx× dy)

= inf
γ∈C(µX ,µY )

∫
X×Y

dW

(
(`X)#m

X
x , (`Y )#m

Y
y

)
γ(dx× dy).

B.2.2. PROOF OF PROPOSITION 3.1

This proposition follows directly from Lemma A.6 and Theorem A.7.

B.2.3. PROOF OF PROPOSITION 3.2

It is obvious that when (X , `X) is isomorphic to (Y, `Y ), d(k)

WL((X , `X), (Y, `Y )) = 0 for all k ∈ N and thus
dWL((X , `X), (Y, `Y )) = 0. It follows directly from Equation (2) that d(k)

WL satisfies the triangle inequality. Hence,
dWL := supk≥1 d

(k)

WL also satisfies the triangle inequality.

B.2.4. PROOF OF LEMMA 3.4

We first assume that the WL test cannot distinguish (G1, `G1) and (G2, `G2), i.e., Lk((G1, `G1)) = Lk((G2, `G2)) for all
k = 0, 1, . . .. We then prove that Lk((G1, `

g
G1

)) = Lk((G2, `
g
G2

)) for all k = 0, 1, . . .. The assumption Lk((G1, `G1
)) =

Lk((G2, `G2
)) for all k = 0, 1, . . . immediately implies that |VG1

| = |VG2
|. Then, it suffices to show that for any v1 ∈ VG1

and v2 ∈ VG2

`(k+1)

(G1,`G1
)(v1) = `(k+1)

(G2,`G2
)(v2) =⇒ `(k)

(G1,`
g
G1

)
(v1) = `(k)

(G2,`
g
G2

)
(v2), ∀k = 0, 1, . . . . (12)

We prove Equation (12) by induction on k. When k = 0, for any v1 ∈ VG1
and v2 ∈ VG2

, if `1(G1,`G1
)(v1) = `1(G2,`G2

)(v2),
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then
(`G1(v1), {{`G1(v), v ∈ NG1(v1)}}) = (`G2(v2), {{`G2(v), v ∈ NG2(v2)}}).

It follows that `G1(v1) = `G2(v2) and degG1
(v1) = degG2

(v2). Then, by injectivity of g, one has that `gG1
(v1) = `gG2

(v2).

Now, we assume that Equation (12) holds for some k ≥ 0. For the case of k + 1, note that `(k+2)

(G1,`G1
)(v1) = `(k+2)

(G2,`G2
)(v2)

implies that(
`(k+1)

(G1,`G1
)(v1),

{{
`(k+1)

(G1,`G1
)(v), v ∈ NG1

(v1)
}})

=
(
`(k+1)

(G2,`G2
)(v2),

{{
`(k+1)

(G2,`G2
)(v), v ∈ NG2

(v2)
}})

.

Hence, `(k+1)

(G1,`G1
)(v1) = `(k+1)

(G2,`G2
)(v2) and there exists a bijection ψ : NG1

(v1) → NG2
(v2) such that `(k+1)

(G1,`G1
)(v) =

`(k+1)

(G2,`G2
)(ψ(v)) for any v ∈ NG1

(v1). By the induction assumption, we then have that `(k)

(G1,`
g
G1

)
(v1) = `(k)

(G2,`
g
G2

)
(v2) and

`(k)

(G1,`
g
G1

)
(v) = `(k)

(G2,`
g
G2

)
(ψ(v)) for any v ∈ NG1

(v1). This implies that(
`(k)

(G1,`
g
G1

)
(v1),

{{
`(k)

(G1,`
g
G1

)
(v), v ∈ NG1

(v1)
}})

=
(
`(k)

(G2,`
g
G2

)
(v2),

{{
`(k)

(G2,`
g
G2

)
(v), v ∈ NG2

(v2)
}})

and thus `(k+1)

(G1,`
g
G1

)
(v1) = `(k+1)

(G2,`
g
G2

)
(v2). Therefore, Lk

(
(G1, `

g
G1

)
)

= Lk
(
(G2, `

g
G2

)
)

for all k = 0, 1, . . . and thus the WL

test cannot distinguish (G1, `
g
G1

) and (G2, `
g
G2

).

Conversely, we assume that the WL test cannot distinguish (G1, `
g
G1

) and (G2, `
g
G2

), i.e., Lk
(
(G1, `

g
G1

)
)

= Lk
(
(G2, `

g
G2

)
)

for all k = 0, 1, . . .. We then prove that Lk((G1, `G1
)) = Lk((G2, `G2

)) for all k = 0, 1, . . .. The proof is similar to
the one for the other direction. First, the assumption Lk

(
(G1, `

g
G1

)
)

= Lk
(
(G2, `

g
G2

)
)

for all k = 0, 1, . . . implies that
|VG1
| = |VG2

|. Then, it suffices to show that for any v1 ∈ VG1
and v2 ∈ VG2

`(k)

(G1,`
g
G1

)
(v1) = `(k)

(G2,`
g
G2

)
(v2) =⇒ `(k)

(G1,`G1
)(v1) = `(k)

(G2,`G2
)(v2), ∀k = 0, 1, . . . . (13)

We prove Equation (13) by induction on k. When k = 0, for any v1 ∈ VG1 and v2 ∈ VG2 , if `gG1
(v1) = `gG2

(v2), then by
injectivity of g, we have that `G1(v1) = `G2(v2).

Now, we assume that Equation (13) holds for some k ≥ 0. For the case of k + 1, note that `(k+1)

(G1,`
g
G1

)
(v1) = `(k+1)

(G2,`
g
G2

)
(v2)

implies that(
`(k)

(G1,`
g
G1

)
(v1),

{{
`(k)

(G1,`
g
G1

)
(v), v ∈ NG1

(v1)
}})

=
(
`(k)

(G2,`
g
G2

)
(v2),

{{
`(k)

(G2,`
g
G2

)
(v), v ∈ NG2

(v2)
}})

.

By the induction assumption, it is easy to see that(
`(k)

(G1,`G1
)(v1),

{{
`(k)

(G1,`G1
)(v), v ∈ NG1

(v1)
}})

=
(
`(k)

(G2,`G2
)(v2),

{{
`(k)

(G2,`G2
)(v), v ∈ NG2

(v2)
}})

and thus `(k+1)

(G1,`G1
)(v1) = `(k+1)

(G2,`G2
)(v2). Therefore, Lk((G1, `G1)) = Lk((G2, `G2)) for all k = 0, 1, . . . and thus the WL

test cannot distinguish (G1, `G1
) and (G2, `G2

).

B.2.5. PROOF OF PROPOSITION 3.3

By Lemma 3.4, we only need to prove that the WL test cannot distinguish (G1, `
g
G1

) and (G2, `
g
G2

) iff
dWL

(
(Xq(G1), `gG) ,

(
Xq(G2), `gG2

))
= 0. For this purpose, we need to introduce some new notions.

For any metric space Z, we let MultPow(Z) denote the collection of all finite multisets of Z (including the empty set). We
inductively define a family of sets Zk as follows:

1. Z1 := Z ×MultPow(Z);

2. for k ≥ 1, Zk+1 := Zk ×MultPow(Zk).

Then, we inductively define a family of maps ϕkq : Zk → P◦k(Z) as follows:
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1. define ϕ1
q : Z1 → P(Z) by

(z,A) ∈ Z ×MultPow(Z) 7→

{
qδz + 1−q

|A|
∑
z′∈A δz′ , A 6= ∅

δz, A = ∅
;

2. for k ≥ 1, define ϕk+1
q : Zk+1 → P◦(k+1)(Z) by

(z,A) ∈ Zk ×MultPow(Zk) 7→

{
qδϕk

q (z) + 1−q
|A|
∑
z′∈A δϕk

q (z′), A 6= ∅
δϕk

q (z), A = ∅
.

Lemma B.1. For any labeled graph (G, `G : VG → Z) and any q ∈ [0, 1], one has that for any k ∈ N

l(k)

(Xq(G),`G) = ϕkq ◦ `(k)

(G,`G) : VG → P◦k(Z). (14)

Proof of Lemma B.1. We prove by induction on k.

When k = 1, for any v ∈ V , if NG(v) 6= ∅ we have that

l(1)

(Xq(G),`G)(v) = (`G)#m
G,q
v = q δ`G(v) +

1− q
deg(v)

∑
v′∈NG(v)

δ`G(v′)

= ϕ1
q ((`G(v), {{`G(v′) : v′ ∈ NG(v)}}))

= ϕ1
q(`

(1)

(G,`G)(v)).

If NG(v) = ∅ then we have that

l(1)

(Xq(G),`G)(v) = (`G)#m
G,q
v = δ`G(v) = ϕ1

q ((`G(v), ∅)) = ϕ1
q(`

(1)

(G,`G)(v)).

Now, we assume that Equation (14) holds for some k ≥ 1. Then, for k + 1 and for any v ∈ V , if NG(v) 6= ∅, we have that

l(k+1)

(Xq(G),`G)(v) =
(
l(k)

(Xq(G),`G)

)
#
mG,q
v = q δ

l
(k)

(Xq(G),`G)
(v)

+
1− q

deg(v)

∑
v′∈NG(v)

δ
l
(k)

(Xq(G),`G)
(v′)

= q δ
ϕk

q

(
`
(k)

(G,`G)
(v)

) +
1− q

deg(v)

∑
v′∈NG(v)

δ
ϕk

q

(
`
(k)

(G,`G)
(v′)

)

= ϕk+1
q

((
`(k)

(G,`G)(v),
{{
`(k)

(G,`G)(v
′) : v′ ∈ NG(v)

}}))
= ϕk+1

q

(
`(k+1)

(G,`G)(v)
)
.

If NG(v) = ∅ then we have that

l(k+1)

(Xq(G),`G)(v) =
(
l(k)

(Xq(G),`G)

)
#
mG,q
v = δ

l
(k)

(Xq(G),`G)
(v)

= δ
ϕk

q

(
`
(k)

(G,`G)
(v)

) = ϕk+1
q

((
`(k)

(G,`G)(v), ∅
))

= ϕk+1
q

(
`(k+1)

(G,`G)(v)
)
.

This concludes the proof.

Lemma B.2. Fix any 1
2 < q < 1 and any labeled graphs (G1, `G1

) and (G2, `G2
). Assume that the labels satisfy that for

any v1 ∈ VG1 and v2 ∈ VG2 , we have that `G1(v1) = `G2(v2) implies deg(v1) = deg(v2). Then, one has that for any
v1 ∈ VG1 , v2 ∈ VG2 ,

`(k)

(G1,`G1
)(v1) = `(k)

(G2,`G2
)(v2) iff l(k)

(Xq(G1),`G1
)(v1) = l(k)

(Xq(G2),`G2
)(v2). (15)

Proof of Lemma B.2. By Lemma B.1, we have that `(k)

(G1,`G1
)(v1) = `(k)

(G2,`G2
)(v2) implies that l(k)

(Xq(G1),`G1
)(v1) =

l(k)

(Xq(G2),`G2
)(v2). For the other direction, we prove by induction on k.
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When k = 1, we first note that l(1)

(Xq(G1),`G1
)(v1) = q δ`G1

(v1) + 1−q
deg(v1)

∑
v∈NG1

(v1) δ`G1
(v) if NG1

(v1) 6= ∅ and
l(1)

(Xq(G1),`G1
)(v1) = δ`G1

(v1) otherwise. Since 1
2 < q < 1, l(1)

(Xq(G1),`G1
)(v1) = l(1)

(Xq(G2),`G2
)(v2) implies that δ`G1

(v1) =

δ`G2
(v2). Hence `G1(v1) = `G2(v2) and thus degG1

(v1) = degG2
(v2). This implies that NG1(v1) = ∅ iff NG2(v2) = ∅. If

NG1(v1) = ∅, then obviously, we have that

`(1)

(G1,`G1
)(v1) = (`G1

(v1), ∅) = (`G2
(v2), ∅) = `(1)

(G2,`G2
)(v2).

If otherwise NG1
(v1) 6= ∅, then l(1)

(Xq(G1),`G1
)(v1) = l(1)

(Xq(G2),`G2
)(v2) again implies that 1−q

deg(v1)

∑
v∈NG1

(v1) δ`G1
(v) =

1−q
deg(v2)

∑
v∈NG2

(v2) δ`G2
(v). Hence,

∑
v∈NG1

(v1) δ`G1
(v) =

∑
v∈NG2

(v2) δ`G2
(v) and thus {{`G1

(v) : v ∈ NG1
(v1)}} =

{{`G2
(v) : v ∈ NG2

(v2)}}. Therefore, `(1)

(G1,`G1
)(v1) = `(1)

(G2,`G2
)(v2).

Now, we assume that Equation (15) holds for some k ≥ 1. Note that

l(k+1)

(Xq(G1),`G1
)(v1) =


q δ

l
(k)

(Xq(G1),`G1
)
(v1)

+ 1−q
deg(v1)

∑
v∈NG1

(v1) δl(k)

(Xq(G1),`G1
)
(v)
, NG1

(v1) 6= ∅

δ
l
(k)

(Xq(G1),`G1
)
(v1)

, NG1(v1) = ∅

Then, for k + 1, the assumptions 1
2 < q < 1 and l(k+1)

(Xq(G1),`G1
)(v1) = l(k+1)

(Xq(G2),`G2
)(v2) imply that δ

l
(k)

(Xq(G1),`G1
)
(v1)

=

δ
l
(k)

(Xq(G2),`G2
)
(v2)

. Hence l(k)

(Xq(G1),`G1
)(v1) = l(k)

(Xq(G2),`G2
)(v2). By the induction assumption we have that `(k)

(G1,`G1
)(v1) =

`(k)

(G2,`G2
)(v2). It is not hard to see that then `(1)

(G1,`G1
)(v1) = `(1)

(G2,`G2
)(v2) and thus degG1

(v1) = degG2
(v2). Then, similarly

as in the case k = 1, we have two situations. If NG1
(v1) = ∅, then we have that

`(k+1)

(G1,`G1
)(v1) =

(
`(k)

(G1,`G1
)(v1), ∅

)
=
(
`(k)

(G2,`G2
)(v2), ∅

)
= `(k+1)

(G2,`G2
)(v2).

If otherwise NG1
(v1) 6= ∅, then l(k+1)

(Xq(G1),`G1
)(v1) = l(k+1)

(Xq(G2),`G2
)(v2) again implies that

1−q
deg(v1)

∑
v∈NG1

(v1) δl(k)

(Xq(G1),`G1
)
(v)

= 1−q
deg(v2)

∑
v∈NG2

(v2) δl(k)

(Xq(G2),`G2
)
(v)

. Hence,
∑
v∈NG1

(v1) δl(k)

(Xq(G1),`G1
)
(v)

=∑
v∈NG2

(v2) δl(k)

(Xq(G2),`G2
)
(v)

and thus

{{
l(k)

(Xq(G1),`G1
)(v) : v ∈ NG1

(v1)
}}

=
{{

l(k)

(Xq(G2),`G2
)(v) : v ∈ NG2

(v2)
}}
.

Then, by the induction assumption again, we have that{{
`(k)

(G1,`G1
)(v) : v ∈ NG1(v1)

}}
=
{{
`(k)

(G2,`G2
)(v) : v ∈ NG2(v2)

}}
.

Therefore, `(k+1)

(G1,`G1
)(v1) = `(k+1)

(G2,`G2
)(v2). This concludes the proof.

Now, we are ready to prove that

the WL test cannot distinguish (G1, `
g
G1

) and (G2, `
g
G2

) iff dWL

(
(Xq(G1), `gG) ,

(
Xq(G2), `gG2

))
= 0.

It suffices to show that for any k = 0, 1, . . .,

Lk((G1, `
g
1)) = Lk((G2, `

g
2)) iff

(
l(k)

(Xq(G1),`
g
G1

)

)
#
µG1

=
(
l(k)

(Xq(G2),`
g
G2

)

)
#
µG2

(16)

Fix any k = 0, . . .. We first assume that Lk((G1, `
g
1)) = Lk((G2, `

g
2)). Then, it is obvious that |VG1

| = |VG2
| and moreover,

there exists a bijection ψ : VG1 → VG2 such that `(k)

(G1,`
g
G1

)
(v) = `(k)

(G2,`
g
G2

)
(ψ(v)) for any v ∈ VG1 . This implies the

following facts:

1. By injectivity of g, degG1
(v) = degG2

(ψ(v)) for any v ∈ VG1 . Hence, degG1
(v) = degG2

(ψ(v)) for any v ∈ VG1 .
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2. By Lemma B.1, for any v ∈ VG1
we have that

l(k)

(Xq(G1),`
g
G1

)
(v) = ϕkq ◦ `

(k)

(G1,`
g
G1

)
(v) = ϕkq ◦ `

(k)

(G2,`
g
G2

)
(ψ(v)) = l(k)

(Xq(G2),`
g
G2

)
(ψ(v)).

Then, (
l(k)

(Xq(G1),`
g
G1

)

)
#
µG1

=
∑
v∈VG1

degG1
(v)∑

v′∈VG1
degG1

(v′)
δ
l
(k)

(Xq(G1),`
g
G1

)
(v)

=
∑
v∈VG1

degG2
(ψ(v))∑

v′∈VG1
degG2

(ψ(v′))
δ
l
(k)

(Xq(G2),`
g
G2

)
(ψ(v))

=
∑
v∈VG2

degG2
(v)∑

v′∈VG2
degG2

(v′)
δ
l
(k)

(Xq(G2),`
g
G2

)
(v)

=
(
l(k)

(Xq(G2),`
g
G2

)

)
#
µG2 .

Conversely, we assume that
(
l(k)

(Xq(G1),`
g
G1

)

)
#
µG1 =

(
l(k)

(Xq(G2),`
g
G2

)

)
#
µG2 . Then,

∑
v∈VG1

degG1
(v)∑

v′∈VG1
degG1

(v′)
δ
l
(k)

(Xq(G1),`
g
G1

)
(v)

=
∑
v∈VG2

degG2
(v)∑

v′∈VG2
degG2

(v′)
δ
l
(k)

(Xq(G2),`
g
G2

)
(v)
. (17)

Then, for any v1 ∈ VG1
, there exists v2 ∈ VG2

such that l(k)

(Xq(G1),`
g
G1

)
(v1) = l(k)

(Xq(G2),`
g
G2

)
(v2). If k = 0, then

`gG1
(v1) = l(0)

(Xq(G1),`
g
G1

)
(v1) = l(0)

(Xq(G2),`
g
G2

)
(v2) = `gG2

(v2).

Otherwise, we assume that k > 0. Since 1
2 < q < 1, we have that l(k−1)

(Xq(G1),`
g
G1

)
(v1) = l(k−1)

(Xq(G2),`
g
G2

)
(v2). Inductively, we still

obtain that
`gG1

(v1) = l(0)

(Xq(G1),`
g
G1

)
(v1) = l(0)

(Xq(G2),`
g
G2

)
(v2) = `gG2

(v2).

Hence, by injectivity of g, we have that |VG1
| = |VG2

|, degG1
(v1) = degG2

(v2) and degG1
(v1) = degG2

(v2). Then, it is
easy to see from Equation (17) that∣∣∣{v ∈ VG1 : l(k)

(Xq(G1),`
g
G1

)
(v) = l(k)

(Xq(G1),`
g
G1

)
(v1)

}∣∣∣ =
∣∣∣{v ∈ VG2 : l(k)

(Xq(G2),`
g
G2

)
(v) = l(k)

(Xq(G2),`
g
G2

)
(v2)

}∣∣∣ .
It is obvious that `gGi

for i = 1, 2 satisfy the condition in Lemma B.2. Then, by Lemma B.2, we have that `(k)

(G1,`G1
)(v1) =

`(k)

(G2,`G2
)(v2) and that∣∣∣{v ∈ VG1

: `(k)

(G1,`G1
)(v) = `(k)

(G1,`G1
)(v1)

}∣∣∣ =
∣∣∣{v ∈ VG2

: `(k)

(G2,`G2
)(v) = `(k)

(G2,`G2
)(v2)

}∣∣∣ .
Therefore, Lk

(
(G1, `

g
G1

)
)

= Lk
(
(G2, `

g
G2

)
)
.

B.2.6. PROOF OF COROLLARY 3.5

It turns out that one only needs finite steps to determine whether the WL test can distinguish two labeled graphs (Krebs &
Verbitsky, 2015). More precisely:

Proposition B.3. For any labeled graphs (G1, `G1
) and (G2, `G2

), Lk((G1, `G1
)) = Lk((G2, `G2

)) holds for all k =
0, . . . , |VG1

|+ |VG2
| if and only if Lk((G1, `G1

)) = Lk((G2, `G2
)) holds for all k ≥ 0.

Hence, this corollary is a direct consequence of Proposition 3.3 and Proposition B.3.
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B.3. Proofs from Section 4

B.3.1. PROOF OF PROPOSITION 4.1

We need the following lemma:

Lemma B.4. For any C-Lipschitz function ϕ : Ri → Rj , we have that the map qϕ : P(Ri)→ Rj is C-Lipschitz.

Proof of Lemma B.4. For any α, β ∈ P(Ri), pick any γ ∈ C(α, β). Then, we have that

|qϕ(α)− qϕ(β)| =
∣∣∣∣∫

Ri

ϕ(x)α(dx)−
∫
Ri

ϕ(x)β(dx)

∣∣∣∣
=

∣∣∣∣∫
Ri×Ri

(ϕ(x)− ϕ(y)) γ(dx× dy)

∣∣∣∣
≤
∫
Ri×Ri

|ϕ(x)− ϕ(y)| γ(dx× dy)

≤ C ·
∫
Ri×Ri

|x− y| γ(dx× dy).

Since γ ∈ C(α, β) is arbitrary, we have that

|qϕ(α)− qϕ(β)| ≤ C · dW(α, β).

Hence qϕ is C-Lipschitz.

Now, we start to prove item 1. We introduce some notation. Given a MCNNk h := ψ ◦ Sϕk+1
◦ Fϕk

◦ · · · ◦ Fϕ1
and any

(X , `X) ∈ML(Z), we let (
X , `(ϕ,i)

X

)
:= Fϕi

◦ · · · ◦ Fϕ1
((X , `X)) (18)

Now, we assume that for i = 1, . . . , k, the MLP ϕi is Ci-Lipschitz for some Ci > 0 (note that MLPs with the Lipschitz
activation function σ specified in Section 4 are Lipschitz). Then, by Lemma B.4, we have that qϕi

is a Ci-Lipschitz map for
i = 1, . . . , k.

Then, we prove that

dW

((
`(ϕ,k)

X

)
#
µX ,

(
`(ϕ,k)

Y

)
#
µY

)
≤
(
Πk
i=1Ci

)
· d(k)

WL((X , `X), (Y, `Y )). (19)

Given Equation (19), if d(k)

WL((X , `X), (Y, `Y )) = 0, then dW

((
`(ϕ,k)

X

)
#
µX ,

(
`(ϕ,k)

Y

)
#
µY

)
= 0 and thus

(
`(ϕ,k)

X

)
#
µX =(

`(ϕ,k)

Y

)
#
µY . Hence, the MCNN h = ψ ◦ Sϕk+1

◦ Fϕk
◦ · · · ◦ Fϕ1

satisfies that

h((X , `X)) = ψ
(
qϕk+1

((
`(ϕ,k)

X

)
#
µX

))
= ψ

(
qϕk+1

((
`(ϕ,k)

Y

)
#
µY

))
= h((Y, `Y )).

To prove Equation (19), it suffices to prove that for any x ∈ X and y ∈ Y (see Lemma A.1),

∥∥`(ϕ,k)

X (x)− `(ϕ,k)

Y (y)
∥∥ ≤ Πk

i=1Ci · dW

(
l(k)

(X ,`X )(x), l(k)

(Y,`Y )(y)
)
.

We prove the above inequality by proving the following inequality inductively on j = 1, . . . , k:

∥∥`(ϕ,j)

X (x)− `(ϕ,j)

Y (y)
∥∥ ≤ Πj

i=1Ci · dW

(
l(j)

(X ,`X )(x), l(j)

(Y,`Y )(y)
)
. (20)
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When j = 0, we have that `(ϕ,0)

X = `X = l(0)

(X ,`X ) and `(ϕ,0)

Y = `Y = l(0)

(Y,`Y ). Therefore, Equation (20) obviously holds (we
let Π0

i=1Ci := 1). We now assume that Equation (20) holds for some j ≥ 0. For j + 1, we have that

Πj+1
i=1Ci · dW

(
l(j+1)

(X ,`X )(x), l(j+1)

(Y,`Y )(y)
)

= Πj+1
i=1Ci · dW

((
l(j)

(X ,`X )

)
#
mX
x ,
(
l(j)

(Y,`Y )

)
#
mY
y

)
= Cj+1 · inf

γ∈C(mX
x ,m

Y
y )

∫
X×Y

Πj
i=1Ci · dW

(
l(j)

(X ,`X )(x
′), l(j)

(Y,`Y )(y
′)
)
γ(dx′ × dy′)

≥ Cj+1 inf
γ∈C(mX

x ,m
Y
y )

∫
X×Y

∥∥`(ϕ,j)

X (x′)− `(ϕ,j)

Y (y′)
∥∥ γ(dx′ × dy′)

= Cj+1 · dW

((
`(ϕ,j)

X

)
#
mX
x ,
(
`(ϕ,j)

Y

)
#
mY
y

)
≥
∥∥∥qϕj+1

((
`(ϕ,j)

X

)
#
mX
x

)
− qϕj+1

((
`(ϕ,j)

Y

)
#
mY
y

)∥∥∥
=
∥∥`(ϕ,j+1)

X (x)− `(ϕ,j+1)

Y (y)
∥∥ .

This concludes the induction step and thus the proof of item 1.

Next, we prove item 2. The proof is based on the following two basic results:

Lemma B.5. For any d ∈ N and any α, β ∈ P(Rd), if α 6= β, then there exists a Lipschitz function ϕ : Rd → R such that∫
Rd

ϕ(x)α(dx) 6=
∫
Rd

ϕ(x)β(dx).

Proof of Lemma B.5. By Kantorovich duality (see for example Remark 6.5 in (Villani, 2009)),

dW(α, β) = sup

{∣∣∣∣∫
Rd

ϕ(x)α(dx)−
∫
Rd

ϕ(x)β(dx)

∣∣∣∣ : ϕ : Rd → R is 1-Lipschitz.
}

Since α 6= β, we have that dW(α, β) > 0, and thus there exists a 1-Lipschitz ϕ : Rd → R such that
∫
Rd ϕ(x)α(dx) 6=∫

Rd ϕ(x)β(dx).

Lemma B.6. For any d ∈ N and any α, β ∈ P(Rd), if α 6= β and they are both compactly supported, then there exists a
single-hidden-layer MLP ϕ : Rd → R (with the activation function σ specified in Section 4) such that∫

Rd

ϕ(x)α(dx) 6=
∫
Rd

ϕ(x)β(dx).

Proof of Lemma B.6. By Lemma B.5, there exists a Lipschitz ψ : Rd → R such that
∫
Rd ψ(x)α(dx) 6=

∫
Rd ψ(x)β(dx).

Let ε :=
∣∣∫

Rd ψ(x)α(dx)−
∫
Rd ψ(x)β(dx)

∣∣ > 0. Let K := supp(α) ∪ supp(β). Since both probability measures are
compactly supported, we have that K is compact. Then, by the classic universal approximation theorem (Pinkus, 1999,
Theorem 3.1) and by the assumption that σ is Lipschitz and non-polynomial, there exists a single-hidden-layer MLP
ϕ : Rd → R such that supx∈K |ϕ(x)− ψ(x)| < ε

4 . Therefore,∣∣∣∣∫
Rd

ϕ(x)α(dx)−
∫
Rd

ψ(x)α(dx)

∣∣∣∣ ≤ ∫
Rd

|ϕ(x)− ψ(x)|α(dx) =

∫
K

|ϕ(x)− ψ(x)|α(dx) ≤ ε

4

and similarly, ∣∣∣∣∫
Rd

ϕ(x)β(dx)−
∫
Rd

ψ(x)β(dx)

∣∣∣∣ ≤ ε

4
.

Hence,
∫
Rd ϕ(x)α(dx) 6=

∫
Rd ϕ(x)β(dx).
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Now, given any (X , `X) and (Y, `Y ) such that d(k)

WL((X , `X), (Y, `Y )) > 0, we have that

dW

((
l(k)

(X ,`X )

)
#
µX ,

(
l(k)

(Y,`Y )

)
#
µY

)
= d(k)

WL((X , `X), (Y, `Y )) > 0.

Then, we prove that for each i = 1, . . . , k, there exists a MLP ϕi : Rdi−1 → Rdi for suitable dimensions di−1 and di such
that

∀x ∈ X, y ∈ Y, `(ϕ,i)

X (x) = `(ϕ,i)

Y (y) iff l(i)(X ,`X )(x) = l(i)(Y,`Y )(y). (21)

Given Equation (21), it is obvious that
(
l(k)

(X ,`X )

)
#
µX 6=

(
l(k)

(Y,`Y )

)
#
µY implies that

(
`(ϕ,k)

X

)
#
µX 6=

(
`(ϕ,k)

Y

)
#
µY . Then, by

Lemma B.6 and by the fact that X and Y are finite, there exists a MLP ϕk+1 : Rdk → R such that∫
Rd

ϕk+1(t)
(
`(ϕ,k)

X

)
#
µX(dt) 6=

∫
Rd

ϕk+1(t)
(
`(ϕ,k)

Y

)
#
µY (dt).

Then, by the classic universal approximation theorem (Pinkus, 1999, Theorem 3.1) again, there exists a MLP ψ : R→ R
which distinguishes the two numbers above. Hence, we have that

ψ ◦ Sϕk+1
◦ Fϕk

◦ · · · ◦ Fϕ1
(X ) = ψ

(∫
Rd

ϕk+1(t)
(
`(ϕ,k)

X

)
#
µX(dt)

)
6= ψ

(∫
Rd

ϕk+1(t)
(
`(ϕ,k)

Y

)
#
µY (dt)

)
= ψ ◦ Sϕk+1

◦ Fϕk
◦ · · · ◦ Fϕ1

(Y).

To conclude the proof, we prove Equation (21) by induction on i = 1, . . . , k. When i = 1, let

A1 :=
{

(x, y) ∈ X × Y : (`X)#m
X
x 6= (`Y )#m

Y
y

}
.

Since X and Y are finite, A1 is a finite set. We enumerate elements in A1 and write A1 = {(x1, y1), . . . , (xd1 , yd1)}. By
Lemma B.6, for each j = 1, . . . , d1, there exists a MLP ϕj1 : Rd → R such that∫

Rd

ϕj1(t)(`X)#m
X
xj

(dt) 6=
∫
Rd

ϕj1(t)(`Y )#m
Y
yj (dt).

We then let ϕ1 :=
(
ϕ1

1, ϕ
2
1, . . . , ϕ

d1
1

)
: Rd → Rd1 . It is not hard to see that ϕ1 is still a MLP with a single hidden layer and

it satisfies that

∀x ∈ X, y ∈ Y, (`X)#m
X
x = (`Y )#m

Y
y iff

∫
Rd

ϕ1(t)(`X)#m
X
x (dt) =

∫
Rd

ϕ1(t)(`Y )#m
Y
y (dt).

Equivalent speaking,
∀x ∈ X, y ∈ Y, l(1)

(X ,`X )(x) = l(1)

(Y,`Y )(y) iff `(ϕ,1)

X (x) = `(ϕ,1)

Y (y).

Now, we assume that Equation (21) holds for some i ≥ 1. For i+ 1, we let

Ai+1 :=
{

(x, y) ∈ X × Y :
(
`(ϕ,i)

X

)
#
mX
x 6=

(
`(ϕ,i)

Y

)
#
mY
y

}
.

Since X and Y are finite, Ai+1 is a finite set. We enumerate elements in Ai+1 and write Ai+1 =
{(x1, y1), . . . , (xdi+1

, ydi+1
)}. By Lemma B.6, for each j = 1, . . . , di+1, there exists a MLP ϕji+1 : Rdi → R such

that ∫
Rdi

ϕji+1(t)
(
`(ϕ,i)

X

)
#
mX
xj

(dt) 6=
∫
Rdi

ϕji+1(t)
(
`(ϕ,i)

Y

)
#
mY
yj (dt).

We then let ϕi+1 :=
(
ϕ1
i+1, ϕ

2
i+1, . . . , ϕ

di+1

i+1

)
: Rdi → Rdi+1 . Again ϕi+1 is a MLP with a single hidden layer and it

satisfies that ∀x ∈ X and y ∈ Y,(
`(ϕ,i)

X

)
#
mX
x =

(
`(ϕ,i)

Y

)
#
mY
y iff

∫
Rdi

ϕi+1(t)
(
`(ϕ,i)

X

)
#
mX
x (dt) =

∫
Rdi

ϕi+1(t)
(
`(ϕ,i)

Y

)
#
mY
y (dt).
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Equivalent speaking,

∀x ∈ X, y ∈ Y,
(
`(ϕ,i)

X

)
#
mX
x =

(
`(ϕ,i)

Y

)
#
mY
y iff `(ϕ,i+1)

X (x) = `(ϕ,i+1)

Y (y).

By the induction assumption, ∀x ∈ X, y ∈ Y we have that

`(ϕ,i)

X (x) = `(ϕ,i)

Y (y) iff l(i)(X ,`X )(x) = l(i)(Y,`Y )(y).

This implies that(
`(ϕ,i)

X

)
#
mX
x =

(
`(ϕ,i)

Y

)
#
mY
y iff

(
l(i)(X ,`X )

)
#
mX
x =

(
l(i)(Y,`Y )

)
#
mY
y iff l(i+1)

(X ,`X )(x) = l(i+1)

(Y,`Y )(y).

Therefore,
`(ϕ,i+1)

X (x) = `(ϕ,i+1)

Y (y) iff l(i+1)

(X ,`X )(x) = l(i+1)

(Y,`Y )(y)

and we thus conclude the proof.

B.3.2. PROOF OF THEOREM 4.3

We first prove a relaxation of Theorem 4.3. Let

NN c
k(Rd) := {ψ ◦ Sϕk+1

◦ Fϕk
◦ · · · ◦ Fϕ1 : ∀MLPs ϕi, i = 1, . . . , k + 1 and continuous ψ.}.

Note that NN k(Rd) ⊆ NN c
k(Rd) since the latter relaxes the assumption in NN k(Rd) that ψ is a MLP. Then, we prove the

following lemma:

Lemma B.7. For any k ∈ N, let K ⊆ML
k (Rd) be any compact subspace. Then, NN c

k(Rd) = C(K,R).

The proof of the lemma is based on the following Stone-Weierstrass theorem.

Lemma B.8 (Stone-Weierstrass). Let X be a compact space. Let F ⊆ C(X,R) be a subalgebra containing the constant
function 1. If moreover F separates points, then F is dense in C(X,R).

NN c
k(Rd) Contains 1. Given any choice of ϕis, we let ψ : Rdk+1 → R be the constant map 1. Then, the corresponding

function h := ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1
≡ 1 ∈ NN k(Rd).

NN c
k(Rd) Separates Points. This follows from item 2 in Proposition 4.1.

NN c
k(Rd) Is a Subalgebra. By Equation (19), Lemma B.4 and the continuity of ψ, we have that NN c

k(Rd) ⊆ C(K,R).
Next, we show that NN c

k(Rd) is, in fact, a subalgebra of C(K,R). Given any constant C and function h = ψ ◦ Sϕk+1
◦

Fϕk
◦ · · · ◦ Fϕ1

∈ NN c
k(Rd), we have that

C · h = C · ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1 = (C · ψ) ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1 ∈ NN
c
k(Rd).

Then, we show that the sum and the product of any h1 = ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1 and h2 = ψ̃ ◦ Sϕ̃k+1
◦ Fϕ̃k

◦ · · ·Fϕ̃1

belong to NN c
k(Rd). We define

Φ1 := (ϕ1, ϕ̃1) : Rd → Rd1 × Rd̃1 ,

and for each 2 ≤ i ≤ k + 1, we define

Φi = ϕi × ϕ̃i : Rdi−1 × Rd̃i−1 → Rdi × Rd̃i .

It is not hard to see that for each i = 1, . . . , k + 1, Φi is also a single-hidden-layer MLP with the activation function σ.
Indeed, if we write ϕi(x) = Ciσ ∗ (Wix+ bi) for any x ∈ Rdi , and ϕi(x̃) = C̃iσ ∗

(
W̃ix̃+ b̃i

)
for any x̃ ∈ Rd̃i , then for

any
(
x
x̃

)
∈ Rdi × Rd̃i , we have that

Φ1(x) =

(
C1

C̃1

)
σ ∗
((

W1

W̃1

)
x+

(
b1
b̃1

))
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and

Φi

((
x
x̃

))
=

(
Ci 0

0 C̃i

)
σ ∗
((

Wi 0

0 W̃i

)(
x
x̃

)
+

(
bi
b̃i

))
, ∀i > 1.

We let P : Rdk+1 × Rd̃k+1 → Rdk+1 and P̃ : Rdk+1 × Rd̃k+1 → Rd̃k+1 denote projection maps. Then, we can rewrite h1

and h2 as follows.
Claim 2. h1 = ψ ◦ Sϕk+1

◦ Fϕk
◦ · · ·Fϕ1

= ψ ◦ P ◦ SΦk+1
◦ FΦk

◦ · · ·FΦ1
and h2 = ψ̃ ◦ Sϕ̃k+1

◦ Fϕ̃k
◦ · · ·Fϕ̃1

=

ψ̃ ◦ P̃ ◦ SΦk+1
◦ FΦk

◦ · · ·FΦ1
.

Proof of Claim 2. Recall notation from Equation (18). Then, we first prove inductively on i = 1, . . . , k that for any X ∈ K

`(Φ,i)

X (x) =
(
`(ϕ,i)

X (x), `(ϕ̃,i)

X (x)
)
, ∀x ∈ X. (22)

When i = 1,

`(Φ,1)

X (x) = qΦ1((`X)#m
X
x )) = (qϕ1((`X)#m

X
x ), qϕ̃1((`X)#m

X
x )) =

(
`(ϕ,1)

X (x), `(ϕ̃,1)

X (x)
)
.

Now, we assume that Equation (22) holds for some i ≥ 1. Then, for i+ 1, we have that

`(Φ,i+1)

X (x) = qΦi+1

((
`(Φ,i)

X

)
#
mX
x

)
= qΦi+1

(((
`(ϕ,i)

X , `(ϕ̃,i)

X

))
#
mX
x

)
= qΦi+1

((
`(ϕ,i)

X

)
#
mX
x ⊗

(
`(ϕ̃,i)

X

)
#
mX
x

)
=
(
qϕi+1

((
`(ϕ,i)

X

)
#
mX
x

)
, qϕ̃i+1

((
`(ϕ̃,i)

X

)
#
mX
x

))
=
(
`(ϕ,i+1)

X (x), `(ϕ̃,i+1)

X (x)
)
,

which concludes the proof of Equation (22).

Similarly,

SΦk+1
◦ FΦk

◦ · · ·FΦ1((X , `X)) = qΦk+1

((
`(Φ,k)

X

)
#
µX

)
= qΦk+1

(((
`(ϕ,k)

X , `(ϕ̃,k)

X

))
#
µX

)
= qΦk+1

((
`(ϕ,k)

X

)
#
µX ⊗

(
`(ϕ̃,k)

X

)
#
µX

)
=
(
qϕk+1

((
`(ϕ,k)

X

)
#
µX

)
, qϕ̃k+1

((
`(ϕ̃,k)

X

)
#
µX

))
=
(
Sϕk+1

◦ Fϕk
◦ · · ·Fϕ1

((X , `X)), Sϕ̃k+1
◦ Fϕ̃k

◦ · · ·Fϕ̃1
((X , `X))

)
.

Therefore, ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1
= ψ ◦ P ◦ SΦk+1

◦ FΦk
◦ · · ·FΦ1

and similarly, ψ̃ ◦ Sϕ̃k+1
◦ Fϕ̃k

◦ · · ·Fϕ̃1
=

ψ̃ ◦ P̃ ◦ SΦk+1
◦ FΦk

◦ · · ·FΦ1
.

Given these claims, we then have that

ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1
+ ψ̃ ◦ Sϕ̃k+1

◦ Fϕ̃k
◦ · · ·Fϕ̃1

= (ψ ◦ P + ψ̃ ◦ P̃ ) ◦ SΦk+1
◦ FΦk

◦ · · ·FΦ1
∈ NN c

k(Rd)

and

ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1 × ψ̃ ◦ Sϕ̃k+1
◦ Fϕ̃k

◦ · · ·Fϕ̃1 = (ψ ◦ P × ψ̃ ◦ P̃ ) ◦ SΦk+1
◦ FΦk

◦ · · ·FΦ1 ∈ NN
c
k(Rd).

This concludes the proof of Lemma B.7. Now we finish proving Theorem 4.3 by showing that NN k(Rd) is dense
in NN c

k(Rd) when restricted to the compact set K. Choose any h = ψ ◦ Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1 ∈ NN
c
k(Rd). By

Equation (19) and Lemma B.4 again, we have that the map Sϕk+1
◦ Fϕk

◦ · · ·Fϕ1
: ML

k (Rd) → Rdk+1 is continuous.
Hence, K := Sϕk+1

◦Fϕk
◦ · · ·Fϕ1

(K) is a compact subspace of Rdk+1 . Now, for any ε > 0, by the universal approximation
theorem for MLP (Pinkus, 1999, Theorem 3.1), there exists a single-hidden-layer MLP ψ̃ : Rdk+1 → R such that
supx∈K

∥∥∥ψ̃(x)− ψ(x)
∥∥∥ < ε. If we let h̃ := ψ̃ ◦ Sϕk+1

◦ Fϕk
◦ · · ·Fϕ1

, then h̃ ∈ NN k(Rd) and moreover,

sup
(X ,`X)∈K

∣∣∣h̃((X , `X))− h((X , `X))
∣∣∣ < ε.

This implies that NN k(Rd) is dense in NN c
k(Rd) when restricted to the compact set K. This concludes the proof.
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B.4. Proofs from Section 5

B.4.1. PROOF OF PROPOSITION 5.1

The proof is rather lengthy, and we start with some preliminary definitions and lemmas.

Definition 14. Suppose two finite metric spaces X and Y are given. We say a sequence of measurable maps {(νn)•,• :
X × Y → P(X × Y )}n∈N weakly converges to ν•,• : X × Y → P(X × Y ) if {(νn)x,y}n∈N ⊆ P(X × Y ) weakly
converges to νx,y ∈ P(X × Y ) for all (x, y) ∈ X × Y .

Lemma B.9. Suppose two finite metric spaces X and Y are given. If a sequence of probability measures {γn}n∈N ⊆
P(X × Y ) weakly converges to γ ∈ P(X × Y ) and a sequence of measurable maps {(νn)•,• : X × Y → P(X × Y )}n∈N
weakly converges to ν•,• : X × Y → P(X × Y ), then the sequence {(νn)•,• � γn}n∈N also weakly converges to ν•,• � γ.

Proof. Fix an arbitrary continuous bounded map φ : X × Y −→ R. Then,

∣∣∣∣∫
X×Y

φ(x, y) (νn)•,• � γn(dx× dy)−
∫
X×Y

φ(x, y) ν•,• � γ(dx× dy)

∣∣∣∣
≤
∣∣∣∣∫
X×Y

φ(x, y) (νn)•,• � γn(dx× dy)−
∫
X×Y

φ(x, y) ν•,• � γn(dx× dy)

∣∣∣∣
+

∣∣∣∣∫
X×Y

φ(x, y) ν•,• � γn(dx× dy)−
∫
X×Y

φ(x, y) ν•,• � γ(dx× dy)

∣∣∣∣ .
By the weak convergence of {(νn)•,•}n∈N and by applying the bounded convergence theorem, we have that∫

X×Y
φ(x, y) (νn)•,• � γn(dx× dy) =

∫
X×Y

∫
X×Y

φ(x, y) (νn)x′,y′(dx× dy)γn(dx′ × dy′)

converges to ∫
X×Y

φ(x, y) ν•,• � γn(dx× dy) =

∫
X×Y

∫
X×Y

φ(x, y) νx′,y′(dx× dy)γn(dx′ × dy′).

Also, since {γn}n∈N weakly converges to γ, by finiteness of X and Y we have that∫
X×Y

φ(x, y) ν•,• � γn(dx× dy) =

∫
X×Y

∫
X×Y

φ(x, y) νx′,y′(dx× dy)γn(dx′ × dy′)

converges to ∫
X×Y

φ(x, y) ν•,• � γ(dx× dy) =

∫
X×Y

∫
X×Y

φ(x, y) νx′,y′(dx× dy)γ(dx′ × dy′).

Hence,
∣∣∣∫X×Y φ(x, y) (νn)•,• � γn(dx× dy)−

∫
X×Y φ(x, y) ν•,• � γ(dx× dy)

∣∣∣ converges to zero as we required. This
completes the proof.

Lemma B.10. Suppose two MCMSs (X , dX), (Y, dY ), k ≥ 1, and a sequence of k-step couplings {(ν(k)
n )•,•}n∈N ⊆

C(k)
(
mX
• ,m

Y
•
)

are given. Then, there is a k-step coupling ν(k)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)

to which the sequence {(ν(k)
n )•,•}n∈N

converges.

Proof. The proof is by induction. k = 1 case is obvious since C(mX
x ,m

Y
y ) is compact w.r.t. the weak topology (see Villani

(2003, p.49)) for all (x, y) ∈ X × Y .

Now, suppose the claim holds up to some k ≥ 1. Consider k + 1 case. By the definition, each (k + 1)-step coupling
(ν(k+1)
n )•,• ∈ C(k+1)

(
mX
• ,m

Y
•
)

can be expressed in the following way:
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(ν(k+1)

n )x,y =

∫
X×Y

(ν(k)

n )x′,y′(µ
(1)

n )x,y(dx′ × dy′)

for all (x, y) ∈ X × Y for some (ν(k)
n )•,• ∈ C(k)

(
mX
• ,m

Y
•
)

and (µ(1)
n )•,• ∈ C(1)

(
mX
• ,m

Y
•
)
. Then, by the inductive

assumption, there are ν(k)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)

and µ(1)
•,• ∈ C(1)

(
mX
• ,m

Y
•
)

such that the sequence {(ν(k)
n )•,•}n∈N weakly

converges to ν(k)
•,•, and the sequence {(µ(1)

n )•,•}n∈N weakly converges to µ(1)
•,•. Then, for each (x, y) ∈ X × Y ,

(ν(k+1)

n )x,y =

∫
X×Y

(ν(k)

n )x′,y′(µ
(1)

n )x,y(dx′ × dy′) = (ν(k)

n )•,• � (µ(1)

n )x,y

weakly converges to

ν(k+1)

x,y =

∫
X×Y

ν(k)

x′,y′µ
(1)

x,y(dx′ × dy′) = ν(k)

•,• � µ(1)

x,y

by Lemma B.9. This completes the proof.

Lemma B.11 (Mémoli (2011, Lemma 10.3)). Let (Z, dZ) be a compact metric space and φ : Z × Z → R be a Lipschitz
map w.r.t. the L1 metric on Z × Z:

d̂Z×Z((z1, z2), (z′1, z
′
2)) := dZ(z1, z

′
1) + dZ(z2, z

′
2) for all (z1, z2), (z′1, z

′
2) ∈ Z × Z.

Also, for each γ ∈ P(Z), we define a map pφ,γ in the following way:

pφ,γ : Z −→ R

z 7−→
∫
Z

φ(z, z′) γ(dz′).

If a sequence {µn}n∈N ⊆ P(Z) weakly converges to µ, then pφ,µn uniformly converges to pφ,µ.

Corollary B.12. For any two MCMSs (X , dX), (Y, dY ), and k ≥ 1, there exist a coupling measure γ ∈ C(µX , µY ) and a
k-step coupling ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

such that

d(k)

GW((X , dX), (Y, dY )) = dis(k)
(
γ, ν(k)

•,•
)
.

Proof. First of all, we define φ : (X × Y ) × (X × Y ) → R by sending any ((x, y), (x′, y′)) ∈ (X × Y ) × (X × Y ) to
|dX(x, x′)− dY (y, y′)|.

By Definition 8, there are a sequence of coupling measures {γn}n∈N ⊆ C(µX , µY ) and a sequence of k-step couplings
{(ν(k)

n )•,•}n∈N ⊆ C(k)
(
mX
• ,m

Y
•
)

such that

dis(k)(γ, (ν(k)

n )•,•) =

∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| (ν(k)

n )x′′,y′′(dx
′ × dy′)γn(dx′′ × dy′′)γn(dx× dy)

=

∫
X×Y

p
φ,(ν

(k)
n )•,•�γn

(x, y) γn(dx× dy)

≤ d(k)

GW((X , dX), (Y, dY )) +
1

n

for each n ≥ 1.

Now, since C(µX , µY ) is compact w.r.t. the weak topology (see p.49 of (Villani, 2003)), there is a coupling measure
γ ∈ C(µX , µY ) such that γn → γ weakly. Also, by Lemma B.10, there is a k-step coupling ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

such
that (ν(k)

n )•,• → ν(k)
•,• weakly.
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Now, let

An :=

∫
X×Y

p
φ,ν

(k)
•,•�γ

(x, y) γn(dx× dy)−
∫

X×Y

p
φ,(ν

(k)
n )•,•�γn

(x, y) γn(dx× dy),

Bn :=

∫
X×Y

p
φ,ν

(k)
•,•�γ

(x, y) γ(dx× dy)−
∫

X×Y

p
φ,ν

(k)
•,•�γ

(x, y) γn(dx× dy),

Cn :=

∫
X×Y

p
φ,ν

(k)
•,•�γ

(x, y) γ(dx× dy)−
∫

X×Y

p
φ,(ν

(k)
n )•,•�γn

(x, y) γn(dx× dy).

It is easy to see that Cn = An +Bn and thus |Cn| ≤ |An|+ |Bn|. By Lemma B.9 and Lemma B.11, An converges to zero.
Also, Bn converges to zero by the assumption that X,Y are finite and that γn weakly converges to γ. Hence, Cn converges
to zero. Therefore,

dis(k)
(
γ, ν(k)

•,•
)

=

∫
X×Y

p
φ,ν

(k)
•,•�γ

γ(dx× dy)

= lim
n→∞

∫
X×Y

p
φ,(ν

(k)
n )•,•�γn

γn(dx× dy)

≤ d(k)

GW((X , dX), (Y, dY ))

Since we always have that dis(k)
(
γ, ν(k)
•,•
)
≥ d(k)

GW((X , dX), (Y, dY )) , we conclude that

dis(k)
(
γ, ν(k)

•,•
)

= d(k)

GW((X , dX), (Y, dY )) .

Lemma B.13 (Gluing of k-step couplings). Suppose three MCMSs (X , dX), (Y, dY ), (Z, dZ), k ≥ 1, and k-step couplings
µ(k)
•,• ∈ C(k)(mX

• ,m
Z
• ), η(k)

•,• ∈ C(k)(mZ
• ,m

Y
• ) are given. Then, there are probability measures π(k)

•,•,• : X × Y × Z →
P(X × Y × Z) and k-step coupling ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

such that ν(k)
x,y, µ(k)

x,z , and η(k)
z,y are the marginals of π(k)

x,y,z for
any (x, y, z) ∈ X × Y × Z.

Proof. The proof is by induction on k. First, consider k = 1 case. Fix an arbitrary (x, y, z) ∈ X × Y × Z. Let

π(1)

x,y,z(x
′, y′, z′) :=

{
µ(1)
x,z(x′,z′)µ(1)

z,y(z′,y′)

mZ
z (z′)

, mZ
z (z′) > 0

0, mZ
z (z′) = 0

for each (x′, y′, z′) ∈ X × Y × Z. Observe that

∑
(x′,y′,z′)∈X×Y×Z

π(1)

x,y,z(x
′, y′, z′) =

∑
z′∈Z,mZ

z (z′)>0

∑
y′∈Y

µ(1)
z,y(z′, y′)

mZ
z (z′)

∑
x′∈X

µ(1)

x,z(x
′, z′)

=
∑

z′∈Z,mZ
z (z′)>0

∑
y′∈Y

µ(1)
z,y(z′, y′)

mZ
z (z′)

·mZ
z (z′) =

∑
z′∈Z,mZ

z (z′)>0

∑
y′∈Y

µ(1)

z,y(z′, y′) = 1.

Hence, π(1)
x,y,z ∈ P(X × Y × Z). Now, let ν(1)

x,y(x′, y′) :=
∑
z′∈Z π

(1)
x,y,z(x

′, y′, z′) for each (x′, y′) ∈ X × Y . Then, for
fixed x′ ∈ X ,
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∑
y′∈Y

ν(1)

x,y(x′, y′) =
∑
y′∈Y

∑
z′∈Z,mZ

z (z′)>0

µ(1)
x,z(x

′, z′)µ(1)
z,y(z′, y′)

mZ
z (z′)

=
∑

z′∈Z,mZ
z (z′)>0

µ(1)
x,z(x

′, z′)

mZ
z (z′)

∑
y′∈Y

µ(1)

z,y(z′, y′)

=
∑

z′∈Z,mZ
z (z′)>0

µ(1)
x,z(x

′, z′)

mZ
z (z′)

·mZ
z (z′) =

∑
z′∈Z,mZ

z (z′)>0

µ(1)

x,z(x
′, z′) = mX

x (x′).

Similarly, for each fixed y′ ∈ Y , one can prove
∑
x′∈X ν

(1)
x,y(x′, y′) = mY

y (y′). Hence, indeed ν(1)
•,• ∈ C(1)

(
mX
• ,m

Y
•
)
.

Now, suppose the claim holds up to some k ≥ 1. We consider k + 1 case. For a (k + 1)-step coupling µ(k+1)
•,• ∈

C(k+1)(mX
• ,m

Z
• ), there are k-step coupling µ(k)

•,• ∈ C(k)(mX
• ,m

Z
• ) and 1-step coupling µ(1)

•,• ∈ C(1)(mX
• ,m

Z
• ) such that

µ(k+1)

x,z (x′, z′) =
∑

(x′′,z′′)∈X×Y

µ(k)

x′′,z′′(x
′, z′)µ(1)

x,z(x
′′, z′′)

for any (x, z), (x′, z′) ∈ X ×Z. Similarly, for a (k+ 1)-step coupling η(k+1)
•,• ∈ C(k+1)(mZ

• ,m
Y
• ), there are k-step coupling

η(k)
•,• ∈ C(k)(mZ

• ,m
Y
• ) and 1-step coupling η(1)

•,• ∈ C(1)(mZ
• ,m

Y
• ) such that

η(k+1)

z,y (z′, y′) =
∑

(z′′,y′′)∈Z×Y

η(k)

z′′,y′′(z
′, y′) η(1)

z,y(z′′, y′′)

for any (z, y), (z′, y′) ∈ Z × Y .

Because of the inductive assumption, we have π(k)
•,•,• : X×Y ×Z → P(X×Y ×Z) and π(1)

•,•,• : X×Y ×Z → P(X×Y ×Z)
satisfying the claim. Then, let

π(k+1)

x,y,z (x′, y′, z′) :=
∑

(x′′,y′′,z′′)∈X×Y×Z

π(k)

x′′,y′′,z′′(x
′, y′, z′)π(1)

x,y,z(x
′′, y′′, z′′),

and let ν(k+1)
x,y (x′, y′) :=

∑
z′∈Z π

(k+1)
x,y,z (x′, y′, z′). Then, we have that

ν(k+1)

x,y (x′, y′) =
∑
z′∈Z

∑
(x′′,y′′,z′′)∈X×Y×Z

π(k)

x′′,y′′,z′′(x
′, y′, z′)π(1)

x,y,z(x
′′, y′′, z′′)

=
∑

(x′′,y′′,z′′)∈X×Y×Z

π(1)

x,y,z(x
′′, y′′, z′′)

∑
z′∈Z

π(k)

x′′,y′′,z′′(x
′, y′, z′)

=
∑

(x′′,y′′,z′′)∈X×Y×Z

π(1)

x,y,z(x
′′, y′′, z′′) ν(k)

x′′,y′′(x
′, y′)

=
∑

(x′′,y′′)∈X×Y

ν(k)

x′′,y′′(x
′, y′)

∑
z′′∈Z

π(1)

x,y,z(x
′′, y′′, z′′)

=
∑

(x′′,y′′)∈X×Y

ν(k)

x′′,y′′(x
′, y′) ν(k)

x,y(x′′, y′′).

Since the choice of (x, y, z) ∈ x× y × z is arbitrary, now we have ν(k+1)
•,• ∈ C(k+1)

(
mX
• ,m

Y
•
)

as we required. Hence, this
concludes the proof.

Now we start to prove Proposition 5.1.

First of all, dMCMS
GW is obviously symmetric.

Next, we prove that dMCMS
GW ((X , dX), (Y, dY )) = 0 happens if and only if (X , dX) and (Y, dY ) are isomorphic. To do this,

we first provide a precise definition of MCMS isomorphism.

Definition 15. Two MCMSs (X , dX) and (Y, dY ) are said to be isomorphic if there exists an isometry ψ : X → Y such
that ψ#µX = µY and ψ#m

X
x = mY

ψ(x) for all x ∈ X.
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When are (X , dX) and (Y, dY ) are isomorphic, without loss of generality, we simply assume that (Y, dY ) = (X , dX).

Claim 3. Let ∆µX
denote the diagonal coupling between µX and itself, i.e.,

∆µX
=
∑
x∈X

µX(x)δ(x,x).

Then, for each k ∈ N, there exists ν(k)
•,• ∈ C(k)(mX

• ,m
X
• ) such that ∆µX

= ν(k)
•,• �∆µX

.

Assume the claim for now. Then, we have that for each k ∈ N

d(k)

GW((X , dX), (Y, dY )) ≤ dis
(
∆µX

, ν(k)

•,•
)

=

∫
X×X

∫
X×X

|dX(x, x′)− dX(x1, x
′
1)|ν(k)

•,• �∆µX
(dx′ × dx′1)∆µX

(dx× dx1)

=

∫
X×X

|dX(x, x′)− dX(x, x′)|µX(dx)µX(dx′) = 0.

Hence, dMCMS
GW ((X , dX), (Y, dY )) = 0,

Proof of Claim 3. We prove inductively on k ∈ N that there exists ν(k)
•,• ∈ C(k)(X ,X ) so that ν(k)

x,x = ∆mX,⊗k
x

is the diagonal
coupling between mX,⊗k

x and itself for each x ∈ X .

For k = 1, we define ν(1)
•,• as follows:

ν(1)

x,x′ :=

{
mX
x ⊗mX

x′ x 6= x′

∆mX
x

x = x′
.

Since X is finite, obviously we have that ν(1)
•,• ∈ C(1)(X ,X ).

Assume that the statement holds for some k ≥ 0. Now, for k+1, by the induction assumption, there exists ν(k)
•,• ∈ C(k)(X ,X )

so that ν(k)
x,x = ∆mX,⊗k

x
. We define ν(k+1)

•,• ∈ C(k+1)(X ,X ) as follows

ν(k+1)

x,x′ :=

∫
X×X

ν(k)

x1,x′1
ν(1)

x,x′(dx1 × dx′1), ∀x, x′ ∈ X.

Now, for any x ∈ X , we have that

ν(k+1)

x,x =

∫
X×X

ν(k)

x1,x′1
ν(1)

x,x(dx1 × dx′1)

=
∑
x′∈X

mX
x (x′)

∑
x′′∈X

mX,⊗k
x′ (x′′)δ(x′′,x′′)

=
∑
x′′∈X

(∑
x′∈X

mX,⊗k
x′ (x′′)mX

x (x′)

)
δ(x′′,x′′)

=
∑
x′′∈X

mX,⊗(k+1)
x (x′′)δ(x′′,x′′)

= ∆
m

X,⊗(k+1)
x

.

Now, we turn to prove the claim. For each k ∈ N, let ν(k)
•,• ∈ C(k)(X ,X ) be such that ν(k)

x,x = ∆mX,⊗k
x

is the diagonal
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coupling between mX,⊗k
x and itself for each x ∈ X . Then,∫

X×X

ν(k)

x,x′ ∆µX
(dx× dx′) =

∑
x∈X

ν(k)

x,x µX(x)

=
∑

x,x′∈X
mX,⊗k
x (x′)δ(x′,x′) µX(x)

=
∑
x′∈X

(∑
x∈X

mX,⊗k
x (x′)µX(x)

)
δ(x′,x′)

=
∑
x′∈X

µX(x′)δ(x′,x′)

= ∆µX
.

Now, we assume that dMCMS
GW ((X , dX), (Y, dY )) = 0 for some MCMSs (X , dX) and (Y, dY ). Then,

d(1)

GW((X , dX), (Y, dY )) = 0. By Corollary B.12, there exist optimal ν•,• ∈ C(1)
(
mX
• ,m

Y
•
)

and γ ∈ C(µX , µY ) such that∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|νx′′,y′′(dx′ × dy′)γ(dx′′ × dy′′)γ(dx× dy) = 0.

We let γ′ := ν•,• � γ. Notice that γ′ ∈ C(µX , µY ). Since X and Y are finite, we rewrite the integral above as finite sums:∑
(x,y)∈X×Y

∑
(x′,y′)∈X×Y

|dX(x, x′)− dY (y, y′)| γ′(x′, y′) γ(x, y) = 0.

By Claim 1, there exists an isometry φ : X → Y such that

{(x, φ(x)) : x ∈ X} = supp(γ) = supp(γ′).

Since γ, γ′ ∈ C(µX , µY ), this immediately implies that for any Borel subset A ⊆ X , one has

µX(A) = γ(A× Y ) = γ(A× φ(A)) = γ(X × φ(A)) = µY (φ(A)).

Hence, φ#µX = µY . Moreover, we have that

γ = γ′ =
∑
x∈X

µX(x)δ(x,φ(x)).

Then, by the definition of γ′, we have that∑
x∈X

µX(x)δ(x,φ(x)) = γ′ =
∑

x1∈X,y1∈Y
γ(x1, y1)νx1,y1

=
∑

x∈X,y∈Y

 ∑
x1∈X,y1∈Y

γ(x1, y1)νx1,y1
(x, y)

 δ(x,y)

=
∑

x∈X,y∈Y

(∑
x1∈X

γ(x1, φ(x1))νx1,φ(x1)(x, y)

)
δ(x,y)

=
∑

x∈X,y∈Y

(∑
x1∈X

µX(x1)νx1,φ(x1)(x, y)

)
δ(x,y).
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By comparing coefficients for the Dirac delta measures above, one has that

νx1,φ(x1)(x, y) =

{
0, if y 6= φ(x)

νx1,φ(x1)(x, y), if y = φ(x)

for any x1 ∈ X . This means that {(x, φ(x)) : x ∈ X} ⊇ supp[νx1,φ(x1)]. Since νx1,φ(x1) ∈ C
(
mX
x1
,mY

φ(x1)

)
, for any

Borel subset A ⊆ X , one has that

mX
x1

(A) = νx1,φ(x1)(A× Y ) = νx1,φ(x1)(A× φ(A)) = νx1,φ(x1)(X × φ(A)) = mY
φ(x1)(φ(A)).

By an argument similar to the one for proving φ#µX = µY , we have that

φ#m
X
x1

= mY
φ(x1), ∀x1 ∈ X.

Therefore, (X , dX) is isomorphic to (Y, dY ).

Finally, we prove that dMCMS
GW satisfies the triangle inequality. It suffices to prove that for each k ∈ N, d(k)

GW satisfies the
triangle inequality. Fix arbitrary three MCMSs (X , dX), (Y, dY ), and (Z, dZ). Recall the notation ΓX,Y which defines
a function sending (x, y, x′, y′) ∈ X × Y ×X × Y to |dX(x, x′) − dY (y, y′)|. Then, for any x, x′ ∈ X , y, y′ ∈ Y , and
z, z′ ∈ Z, we obviously have that

ΓX,Y (x, y, x′, y′) ≤ ΓX,Z(x, z, x′, z′) + ΓZ,Y (z, y, z′, y′).

Now, fix arbitrary µ(k)
•,• ∈ C(k)(mX

• ,m
Z
• ), γX,Z ∈ C(µX , µZ), η(k)

•,• ∈ C(k)(mZ
• ,m

Y
• ), and γZ,Y ∈ C(µZ , µY ). Then, by the

Gluing Lemma (see Villani (2003, Lemma 7.6)), there exists a probability measure α ∈ P(X × Y × Z) with marginals
γX,Z and γZ,Y on X × Z and Z × Y , respectively. Let γX,Y be the marginal of π on X × Y which belongs to C(µX , µY ).
By Lemma B.13, there exists ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

such that ν(k)
x,y , µ(k)

x,z , η(k)
z,y are the marginals of some probability measure

π(k)
x,y,z ∈ P(X × Y × Z) for any x, y, z ∈ X × Y × Z. Then, because of the triangle inequality for L1-norm,

d(k)

GW((X , dX), (Y, dY ))

≤
∫

X×Y

∫
X×Y

∫
X×Y

ΓX,Y (x, y, x′, y′)ν(k)

x′′,y′′(dx
′ × dy′)γX,Y (dx′′ × dy′′)γX,Y (dx× dy)

=

∫
X×Y×Z

∫
X×Y×Z

∫
X×Y×Z

ΓX,Y (x, y, x′, y′)π(k)

x′′,y′′,z′′(dx
′ × dy′ × dz′)α(dx′′ × dy′′ × dz′′)α(dx× dy × dz)

≤
∫

X×Y×Z

∫
X×Y×Z

∫
X×Y×Z

ΓX,Z(x, z, x′, z′)π(k)

x′′,y′′,z′′(dx
′ × dy′ × dz′)α(dx′′ × dy′′ × dz′′)α(dx× dy × dz)

+

∫
X×Y×Z

∫
X×Y×Z

∫
X×Y×Z

ΓZ,Y (z, y, z′, y′)π(k)

x′′,y′′,z′′(dx
′ × dy′ × dz′)α(dx′′ × dy′′ × dz′′)α(dx× dy × dz)

=

∫
X×Z

∫
X×Z

∫
X×Z

ΓX,Z(x, z, x′, z′)µ(k)

x′′,z′′(dx
′ × dz′)γX,Z(dx′′ × dz′′)γX,Z(dx× dz)

+

∫
Z×Y

∫
Z×Y

∫
Z×Y

ΓZ,Y (z, y, z′, y′)η(k)

z′′,y′′(dx
′ × dy′ × dz′)γZ,Y (dz′′ × dy′′)γZ,Y (dz × dy).

Since the choice of µ(k)
•,•, γX,Z , η

(k)
•,•, γZ,Y are arbitrary, by taking the infimum one concludes that

d(k)

GW((X , dX), (Y, dY )) ≤ d(k)

GW((X , dX), (Z, dZ)) + d(k)

GW((Z, dZ), (Y, dY ))

as we required. Then, we have that dMCMS
GW := supk≥0 d

(k)

GW satisfies the triangle inequality.
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B.4.2. PROOF OF THE CLAIM IN EXAMPLE 3

The proof is based on the following lemma.

Lemma B.14. Given two MMSs X and Y, for their corresponding MCMSsM(X) andM(Y) we have that

1. C(k+1)
(
mX
• ,m

Y
•
)
⊆ C(k)

(
mX
• ,m

Y
•
)

for all k ≥ 1.

2. For any coupling measure γ ∈ C(µX , µY ), the constant map ν•,• ≡ γ belongs to C(k)
(
mX
• ,m

Y
•
)

for all k ≥ 1.

Proof. We first prove item 1. Since mX
x = µX and mY

y = µY for all x ∈ X and y ∈ Y , observe that mX,⊗k
x = µX and

mY,⊗k
y = µY for all x ∈ X , y ∈ Y , and k ≥ 1. Hence, C(k)

(
mX
• ,m

Y
•
)
⊆ C(1)

(
mX
• ,m

Y
•
)

for all k ≥ 1 by Lemma A.4.
Now, for any k ≥ 2, fix an arbitrary ν(k+1)

•,• ∈ C(k+1)
(
mX
• ,m

Y
•
)
. Then, by the definition, there are ν(k)

•,• ∈ C(k)
(
mX
• ,m

Y
•
)

and ν(1)
•,• ∈ C(1)

(
mX
• ,m

Y
•
)

= C(µX , µY ) such that

ν(k+1)

x,y =

∫
X×Y

ν(k)

x′,y′ ν
(1)

x,y(dx′ × dy′)

for all (x, y) ∈ X×Y . Again, by the definition, there are ν(k−1)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)

and µ(1)
•,• ∈ C(1)

(
mX
• ,m

Y
•
)

= C(µX , µY )
such that

ν(k)

x,y =

∫
X×Y

ν(k−1)

x′,y′ µ
(1)

x,y(dx′ × dy′)

for all (x, y) ∈ X × Y . Therefore,

ν(k+1)

x,y =

∫
X×Y

∫
X×Y

ν(k−1)

x′′,y′′ µ
(1)

x′,y′(dx
′′ × dy′′) ν(1)

x,y(dx′ × dy′)

=

∫
X×Y

ν(k−1)

x′′,y′′ π
(1)

x,y(dx′′ × dy′′)

for all (x, y) ∈ X × Y where π(1)
•,• :=

∫
X×Y µ

(1)

x′,y′ ν
(1)
•,•(dx

′ × dy′) ∈ C(2)
(
mX
• ,m

Y
•
)
⊆ C(1)

(
mX
• ,m

Y
•
)
. Hence, ν(k+1)

•,• ∈
C(k)
(
mX
• ,m

Y
•
)

by the definition. The first item is proved.

Next, we prove the second item. The proof is by induction on k. Fix a coupling measure γ ∈ C(µX , µY ) and the constant
map ν•,• ≡ γ. Obviously, ν•,• ∈ C(1)

(
mX
• ,m

Y
•
)
. Then, we also have that the constant map µX ⊗ µY ∈ C(1)

(
mX
• ,m

Y
•
)
.

Now, suppose the claim holds up to some k ≥ 1. Consider k + 1 case. Observe that

γ =

∫
X×Y

γ µX ⊗ µY (dx′ × dy′)

where γ ∈ C(k)
(
mX
• ,m

Y
•
)

by the inductive assumption and the constant map µX ⊗ µY ∈ C(1)
(
mX
• ,m

Y
•
)
. Hence,

γ ∈ C(k+1)
(
mX
• ,m

Y
•
)

by the definition. This completes the proof.

Now, fix arbitrary couplings γ, γ′ ∈ C(µX , µY ) and consider the constant map ν•,• ≡ γ′. Then, by the second item of
Lemma B.14, ν•,• ∈ C(k)

(
mX
• ,m

Y
•
)
. Hence,
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d(k)

GW(M(X),M(Y)) ≤
∫

X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| νx′′,y′′(dx′ × dy′)γ(dx′′ × dy′′)γ(dx× dy)

=

∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| γ′(dx′ × dy′)γ(dx′′ × dy′′)γ(dx× dy)

=

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| γ′(dx′ × dy′)γ(dx× dy).

Since the choice of γ, γ′ are arbitrary, one concludes that d(k)

GW((M(X),M(Y)) ≤ dbi
GW(X,Y).

For the reverse direction, choose arbitrary γ ∈ C(µX , µY ) and a k-step coupling ν(k)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)
. Let

γ′ :=

∫
X×Y

ν(k)

x′′,y′′ γ(dx′′ × dy′′).

Then,

∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| ν(k)

x′′,y′′(dx
′ × dy′)γ(dx′′ × dy′′)γ(dx× dy)

=

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)| γ′(dx′ × dy′)γ(dx× dy)

≥dbi
GW(X,Y).

Since the choice of γ and ν(k)
•,• are arbitrary, one concludes that d(k)

GW(M(X),M(Y)) ≥ dbi
GW(X,Y).

Hence, d(k)

GW(M(X),M(Y)) = dbi
GW(X,Y) as we required.

B.4.3. PROOF OF PROPOSITION 5.2

For any x ∈ X , we let `xX := dX(x, •). For i = 1, . . . , k, let l(i)x : X → P◦i(R) be the shorthand for the ith WL measure
hierarchy l(k)

(X ,`xX ) generated from the label dX(x, •). We similarly define `yY and l(i)y : Y → P◦i(R) for any y ∈ Y and each
i = 1, . . . , k.

For any ν(k)
•,• ∈ C(k)

(
mX
• ,m

Y
•
)
, there exist (νi)•,• ∈ C(1)

(
mX
• ,m

Y
•
)

for i = 1, . . . , k such that

ν(k)

x,y =

∫
X×Y

· · ·
∫

X×Y

(νk)xk−1,yk−1
(νk−1)xk−2,yk−2

(dxk−1 × dyk−1) · · · (ν1)x,y(dx1 × dy1)
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for any x ∈ X and y ∈ Y . Hence, for any γ ∈ C(µX , µY ), we have that∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|ν(k)

x′′,y′′(dx
′ × dy′)γ(dx′′ × dy′′)γ(dx× dy)

=

∫
X×Y

· · ·
∫

X×Y

|dX(x, x′)− dY (y, y′)|(νk)xk−1,yk−1
(dx′ × dy′) · · · (ν1)x′′,y′′(dx1 × dy1)γ(dx′′ × dy′′)γ(dx× dy)

≥
∫

X×Y

· · ·
∫

X×Y

dW

(
(`xX)#m

X
xk−1

, (`yY )#m
Y
yk−1

)
(νk−1)xk−2,yk−2

(dxk−1 × dyk−1) · · · (ν1)x′′,y′′(dx1 × dy1)γ(dx′′ × dy′′)γ(dx× dy)

=

∫
X×Y

· · ·
∫

X×Y

dW

(
l(1)

x (xk−1), l(1)

y (yk−1)
)

(νk−1)xk−2,yk−2
(dxk−1 × dyk−1) · · · (ν1)x′′,y′′(dx1 × dy1)γ(dx′′ × dy′′)γ(dx× dy)

≥ · · ·

≥
∫

X×Y

∫
X×Y

dW

(
l(k)

x (x′′), l(k)

y (y′′)
)
γ(dx′′ × dy′′)γ(dx× dy)

≥
∫

X×Y

d(k)

WL((X , `xX), (Y, `yY )) γ(dx× dy)

Therefore,

d(k)

GW((X , dX), (Y, dY ))

= inf
γ∈C(µX ,µY ),ν

(k)
•,•∈C(k)(mX

• ,m
Y
• )

∫
X×Y

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|ν(k)

x′′,y′′(dx
′ × dy′)γ(dx′′ × dy′′)γ(dx× dy)

≥ inf
γ∈C(µX ,µY )

∫
X×Y

d(k)

WL((X , `xX), (Y, `yY )) γ(dx× dy).

B.4.4. PROOF OF THE STATEMENT IN REMARK 5.3

We first recall the third lower bound (TLB) from (Mémoli, 2011):

TLB(X,Y) := inf
γ∈C(µX ,µY )

∫
X×Y

 inf
γ′∈C(µX ,µY )

∫
X×Y

|dX(x, x′)− dY (y, y′)|γ′(dx′ × dy′)

 γ(dx× dy).

where we omit the 1
2 factor from (Mémoli, 2011) for simplicity of presentation.

We adopt notation from the previous section. Notice that

inf
γ′∈C(µX ,µY )

∫
X×Y

|dX(x, x′)− dY (y, y′)|γ′(dx′ × dy′) = d(1)

WL((X , `xX), (Y, `yY )).

We hence have that
TLB(X,Y) = inf

γ∈C(µX ,µY )

∫
X×Y

d(1)

WL((X , `xX), (Y, `yY ))γ(dx× dy).

For any k ∈ N, we show that

TLB(X,Y) = inf
γ∈C(µX ,µY )

∫
X×Y

d(k)

WL((X , `xX), (Y, `yY ))γ(dx× dy)
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by the lemma below.

Lemma B.15. For any k ∈ N we have that d(k)

WL((X , `xX), (Y, `yY )) = d(1)

WL((X , `xX), (Y, `yY )).

Proof. By item 2 in Lemma B.14 and Theorem A.7, we have that

d(k)

WL((X , `xX), (Y, `yY )) = inf
γ′∈C(k)(µX ,µY )

∫
X×Y

|dX(x, x′)− dY (y, y′)|γ′(dx′ × dy′)

= inf
ν•,•∈C(k)(mX

• ,m
Y
• ),µ∈C(µX ,µY )

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|νx1,y1
(dx′ × dy′)µ(dx1 × dy1)

≤ inf
µ∈C(µX ,µY )

∫
X×Y

∫
X×Y

|dX(x, x′)− dY (y, y′)|µ(dx′ × dy′)µ(dx1 × dy1)

= inf
µ∈C(µX ,µY )

∫
X×Y

|dX(x, x′)− dY (y, y′)|µ(dx′ × dy′)

= d(1)

WL((X , `xX), (Y, `yY )).

By Proposition 3.1, we conclude that d(k)

WL((X , `xX), (Y, `yY )) = d(1)

WL((X , `xX), (Y, `yY )).

B.4.5. PROOF OF THE STATEMENT IN EXAMPLE 4

Given X and Y , we have for any γ ∈ C(µX , µY ) and ν(k)
•,• that∫

X×Y

∫
X×Y

|eccX(x′)− eccY (y′))| ν(k)

x,y(dx′ × dy′)γ(dx× dy)

=

∫
X×Y

∫
X×Y

∣∣∣∣∫
X

dX(x′, x′′)µX(dx′′)−
∫
Y

dY (y′, y′′)µY (y′′)

∣∣∣∣ ν(k)

x,y(dx′ × dy′)γ(dx× dy)

=

∫
X×Y

∫
X×Y

∣∣∣∣∣∣
∫

X×Y

dX(x′, x′′)γ(dx′′ × dy′′)−
∫

X×Y

dY (y′, y′′)γ(dx′′ × dy′′)

∣∣∣∣∣∣ ν(k)

x,y(dx′ × dy′)γ(dx× dy)

≤
∫

X×Y

∫
X×Y

∫
X×Y

|dX(x′, x′′)− dY (y′, y′′)| ν(k)

x,y(dx′ × dy′)γ(dx× dy)γ(dx′′ × dy′′).

Hence, we conclude that ecc• is stable.

B.4.6. PROOF OF PROPOSITION 5.4

By Theorem A.7 we have that

d(k)

WL((X , `X), (Y, `Y )) = inf
γ(k)∈C(k)(µX ,µY )

∫
X×Y

dZ(`X(x), `Y (y))γ(k)(dx× dy)

= inf
γ∈C(µX ,µY ),ν

(k)
•,•∈C(k)(mX

• ,m
Y
• )

∫
X×Y

∫
X×Y

dZ(`X(x′), `Y (y′)) ν(k)

x,y(dx′ × dy′)γ(dx× dy)

≤ inf
γ∈C(µX ,µY ),ν

(k)
•,•∈C(k)(mX

• ,m
Y
• )

dis(k)
(
γ, ν(k)

•,•
)

= d(k)

GW((X , dX), (Y, dY )) .

The inequality follows from the fact that `• is stable. Hence we conclude the proof.
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Table 4. SVM classification accuracy. Let f1(G, v) = degG(v), f2(G, v) =
1

|VG| + degG(v). For d(k)

WL and dWLLB, we show SVM
classification accuracies using both the indefinite kernel as well as with a KSVM (Loosli et al., 2015).

METHOD MUTAG PROTEINS PTC-FM PTC-MR IMDB-B IMDB-M COX2

d(1)

WL , f1 87.7 ± 6.2 71.7 ± 3.3 57.6 ± 6.4 55.5 ± 4.5 74.5 ± 4.1 51.3 ± 3.0 78.1 ± 0.8
d(2)

WL , f1 89.9 ± 6.4 71.3 ± 3.3 59.3 ± 3.7 54.9 ± 6.3 75.0 ± 3.0 51.4 ± 3.4 78.1 ± 0.8
d(3)

WL , f1 87.6 ± 8.8 72.6 ± 3.1 59.0 ± 3.7 57.8 ± 7.9 74.9 ± 5.1 51.6 ± 4.0 78.1 ± 0.8
d(4)

WL , f1 87.7 ± 4.1 72.4 ± 4.1 62.1 ± 3.9 56.7 ± 3.7 75.9 ± 2.7 51.4 ± 3.2 78.1 ± 0.8

d(1)

WL , f1 , KSVM 88.3 ± 4.6 72.1 ± 2.6 61.0 ± 3.9 52.9 ± 7.6 75.6 ± 5.1 51.4 ± 4.8 77.5 ± 2.8
d(2)

WL , f1 , KSVM 87.8 ± 5.7 72.8 ± 2.4 58.1 ± 5.0 56.9 ± 5.8 74.5 ± 3.4 51.4 ± 4.1 77.9 ± 1.0
d(3)

WL , f1 , KSVM 88.8 ± 6.8 72.6 ± 3.7 61.3 ± 4.6 55.2 ± 6.1 75.0 ± 3.8 51.8 ± 3.8 78.7 ± 1.7
d(4)

WL , f1 , KSVM 87.2 ± 5.5 73.5 ± 2.3 58.1 ± 6.3 53.4 ± 6.3 73.3 ± 3.7 51.2 ± 3.2 77.7 ± 1.3

d(1)

WL , f2 87.3 ± 8.2 71.1 ± 3.2 58.7 ± 7.6 55.2 ± 5.5 74.1 ± 4.1 50.5 ± 4.5 78.1 ± 0.8
d(2)

WL , f2 86.2 ± 7.4 73.5 ± 2.8 60.2 ± 5.3 54.0 ± 6.4 75.0 ± 4.5 51.4 ± 3.9 78.1 ± 0.8
d(3)

WL , f2 88.8 ± 5.4 74.5 ± 2.9 61.6 ± 5.3 59.2 ± 6.4 75.4 ± 5.4 50.8 ± 4.0 77.0 ± 1.5
d(4)

WL , f2 87.2 ± 5.8 73.9 ± 3.5 60.4 ± 5.1 54.3 ± 7.7 75.7 ± 3.7 50.8 ± 3.2 78.1 ± 0.8

d(1)

WL , f2 , KSVM 88.8 ± 7.9 74.3 ± 3.3 63.3 ± 2.3 60.1 ± 6.3 76.2 ± 4.1 51.5 ± 3.3 78.1 ± 0.8
d(2)

WL , f2 , KSVM 87.7 ± 9.4 74.5 ± 3.8 63.2 ± 5.9 54.0 ± 6.6 75.8 ± 4.5 51.0 ± 3.6 78.1 ± 1.7
d(3)

WL , f2 , KSVM 86.6 ± 5.9 74.2 ± 2.3 62.7 ± 7.6 58.1 ± 6.1 73.9 ± 3.9 51.7 ± 3.1 79.2 ± 1.8
d(4)

WL , f2 , KSVM 88.2 ± 5.3 74.0± 2.8 63.6 ± 7.0 56.4 ± 6.9 76.1 ± 3.8 51.9 ± 3.5 78.3 ± 2.5

d(1)

WLLB , f1 87.9 ± 5.9 68.0 ± 1.3 59.6 ± 6.4 57.4 ± 8.1 74.7 ± 2.5 52.0 ± 1.8 78.1 ± 0.8
d(2)

WLLB , f1 89.4 ± 5.2 68.9 ± 1.9 58.6 ± 5.7 59.0 ± 8.3 75.1 ± 2.2 50.8 ± 1.6 78.1 ± 0.8
d(3)

WLLB , f1 90.0 ± 5.6 68.6 ± 1.6 57.3 ± 6.2 58.7 ± 8.1 75.2 ± 2.1 51.0 ± 1.6 78.1 ± 0.8
d(4)

WLLB , f1 89.4 ± 5.2 66.7 ± 2.0 58.2 ± 6.1 56.6 ± 7.2 74.5 ± 2.0 50.3 ± 1.4 77.5 ± 2.1

d(1)

WLLB , f1 , KSVM 88.2 ± 5.7 72.0 ± 1.9 60.1 ± 4.8 54.3 ± 4.8 75.7 ± 3.2 50.2 ± 3.3 78.1 ± 1.9
d(2)

WLLB , f1 , KSVM 88.3 ± 10.7 70.6 ± 4.3 59.3 ± 4.5 55.8 ± 8.5 75.2 ± 3.6 50.6 ± 3.6 77.1 ± 2.2
d(3)

WLLB , f1 , KSVM 88.8 ± 5.4 71.7 ± 2.7 58.1 ± 6.6 54.6 ± 4.5 75.4 ± 3.8 50.8 ± 4.1 78.1 ± 0.8
d(4)

WLLB , f1 , KSVM 87.2 ± 5.8 71.6 ± 4.3 60.5 ± 5.8 52.6 ± 7.6 76.5 ± 2.9 51.5 ± 3.1 78.3 ± 1.1

d(1)

WLLB , f2 88.9 ± 4.5 70.5 ± 1.0 60.5 ± 5.4 56.6 ± 8.0 75.0 ± 2.5 52.0 ± 1.8 78.1 ± 0.8
d(2)

WLLB , f2 90.0 ± 4.2 70.0 ± 1.4 58.0 ± 5.6 58.5 ± 8.9 75.1 ± 2.2 50.8 ± 1.6 78.1 ± 0.8
d(3)

WLLB , f2 90.0 ± 4.2 70.3 ± 2.4 56.4 ± 6.2 58.8 ± 7.8 75.2 ± 2.1 51.0 ± 1.6 77.9 ± 1.3
d(4)

WLLB , f2 90.0 ± 4.2 70.2 ± 1.8 58.3 ± 5.6 58.2 ± 6.9 74.5 ± 2.0 50.3 ± 1.4 78.2 ± 0.8

d(1)

WLLB , f2 , KSVM 86.7 ± 7.8 32.0 ± 4.2 61.8 ± 2.7 52.0 ± 5.4 27.1 ± 4.5 20.0 ± 2.8 78.1 ± 0.8
d(2)

WLLB , f2 , KSVM 82.9 ± 8.7 30.9 ± 1.1 63.3 ± 5.6 54.3 ± 7.2 20.1 ± 4.4 19.8 ± 2.7 78.1 ± 0.8
d(3)

WLLB , f2 , KSVM 86.1 ± 4.9 30.6 ± 2.1 61.6 ± 6.5 55.5 ± 6.3 25.2 ± 1.1 18.0 ± 1.8 78.1 ± 0.8
d(4)

WLLB , f2 , KSVM 86.1 ± 7.2 30.7 ± 2.0 58.7 ± 6.0 52.1 ± 7.1 33.7 ± 8.7 17.0 ± 3.2 78.1 ± 0.8
WWL 85.3 ± 7.3 72.9 ± 3.6 62.2 ± 6.1 63.0 ± 7.4 72.5 ± 3.7 50.0 ± 5.3 78.2 ± 0.8
WL 85.5± 1.6 71.6 ± 0.6 56.6 ± 2.1 56.2 ± 2.0 72.4 ± 0.7 50.9 ± 0.4 78.4 ± 1.1
WL-OA 86.3 ± 2.1 72.6 ± 0.7 58.4 ± 2.0 54.2 ± 1.6 73.0 ± 1.1 50.2 ± 1.1 78.8 ± 1.3


