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Abstract

Personalized federated learning is proposed to handle the data heterogeneity problem amongst clients by learning dedicated tailored local models for each user. However, existing works are often built in a centralized way, leading to high communication pressure and high vulnerability when a failure or an attack on the central server occurs. In this work, we propose a novel personalized federated learning framework in a decentralized (peer-to-peer) communication protocol named Dis-PFL, which employs personalized sparse masks to customize sparse local models on the edge. To further save the communication and computation cost, we propose a decentralized sparse training technique, which means that each local model in Dis-PFL only maintains a fixed number of active parameters throughout the whole local training and peer-to-peer communication process. Comprehensive experiments demonstrate that Dis-PFL significantly saves the communication bottleneck for the busiest node among all clients and, at the same time, achieves higher model accuracy with less computation cost and communication rounds. Furthermore, we demonstrate that our method can easily adapt to heterogeneous local clients with varying computation complexities and achieves better personalized performances.

1. Introduction

Training deep neural networks is known to be data hungry, but data nowadays are often generated on the edge of the increasingly widely-used mobile devices and Internet of Things (IoT) devices (Khan et al., 2021; Nguyen et al., 2021). Due to growing concerns about data privacy (Voigt & Von dem Bussche, 2017), sending their local data to a centralized device is usually prohibited. On this ground, federated learning (FL) (McMahan et al., 2017), a distributed training paradigm, becomes a promising privacy-preserving training method that enables a number of clients to produce a global model without sharing local data by aggregating locally trained parameters. One major challenge of FL is the data heterogeneity problem, which means the distributions among clients may vary to a large extent. Personalized FL was thus proposed to achieve personalized individual models for each user through federating instead of using the global model to alleviate this problem.

Recent works tackling the personalization problems mainly focus on the centralized FL setting (Li et al., 2021b; Zhang et al., 2020), where a central server orchestrates the learning amongst clients and is responsible for parameter aggregation after receiving locally trained models on the edge as depicted in Figure 2(a). However, this classical FL scheme has a major drawback for the need of the central server. In practice, the central server could face system failure or be maliciously attacked, which may pose a threat to leak users’ privacy or jeopardize the training process. Moreover, the communication process all happens on the server-client side, which may cost a quite large communication burden for the server (Lian et al., 2017). With this regard, decentralized FL has recently emerged as a promising method for reducing the communication bandwidth of the busiest node and embracing peer-to-peer communication for faster convergence (Lalitha et al., 2018; Sun et al., 2021; Li et al., 2022). In decentralized FL, no global model state exists as in Figure 2(b-d), the participating clients follow a communication protocol to reach a so-called consensus model.

In this paper, we take a further step towards personalization in the decentralized FL setting. Prior works have shown that it’s promising to use sparse masks to model personalization for each user (Li et al., 2020a; Vahidian et al., 2021), which can also help reduce the communication cost and save computation overhead. However, both methods deal with the centralized setting, and they both employ the technique of dense-to-sparse training. In other words, they must train a
dense model on the edge devices at first and then prune it as communication progresses. As a result, these methods can not adapt to client hardware-constrained settings since the model size is restricted to the client capacity. Moreover, in practice, it is normal to see heterogeneous clients equipped with very different computation, storage and communication capabilities to take part in a same federating system, as shown in Figure 1 (a). Thus it is crucial to answer the question of how to efficiently use heterogeneous resources to boost the decentralized personalized federating algorithms.

To tackle the data heterogeneity and client heterogeneity problem together, we propose Dis-PFL, a Decentralized sparse training based Personalized Federated Learning approach, to solve the personalized FL problem using customized masks in the decentralized setting by integrating a newly designed decentralized sparse training technique. Instead of deploying the consensus model for each user, Dis-PFL allows each client to own their personalized unique sparse models masked by the tailored mask, allowing them to better adapt to their local data. Specifically, the decentralized sparse training technique mainly consists of three steps: first, weighted average only using the intersection weights of the received neighbor’s models as shown in Figure 1 (b), second, local sparse training with a fixed sparse mask, and third, using gradient information to adjust the current mask for better personalization as depicted in Figure 1 (c). Since all the local models in Dis-PFL are sparse models, the communication cost between peers is greatly reduced. Besides, we show the proposed Dis-PFL can easily adapt to heterogeneous clients equipped with a wide range of computing, memory, and communication capabilities. Empirically, in two classical non-IID settings, we demonstrate that Dis-PFL increases the averaged test accuracy on local test data, reduces the communication cost of the busiest node among all clients, lowers the local computation cost, and requires fewer communication rounds to reach the same target.

To this end, we summarize our contributions as four-fold: (i) We formulate the personalized federated learning problem using personalized masks and propose Dis-PFL to solve it in a decentralized communication setting. (ii) The newly proposed decentralized sparse training technique can better aggregate the information, save the local computing, reduce the communication cost and achieve better personalization for decentralized FL. (iii) Experimental results demonstrate the superiority of the proposed Dis-PFL compared with various baselines and the ability of adaptation to the heterogeneous resources constrained settings. (iv) A discussion of the sparsity ratio is provided both theoretically and experimentally to analyze the effect of the sparse masks on the generalization ability.

2. Related Work

Personalized Federated Learning (PFL). FL focuses on making the global model more robust to the non-IID distributions by regularizing the local objectives with proximal terms (Li et al., 2020b; Acar et al., 2021), modifying the model aggregation processes (Lin et al., 2020; Fraboni et al., 2021; Chen & Chao, 2020; Wang et al., 2020; Zhang et al., 2022), client selection (Nishio & Yonetani, 2019; Huang et al., 2022a), etc. While PFL targets at producing personalized models for each node. There are five primary categories of methods: (1) local fine-tuning (Fallah et al., 2020; Jiang et al., 2019; Cheng et al., 2021); (2) adding regularization term (Li et al., 2021b; T Dinh et al., 2020); (3) layer personalization (Arivazhagan et al., 2019; Collins et al., 2021; Liang et al., 2021); (4) model interpolation (Deng et al., 2020; Shamsian et al., 2021) and (5) model compression (Li et al., 2020a; Vahidian et al., 2021; Huang et al., 2022b). Communication cost is one of the major bottlenecks for both FL and PFL, existing works focus on improving the communication efficiency by reducing the volume of transmitted data (i.e., gradients or weights) and can be categorized into three classes: (1) quantization methods (Alistarh et al., 2017; Wen et al., 2017; Yu et al., 2019; Chen et al., 2021a); (2) sparsification (Ivkin et al., 2019; Li et al., 2021a; Bibikar et al., 2021; Chen et al., 2020) and (3) hybrid methods (Basu et al., 2019; Lim et al., 2019).

Decentralized Learning. Instead of presuming a central server, decentralized learning targets the same consensus
model through peer-to-peer communication. Under assumptions of the topology like doubly stochastic mixing-weights (Jiang et al., 2017), when combing gossip-averaging (Blot et al., 2016) with SGD, all local models can be proved to converge to a so-called consensus model (Lian et al., 2017; Chen et al., 2021b). To tackle the performance degradation problem related to the non-IID scenarios, Lin et al. (2021) modify the momentum term to be adaptive to heterogeneous data; Hsieh et al. (2020) replace batch normalization with layer normalization. These methods require to communicate and aggregate the local updates frequently (each iteration), communication rounds thus become a bottleneck. Decentralized federated learning is thus proposed to take benefit of the more local training steps and communicate in a peer-to-peer environment (Lalitha et al., 2018; 2019; Sun et al., 2021). Federated schemes have also been extended to time-varying connected communication protocols (Warnat-Herresthal et al., 2021; Yuan et al., 2021). Zhu et al. (2022) prove generalization bounds of decentralized SGD, which suggests the generalization of different topologies is ranked as follows: fully-connected > exponential > grid > ring.

Sparse Neural Networks. Over-parameterization has been shown to be crucial to the dominating performance of deep neural networks (Allen-Zhu et al., 2019; Zou & Gu, 2019), while some works discover that a sparse model can sufficiently match the performance of the dense model (Han et al., 2015; Frankle & Carbin, 2018; Liu et al., 2022a). Methods to generate sparse neural networks can be categorized into two main genres: dense-to-sparse methods and sparse-to-sparse methods. Dense-to-sparse methods train from a pre-training dense model and iteratively prune the model (Frankle & Carbin, 2018; Liu et al., 2018; Mostafa & Wang, 2019). While, sparse-to-sparse training has recently been proved to be a viable strategy for improving training efficiency. Starting with a (random) sparse neural network, this paradigm allows the sparse connectivity to grow dynamically during training (Mocanu et al., 2018; Liu et al., 2021a; 2022b).

3. Dis-PFL algorithm

In this section, we describe the proposed Dis-PFL algorithm. Below, we first present the rigorous formulation of personalized federated learning and derive its variant via utilizing the personalized sparse neural network.

3.1. Problem formulation

We formulate the general PFL problem according to (Hanzely et al., 2021) into the following optimization task:

$$\min_{\{w_1, \ldots, w_K\}} f(w_1, \ldots, w_K) = \frac{1}{K} \sum_{k=1}^{K} F_k(w_k),$$

where $w_k$ denotes the personalized model for the $k$-th client, $D_k$ represents the data distribution in the $k$-th client, $F_k(\cdot)$ is the true (population) risk associated with the local distribution and $\mathcal{L}(\cdot; \cdot)$ is the loss function.

This problem could be tackled separately by individual customers with no contact using empirical risk minimization. This algorithm can be called local training and its target can be written as follows:

$$\min_{\{w_1, \ldots, w_K\}} f(w_1, \ldots, w_K) = \frac{1}{K} \sum_{k=1}^{K} \hat{F}_k(w_k),$$

where $\hat{F}_k(\cdot)$ is the empirical risk associated with $k$-th client’s local data and $n_k$ is the total number of the observed data on $k$-th device.

However, the observed local data for each client is often insufficient for training a model with good generalization performance. To achieve better generalization performance, communication and information sharing among clients are encouraged to boost each client’s performance. Regularized PFL algorithm can be seen as a general optimization task for these methods, following (Chen & Chao, 2021), the target can be formulated as follows:

$$\min_{\{w_1, \ldots, w_K\}} f(w_1, \ldots, w_K) = \frac{1}{K} \sum_{k=1}^{K} \hat{F}_k(w_k) + \mathcal{R}(\cdot),$$

where the regularizer $\mathcal{R}(\cdot)$ indicates the information sharing among clients. It’s worth noting that traditional FL which aims at training one global model is also a specific case of Eq. (3) when the regularizer term can be set as $w_1 = w_2 = \cdots = w_K$. By assuming that all users’ data come from the (roughly) similar distribution, it is expected that the global model enjoys a better generalization accuracy on any user distribution over its domain than the user’s own local model.

Instead, we employ personalized mask into the ultimate PFL problem (1) to customize personalized models for each user, the target formulation can be written as:

$$\min_{w, m_1, \ldots, m_K} f(w, m_k) = \frac{1}{K} \sum_{k=1}^{K} \hat{F}_k(w \odot m_k),$$

$$\hat{F}_k(w \odot m_k) := \mathbb{E}_{(x,y) \sim D_k} \left[ \mathcal{L}(x, y; w_k(x, y)) \right],$$

where $m_k \in \{0, 1\}^d$ denotes the personalized sparse binary mask for $k$-th client, $\odot$ denotes the Hadamard product for given two vectors. The element of the mask $m_k$ being 1 means that the weight in the global model is active for $k$-th personalized model, otherwise, remains dormant. Our goal
is to find a global model $w$ and individual masks $m_k$ for each client, such that the personalized model in client $k$ can be seen as a small part of the global dense model.

### 3.2. Algorithm

In this section, we propose the Dis-PFL algorithm to solve problem (4) in the fully decentralized setting. In Dis-PFL algorithm, the decentralized sparse training technique is proposed to integrate to better fit both the data heterogeneity and client heterogeneity problem. In order to meet the computing, memory, and communication constraints, each client only possesses a sparse model during the whole training process. The overall Dis-PFL algorithm is summarized in Algorithm 1 and illustrated in Figure 1.

To begin with, the personalized sparsity is determined by each client’s computing, memory, and communication restricts $c_k$, thus leading to different masks. The mask is initialized based on Erdos-Renyi Kernel (ERK) (Evci et al., 2020), which assigns higher sparsities to layers with more parameters and lower sparsities to layers with fewer parameters. For each communication round, the local client employs the newly designed averaging method as depicted in Figure 1(b) to get the initial model $w_{k,t+\frac{1}{2}}$. More specifically, since all the clients share a common dense structure but have different parts of it, we take weighted-average of the received model on the intersection of the remaining part of each model, then multiply it with local mask $m_{k,t}$.

To further save the overall communication, we integrate the idea from local SGD to the algorithm, a few rounds of local training is done to get the updated sparse model $w_{k,t+1}$. There are two points worth a mention during the local training phase. (i) Since each client only possesses a sparse model, some coordinates of the model weights have been made zero before doing the forward pass, i.e., not all the parameters have to be involved when calculating $L(\tilde{w}_{k,t}; \xi_{k,t})$. This implies that the computation overhead in the forward process is potentially saved. (ii) The stochastic gradient, $g_{k,t}(\tilde{w}_{k,t})$ is again masked by $m_{k,t}$ in the backward process, which indicates the gradient for those sparse coordinates has no need to do a backward pass either, leading to the computation cost reduction.

#### Algorithm 1 Dis-PFL

1: **Input**: Total number of clients $K$; Each client’s capacity $c_k$; Total communication rounds $T$
2: **Initialization**: Randomly initialize each client’s model $w_{k,0}$ and its mask $m_{k,0}$ according to $c_k$
3: **Output**: Personalized local models $w_{k,T}$
4: for $t = 0$ to $T-1$ do
5:   for node $k$ in parallel do
6:     Receive neighbors’ models $w_{j,t}$ and corresponding masks $m_{j,t}$ from neighborhood set $S_{k,t}$
7:     $w_{k,t+\frac{1}{2}} = \frac{w_{k,t} + \sum_{j \in S_{k,t}} w_{j,t}}{m_{k,t} + \sum_{j \in S_{k,t}} m_{j,t}} \odot m_{k,t}$
8:     $\tilde{w}_{k,t,0} = w_{k,t+\frac{1}{2}}$
9:   for $r = 0$ to $N-1$ do
10:      Sample a batch of data $\xi_{k,t,r}$ from local dataset
11:      $g_{k,t,r}(\tilde{w}_{k,t,r}) = \nabla \phi_{k,t,r} L(\tilde{w}_{k,t,r}; \xi_{k,t,r})$
12:      $\tilde{w}_{k,t,r+1} = \tilde{w}_{k,t,r} - \eta m_{k,t} \odot g_{k,t,r}(\tilde{w}_{k,t,r})$
13:   end for
14:   $w_{k,t+1} = w_{k,t,N}$
15:   Call Algorithm 2 to get new mask $m_{k,t+1}$
16: end for
17: end for

After doing few steps of local training, Algorithm 2 detailed in the appendix is called to get the new mask $m_{k,t+1}$ as depicted in Figure 1 (c). Inspired from (Evci et al., 2020), we take similar steps to update the local mask on each client. The pruning rate $\alpha_t$ is calculated through cosine annealing technique mentioned in (Liu et al., 2021b). For each layer, each local client first prunes out $\alpha_t$-proportion of weights with the smallest magnitude and then utilizes the gradient information to recover weights with the highest gradient information, which are expected to perform better personalization for the current client.

Overall, to accommodate to the decentralized PFL context, the decentralized sparse training technique we proposed mainly includes three parts, the modified gossip average process regarding how to get the initial model for each client after receiving neighbor’s information, local training with fixed sparse masks process and the local mask searching process regarding how to evolve the personalized mask to better adapt to local client’s data. We highlight the contributions we make to extend the traditional sparse training techniques like Rigl (Evci et al., 2020), and Set (Mocanu 2020).
et al., 2018) to the proposed decentralized sparse training technique as follows: (i) To deal with the data heterogeneity and to learn different sparse models for each client, decentralized sparse training operates on the local client instead of operating on the centralized device. (ii) The information integrating process is delicately designed to best fuse the sparse models with different masks. And it can easily adapt to the client heterogeneity settings. (iii) Traditional dynamic sparse training approaches apply the next mask to the model weight immediately after it is created and assign zero weight to the previous undiscovered parameters. How-ever, as demonstrated by (Liu et al., 2021b), recovering a dynamic sparse training approaches apply the next mask to adapt to the client heterogeneity settings. (Lian et al., 2017) as one baseline. Noticeably, to accommodate to the FL setting, we extend the local training on their own data. Centralized baselines include FedAvg (McMahan et al., 2017), FedAvg-FT(Cheng et al., 2021), Ditto (Li et al., 2021b), FOMO (Zhang et al., 2020), and SubFedAvg (Vahidian et al., 2021). For decentralized federated learning setting, we take the commonly used DPSGD (Lian et al., 2017) as one baseline. Noticeably, to accommodate to the FL setting, we extend the local training

\[ \tilde{\varepsilon} = \log \left( \frac{N - \tau}{N} + \frac{\tau}{N} \exp \left( \frac{\sqrt{2} B D_r \sigma + \sqrt{\log 2 + \frac{1}{N} \beta^2 D_r^2}}{2 \sigma^2} \right) \right), \]

\( T \) is the training iterations, \( \tau \) is the batch-size, \( \sigma \) is the Gaussian noise variance and \( D_r \) denotes the maximum of local gradient’s diameter; \( \delta \) is defined in Eq.(11).

The proof is inspired by (He et al., 2021); details are given in Appendix C.

Remark 1. The personalized models for each client solved by problem (4) can be seen as different parts of the global model with different sparsity. Theorem 1 suggests that a more sparse network (with a smaller \( \beta_k \), leading to a smaller \( \beta \)), the term \( \tilde{\varepsilon} \) is smaller, and thus the generalization bound (gap between the training error and test error) is smaller. Therefore, the generalization performance is better.

4. Experiments

In this section, we conduct intensive experiments to verify the efficacy of the proposed Dis-PFL. We leave the detailed implementation details and extended experimental results to the supplementary due to space limitation. Code is available at https://github.com/rong-dai/DisPFL.

4.1. Experiment Setup

Dataset and Data partition. We evaluate the performance of the proposed algorithm on three image classification datasets: CIFAR-10, CIFAR-100 (Krizhevsky et al., 2009) and Tiny-Imagenet. We consider two different scenarios for simulating non-identical data distributions across federating clients. Dir Partition following works (Hsu et al., 2019), where we partition the training data according to a Dirichlet distribution Dir(\( \alpha \)) for each client and generate the corresponding test data for each client following the same distribution. We specify \( \alpha = 0.3 \) for CIFAR-10, \( \alpha = 0.2 \) for CIFAR-100 and Tiny-Imagenet. We also evaluate with the pathological partition setup similar as in (Zhang et al., 2020), in which each client is only assigned limited classes at random from the total number of classes. We specify each client possesses 2 classes for CIFAR-10, 10 classes for CIFAR-100, and 20 classes for Tiny-Imagenet.

Baselines. We compare our methods with diverse set of baselines both from centralized federated learning and decentralized federated learning. A simple baseline called Local is implemented with each client separately only do local training on their own data. Centralized baselines include FedAvg (McMahan et al., 2017), FedAvg-FT(Cheng et al., 2021), Ditto (Li et al., 2021b), FOMO (Zhang et al., 2020), and SubFedAvg (Vahidian et al., 2021). For decentralized federated learning setting, we take the commonly used DPSGD (Lian et al., 2017) as one baseline. Noticeably, to accommodate to the FL setting, we extend the local training
Table 1. Table illustrating performance of different methods. Com means the maximum comm cost (download/upload) for the busiest devices(server in centralized settings) and FLOPS denotes the total floating operations for each client during the whole local phase for each communication round.

<table>
<thead>
<tr>
<th>Task</th>
<th>Methods</th>
<th>Dir Part Acc</th>
<th>Path Part Acc</th>
<th>Comm (MB)</th>
<th>FLOPS (1e12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>Local</td>
<td>61.55±0.2</td>
<td>86.48±0.2</td>
<td>-</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FedAvg</td>
<td>78.07±0.5</td>
<td>54.53±0.6</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FedAvg-FT</td>
<td>81.20±0.5</td>
<td>84.96±0.2</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>D-PSGD</td>
<td>79.02±0.4</td>
<td>58.07±0.5</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>D-PSGD-FT</td>
<td>83.90±0.2</td>
<td>90.87±0.2</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>Ditto</td>
<td>74.68±0.2</td>
<td>87.73±0.1</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FOMO</td>
<td>64.88±0.2</td>
<td>82.24±0.1</td>
<td>446.9</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>SubFedAvg</td>
<td>76.70±0.2</td>
<td>88.30±0.2</td>
<td>278.8</td>
<td>4.7</td>
</tr>
<tr>
<td></td>
<td>Dis-PFL</td>
<td>85.70±0.2</td>
<td>91.05±0.2</td>
<td>223.4</td>
<td>7.0</td>
</tr>
<tr>
<td>CIFAR-100</td>
<td>Local</td>
<td>29.23±0.2</td>
<td>52.46±0.2</td>
<td>-</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FedAvg</td>
<td>41.72±0.5</td>
<td>33.24±0.6</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FedAvg-FT</td>
<td>49.19±0.5</td>
<td>63.53±0.7</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>D-PSGD</td>
<td>41.87±0.4</td>
<td>35.42±0.2</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>D-PSGD-FT</td>
<td>51.42±0.4</td>
<td>67.24±0.1</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>Ditto</td>
<td>38.26±0.2</td>
<td>54.02±0.3</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>FOMO</td>
<td>28.39±0.1</td>
<td>52.74±0.1</td>
<td>448.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td>SubFedAvg</td>
<td>43.91±0.2</td>
<td>60.67±0.1</td>
<td>446.6</td>
<td>5.7</td>
</tr>
<tr>
<td></td>
<td>Dis-PFL</td>
<td>53.48±0.3</td>
<td>68.64±0.4</td>
<td>224.3</td>
<td>7.0</td>
</tr>
<tr>
<td>Tiny-Imagenet</td>
<td>Local</td>
<td>6.76±0.2</td>
<td>17.68±0.3</td>
<td>66.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>FedAvg</td>
<td>12.30±0.3</td>
<td>10.40±0.3</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>FedAvg-FT</td>
<td>14.80±0.2</td>
<td>28.30±0.2</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>D-PSGD</td>
<td>12.13±0.5</td>
<td>16.50±0.4</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>D-PSGD-FT</td>
<td>15.50±0.3</td>
<td>28.60±0.3</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>Ditto</td>
<td>15.69±0.2</td>
<td>24.55±0.3</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>FOMO</td>
<td>5.20±0.4</td>
<td>9.39±0.3</td>
<td>450.7</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>SubFedAvg</td>
<td>12.18±0.4</td>
<td>19.73±0.5</td>
<td>290.9</td>
<td>40.2</td>
</tr>
<tr>
<td></td>
<td>Dis-PFL</td>
<td>16.95±0.4</td>
<td>31.71±0.4</td>
<td>225.3</td>
<td>54.5</td>
</tr>
</tbody>
</table>

Table 2. Table illustrating performance in different topology (FC means fully-connected) on CIFAR-10. Results on CIFAR-100 and Tiny-Imagenet can be found in the appendix B.5.2

<table>
<thead>
<tr>
<th>Method</th>
<th>Dir Part Acc</th>
<th>Path Part Acc</th>
<th>Comm (MB)</th>
<th>FLOPS (1e12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Separate</td>
<td>Local</td>
<td>61.66±0.2</td>
<td>86.48±0.2</td>
<td>8.3</td>
</tr>
<tr>
<td>Ring</td>
<td>D-PSGD-FT</td>
<td>49.46±0.2</td>
<td>24.42±0.5</td>
<td>89.4</td>
</tr>
<tr>
<td>FC</td>
<td>D-PSGD-FT</td>
<td>67.80±0.3</td>
<td>86.68±0.2</td>
<td>89.4</td>
</tr>
<tr>
<td>Dis-PFL</td>
<td>67.81±0.2</td>
<td>86.70±0.2</td>
<td>44.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td>87.61±0.2</td>
<td>91.14±0.1</td>
<td>2211.4</td>
<td></td>
</tr>
</tbody>
</table>

Communication protocol. For centralized FL baselines, the communication happens between the global server and clients. Typically, in each communication round, the server may only receive part of all the clients’ information due to the communication bandwidth. Thus, for a fair comparison with centralized FL settings, we apply a dynamic time-changing connection topology for decentralized methods as depicted in Figure 2(d), where each client can only communicate with restricted random selected neighbors and may differ among each communication round. We make sure that the connections of the busiest node are no more than the connections of the server, which can be seen as the busiest node in the centralized setting. We also experiment on topology designed for decentralized setting including ring (Figure 2(b)) and fully-connected (Figure 2(c)).

Configurations. Unless otherwise mentioned, all the reported results are averaged for at least two random seeds. The final accuracy is calculated through the average of each local client’s test accuracy on their own test data. We choose modified ResNet-18 as the backbone for all three datasets. The total client number is set to 100, and we restrict the busiest node to communicate with at most 10 neighbors. The sparsity of the local model is set to 0.5 for all the clients in the main experiments and may vary when it comes to heterogeneous clients’ capabilities which will be further explained in the corresponding experiments subsection.

4.2. Main experiments evaluation

Test accuracy of the personalized model. In Table 1 and Table 2, we show that our method Dis-PFL achieves remarkable performances and outperforms all the centralized or decentralized baselines by a large margin over all the three datasets and two classic types of non-IID partitions. For the baselines, we notice that those methods targeting a global consensus model without encouraging personalization of local models, e.g. FedAvg and D-PSGD may perform even worse than the simple separate local training baseline. This is due to the fact that the non-IID phenomenon is sometimes harsh for a simple global model to cover all the data. While FedAvg-FT, D-PSGD-FT, Ditto, and FOMO, targeting at learning personalized dense models for each client, perform better than the other baselines but still worse than our methods. Also, we notice some methods work well on pathological non-IID distribution, but may fail to work on Dirichlet distribution. We assume this is attributed to the scarcity of local data for each class, and thus hard for their methods to work. In contrast, our method performs better among others no matter what the partitions are. Our method also outperforms SubFedAvg to a large extent, which uses the same concept of learning a unique mask for each client.

Communication cost and local training cost. Table 1 and Table 2 demonstrate that besides achieving better final accuracy, Dis-PFL can also save a lot more peer-to-peer communication costs and reduce the local training flops to a large extent. The edge of our proposed Dis-PFL stems from the training pattern, i.e. training a sparse model through the whole training process. This is also important for the
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Figure 3. Learning curves on three Datasets with two data partitions.

Table 3. Performance of each method when it comes to the heterogeneous clients with different constraints settings. Comm here denotes the averaged communication cost per node for each communication round.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Resnet-18</th>
<th>VGG-11</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dir Part</td>
<td>Path Part</td>
</tr>
<tr>
<td>D-PSGD (20% params)</td>
<td>72.24</td>
<td>59.83</td>
</tr>
<tr>
<td>D-PSGD-FT (20% params)</td>
<td>78.46</td>
<td>87.74</td>
</tr>
<tr>
<td>D-PSGD (50% params)</td>
<td>79.02</td>
<td>62.12</td>
</tr>
<tr>
<td>D-PSGD-FT (50% params)</td>
<td>83.77</td>
<td>88.76</td>
</tr>
<tr>
<td>Dis-PFL (Setting ii)</td>
<td>84.33</td>
<td>90.84</td>
</tr>
<tr>
<td>Dis-PFL (Setting i)</td>
<td><strong>84.85</strong></td>
<td><strong>91.27</strong></td>
</tr>
</tbody>
</table>

Figure 4. Performance of each sparsity group.

Convergence speed. We illustrate each method’s convergence speed via drawing the learning curves of them under different settings as in Figure 3. We also collect communication rounds for each method to reach a target accuracy in Table 5-7 (all in appendix B.5.1). The results show that Dis-PFL requires significantly fewer communication rounds to a target accuracy than other baselines, which indicates a faster convergence. Noticeably, focusing on the communication topology, Table 1 and Table 2 also demonstrate that with the same communication rounds, the results achieved in the fully connected case may outperform those achieved in the sparsely connected case, e.g. ring connected case or dynamic time-varying connected case, indicating a faster convergence. This can be attributed to the increased overall communicated information per round, and it’s a natural benefit as shown in (Koloskova et al., 2019). However, it’s worth noting that we target at the setting where the busiest node’s communication bandwidth is restricted, centralized
or decentralized manners are only the communication protocols, our method outperforms other baselines in saving the communication rounds to train the personalized models to a specific accuracy no matter what settings they are.

4.3. Experiments on client heterogeneous setting

In the real world, it’s common to see that heterogeneous devices take part in one federating process, thus how to deal with the diverse hardware constraints remains a challenging problem. For traditional approaches, the model architecture and size are confined to the weakest device to match each client’s hardware constraints. This might have a negative impact on the overall performance since it may not take advantage of today’s emerging deeper neural networks. Current works utilize ordered dropout (Horvath et al., 2021) or splitting technique (Diao et al., 2020; Hong et al., 2022) to best use heterogeneous resources. They all manually design partition methods to part the global model into several parts in order to construct a global model for the union data distribution. However, our method aims at personalization and can easily adapt to this setting, the overall model architecture can be designed freely, and the sparsity for each client can be chosen wisely according to their own local computation, memory, and communication restrictions.

For demonstration, we run experiments on 100 nodes on CIFAR-10 dataset with Dir partition $\alpha = 0.3$ and pathological partition in two settings. (i) All clients have the same capability of computing, saving, and transmitting half of the overall model. (ii) 100 nodes are grouped into 5 parts with the capability of each computing, saving and transmitting 20%, 40%, 60%, 80% and 100% parameters of the overall dense model. Since there exists not a central server here, we compare the proposed Dis-PFL with only decentralized FL baselines, D-PSGD and D-PSGD-FT. For setting (i), we implement Dis-PFL with sparsity set 0.5 for all clients, and we implement D-PSGD and D-PSGD-FT with masking half the parameters of the dense model to meet the constraints. For setting (ii), we implement Dis-PFL with assigned correspondingly sparsity in $\{0.0, 0.2, 0.4, 0.6, 0.8\}$ for them. Noticeably, under setting (ii), D-PSGD and D-PSGD-FT can only be implemented with 20% model size. We choose Resnet-18 and VGG11 as the backbones.

Table 3 shows the results of our methods comparing other baselines in the client heterogeneous setting. It suggests that our approach can easily adapt to this setting. For setting (ii), we can see the performance of D-PSGD and D-PSGD-FT with only 20% parameters is relatively low due to the fact that they can not embrace the benefit of the newly developing deep models. Another interesting finding is that under a similar communication budget, compared with D-PSGD and D-PSGD-FT implemented with only 50% parameters, the proposed Dis-PFL can achieve better test accuracy. This can be attributed to the newly designed decentralized sparse training method, which better integrates the information and finds the best suitable mask.

We draw performance of each sparsity group in Figure 4. This result show that models with different sparsity, all have the ability to deal with their own tasks in the federating system no matter what the data partition or model backbone they possess. This demonstrates that our method Dis-PFL can well adapted to real life setting where heterogeneous clients may have various types of limits.

4.4. Empirical analysis of the learned sparse masks.

In order to explain how the personalized masks produced by our method can help train local personalized models for non-IID tasks, we investigate the correlation between the distance of the learned masks and task similarities. More specifically, we run experiments on a 20 nodes setting on CIFAR-10, where we partition them into 4 groups and each group shares a similar label distribution sampled with Dir(0.3). Task similarities are measured through cos-similarity between two label distributions, while the distances of the learned masks are calculated through the aligned hamming distances. Figure 5 demonstrates the correlation between them. It indicates that the personalized masks generated by our methods have the ability to accommodate to the local distribution by not only learning similar masks inside the same group with almost the same latent distributions, but also capturing similar correlations between different groups through assigning corresponding distanced masks. Noticeably, cos-similarities between label distributions and hamming distances between masks both may not best represent the true relationship among different clients. Figure 5 is only a simple and straightforward way to demonstrate the relation, deeper insights into the relationship between the learned masks and each client’s local distribution are remained for further works.

4.5. Discussion of the sparsity ratio

To discover the effects of the sparsity ratio in Dis-PFL, we run experiments on 100 clients under CIFAR-10 Dir Part with different sparsity ratios. Table 4 demonstrates that it’s challenging to find the optimal sparsity ratio. Though a higher sparsity ratio may bring more communication cost benefits, the performance degradation can not be omitted. This can be intuitively understood by the few overlap of the received masks, leading to less information exchange. On the other hand, a small sparsity ratio also performs not well since all clients share almost the same mask, mask personalization technique may not function.

This result further indicates the soundness of Theorem 1. When the sparsity ratio is small enough (all clients remain an over-parameterized network), as the sparsity ratio grows
(βk decreases), the generalization ability of the personalized model grows. However, as the traditional wisdom in machine learning (Mohri et al., 2018), there always exists a delicate balance between training error and generalization gap. Though the generalization gap can be controlled when model complexity decreases (greater sparsity), a larger training error may also lead to a bad test error. Thus, in practice, selecting a reasonable sparsity ratio (sweet point) requires significant consideration.

Table 4. Performance of Dis-PFL under different sparsity ratio.

<table>
<thead>
<tr>
<th>Sparsity</th>
<th>0.8</th>
<th>0.6</th>
<th>0.5</th>
<th>0.4</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc</td>
<td>83.27</td>
<td>84.08</td>
<td>85.70</td>
<td>84.22</td>
<td>84.10</td>
</tr>
<tr>
<td>Comm (MB)</td>
<td>89.30</td>
<td>178.69</td>
<td>223.4</td>
<td>268.1</td>
<td>357.5</td>
</tr>
<tr>
<td>FLOPS (1e12)</td>
<td>4.6</td>
<td>6.5</td>
<td>7.0</td>
<td>7.5</td>
<td>8.2</td>
</tr>
</tbody>
</table>

5. Conclusion

In this work, we propose Dis-PFL, a Decentralized sparse training based Personalized Federated Learning approach to simultaneously tackle the data heterogeneity and client heterogeneity for personalized FL. Thanks to the newly designed decentralized sparse training technique, Dis-PFL could reduce the communication bottleneck, save local training costs, and easily adapts to the client heterogeneous setting. Furthermore, we provide theoretical and experimental understandings for the sparse masks. Extensive experiments also verify the efficacy of the proposed Dis-PFL.
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Appendix

A. More details on algorithm implementation

A.1. Algorithm 2

We present the local mask searching method as in Algorithm 2 here.

**Algorithm 2** Local mask searching

| **Input:** | $w_{k,t+1}$ and corresponding mask $m_{k,t}$ |
| **Output:** | New mask $m_{k,t+1}$ |

1. Compute current prune rate $\alpha_t$ using cosine annealing principle with initial pruning rate $\alpha_0$.
2. Sample a batch of local data and do loss backward to get the dense gradient $g(w_{k,t+1})$.
3. for layer $j \in J$ do
   1. Update mask $m_{k,t+1}^j$ by zeroing out $\alpha_t$-proportion of weights with magnitude pruning.
   2. Update mask $m_{k,t+1}^j$ via recovering weights with gradient information $g(w_{k,t+1})$.
   end for
4. Get new mask $m_{k,t+1}$.

B. Experiments

In this section, we provide more details of our experiments and more extensive experimental results to compare the performance of the proposed Dis-PFL against other baselines.

B.1. Datasets

We use CIFAR-10 (10 classes, 5000 training samples each), CIFAR-100 (100 classes, 500 training samples each), and Tiny-Imagenet (200 classes, 500 training samples each) for the experiments. We use two non-IID partition methods to split the training data in our implementation. One is based on the Dirichlet distribution on the label ratios to ensure uneven label distributions among devices as in (Hsu et al., 2019), a smaller $\alpha$ indicates higher data heterogeneity. The other is called pathological partition, which means only assigning samples of specific classes for each client. To simulate the personalized FL setting, each client’s testing data has the same proportion of labels as its training data, and the total number of the testing set is set to 100 for all partitions.

B.2. Model Architectures

We follow the pytorch’s implementation of ResNet18 (He et al., 2016) and VGG11 (Simonyan & Zisserman, 2015) to do all the evaluations. Since batch-norm may have a detrimental effect on federated learning (Hsieh et al., 2020), we replace all the batch-norm layers in ResNet18 and VGG11 with group-norm layers (Wu & He, 2018).

B.3. Hyper-Parameters

We use SGD optimizer for all methods with weighted decayed parameter 0.0005. For all the methods except Ditto, local epochs are fixed to 5. For Ditto, in order to ensure a fair comparison, each client performs 3 epochs for training the local model and 2 epochs for training the global model. The learning rate is initialized with 0.1 and decayed with 0.998 after each communication round. The batch size is fixed to 128 for all the experiments. We run 500 global communication rounds for CIFAR-10, CIFAR-100, and 300 for Tiny-Imagenet. The setting of hype-parameters also impacts the generalizability (He et al., 2019).

B.4. More details about baselines

Local is the direct solution to the personalized federated learning problem. Each client only performs SGD on their own data. For the sake of consistency, we take 5 epochs of local training as one communication round. FedAvg (McMahan et al., 2017) is the most widely studied FL method. The vanilla weighted average is used to enable all the clients to collaboratively...
train a global model. **FedAvg-FT** (Cheng et al., 2021) is a simple method by doing some fine-tuning steps with local data after acquiring the global model but shown to be competitive against various personalized federated learning specific methods. **Ditto** (Li et al., 2021b) achieves personalization via trade-off between the global model and local objectives. Specifically, within each communication round, each client first trains the global model (similarly aggregated as in FedAvg) on its local empirical risk. And then additionally trains its local model based on a loss function combining its local empirical loss and the proximal term towards the global model. **FOMO** (Zhang et al., 2020) trains personalized models using neighbors’ gradient information to infer how much a client can benefit from another’s model and thus get the adaptive mixing weights for personalization. **SubFedAvg** (Vahidian et al., 2021) maintains personalized sub-networks for each user. The overall training process follows a dense-to-sparse training rule, the client’s local model starts from a fully dense model, and is iteratively pruned as the training progresses. **D-PSGD** (Lian et al., 2017) is a classic decentralized parallel stochastic gradient descent method proposed to reach a consensus model on a decentralized network. Each node first averages the local variables with the received models and then updates it using the local stochastic gradient. To extend it to the federated learning scenarios, following (Sun et al., 2021), we take several epochs of local training instead of one iteration for each local client. We also extend it to **D-PSGD-FT** following the idea of FedAvg-FT, several steps of local fine-tuning are done to further personalize the global consensus model towards heterogeneous clients.

**B.5. More experiments results**

**B.5.1. Convergence speed**

We demonstrate the needed communication rounds for each method to reach a target accuracy as follows. Results for CIFAR-10 are in Table 5, while results for CIFAR-100 in Table 6 and Tiny-Imagenet in Table 7.

**Table 5.** Averaged needed communication rounds for each method to a target accuracy on CIFAR-10 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dir partition</th>
<th>Pathological partition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc@60</td>
<td>Acc@70</td>
</tr>
<tr>
<td>FedAvg</td>
<td>159</td>
<td>267</td>
</tr>
<tr>
<td>D-PSGD</td>
<td>139</td>
<td>236</td>
</tr>
<tr>
<td>Ditto</td>
<td>176</td>
<td>375</td>
</tr>
<tr>
<td>FOMO</td>
<td>204</td>
<td>&gt;500</td>
</tr>
<tr>
<td>SubFedAvg</td>
<td>67</td>
<td>115</td>
</tr>
<tr>
<td>Dis-PFL</td>
<td>59</td>
<td>144</td>
</tr>
</tbody>
</table>

**Table 6.** Averaged needed communication rounds for each method to a target accuracy on CIFAR-100 dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dir partition</th>
<th>Pathological partition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc@25</td>
<td>Acc@40</td>
</tr>
<tr>
<td>FedAvg</td>
<td>195</td>
<td>454</td>
</tr>
<tr>
<td>D-PSGD</td>
<td>157</td>
<td>437</td>
</tr>
<tr>
<td>Ditto</td>
<td>201</td>
<td>&gt;500</td>
</tr>
<tr>
<td>FOMO</td>
<td>171</td>
<td>&gt;500</td>
</tr>
<tr>
<td>SubFedAvg</td>
<td>161</td>
<td>228</td>
</tr>
<tr>
<td>Dis-PFL</td>
<td>64</td>
<td>231</td>
</tr>
</tbody>
</table>

**Table 7.** Averaged needed communication rounds for each method to a target accuracy on Tiny-Imagenet dataset.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dir partition</th>
<th>Pathological partition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Acc@05</td>
<td>Acc@10</td>
</tr>
<tr>
<td>FedAvg</td>
<td>92</td>
<td>206</td>
</tr>
<tr>
<td>D-PSGD</td>
<td>61</td>
<td>141</td>
</tr>
<tr>
<td>Ditto</td>
<td>39</td>
<td>137</td>
</tr>
<tr>
<td>FOMO</td>
<td>168</td>
<td>&gt;300</td>
</tr>
<tr>
<td>SubFedAvg</td>
<td>80</td>
<td>201</td>
</tr>
<tr>
<td>Dis-PFL</td>
<td>13</td>
<td>58</td>
</tr>
</tbody>
</table>
B.5.2. Different Topology

Similar to Table 2, we also record performances of each method under different decentralized topology in Table 8 for CIFAR-100 and Table 9 for Tiny-Imagenet.

Table 8. Table illustrating performance compared with methods in decentralized communication protocols on CIFAR-100.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Topology</th>
<th>Method</th>
<th>Dir Part Acc</th>
<th>Path Part Acc</th>
<th>Comm (MB)</th>
<th>FLOPS (1e12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-100</td>
<td>Separate Local</td>
<td>D-PSGD</td>
<td>29.23±0.2</td>
<td>52.46±0.2</td>
<td>-</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D-PSGD-FT</td>
<td>17.52±0.2</td>
<td>10.62±0.5</td>
<td>89.7</td>
<td>8.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dis-PFL(ours)</td>
<td>33.13±0.2</td>
<td>52.08±0.3</td>
<td>44.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ring</td>
<td>D-PSGD</td>
<td>43.18±0.4</td>
<td>36.81±0.4</td>
<td>90.1</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D-PSGD-FT</td>
<td>53.40±0.2</td>
<td>68.23±0.2</td>
<td>90.1</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dis-PFL(ours)</td>
<td>52.85±0.2</td>
<td>72.97±0.5</td>
<td>2222.0</td>
<td>7.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Topology</th>
<th>Method</th>
<th>Dir Part Acc</th>
<th>Path Part Acc</th>
<th>Comm (MB)</th>
<th>FLOPS (1e12)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tiny-Imagenet</td>
<td>Separate Local</td>
<td>D-PSGD</td>
<td>6.76±0.2</td>
<td>17.68±0.3</td>
<td>-</td>
<td>6.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D-PSGD-FT</td>
<td>3.63±0.4</td>
<td>3.02±0.5</td>
<td>90.1</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dis-PFL(ours)</td>
<td>9.60±0.2</td>
<td>19.72±0.4</td>
<td>90.1</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td>Ring</td>
<td>D-PSGD</td>
<td>12.92±0.3</td>
<td>11.58±0.3</td>
<td>4462.5</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D-PSGD-FT</td>
<td>16.52±0.2</td>
<td>29.76±0.3</td>
<td>4462.5</td>
<td>66.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dis-PFL(ours)</td>
<td>17.10±0.3</td>
<td>31.93±0.2</td>
<td>2229.8</td>
<td>54.5</td>
</tr>
</tbody>
</table>

B.6. Extended experiments on random clients dropping settings

It’s common to see that clients or the server may fail to all take part in every communication round in the federated system. A server malfunction may hurt the overall system, thus leading to the failed operation of the whole system. However, this weakness can be alleviated in the decentralized setting, since one or more clients drop this round may not hurt the overall training process. We here conduct the dropped clients experiments on Dis-PFL to demonstrate the robustness to random client dropping of the proposed method. The experiments are conducted on CIFAR-10 with 100 clients under Dir partition.

Figure 6. Performance of Dis-PFL under different clients dropping probabilities in the fully connected topology
As shown in Figure 6, our proposed Dis-PFL can provide fairly decent personalized models for each device participating in the federation system compared with local training, regardless of the device dropping probability. Admittedly, as the probability of device disconnection increases, the convergence speed of the Dis-PFL may slow down, and it may also affect the final personalized result. Nevertheless, our proposed decentralized personalization algorithm is still more robust than the centralized personalization algorithm since if the server drops in a certain communication round, the entire centralized system cannot work at all.

C. Proof of Theorem 1

This section demonstrates the proof of Theorem 1 in detail. We first clarify the notations and preliminaries in C.1 and present some key lemmas in C.2 and finally present the proof in C.3.

C.1. Notations and Preliminaries

\( S = \{(x_1, y_1), \ldots, (x_N, y_N) \} \) is a training sample set, where \( x_i \) is the \( i \)-th feature, \( y_i \) is the corresponding label, and \( d_X \) and \( d_Y \) are the dimensions of the feature and the label, respectively. For the brevity, we define \( z_i = (x_i, y_i) \). We also define random variables \( Z = (X, Y) \), such that all \( z_i = (x_i, y_i) \) are independent and identically distributed (i.i.d.) observations of the variable \( Z = (X, Y) \in Z \), \( Z \sim D \), where \( D \) is the data distribution.

For a machine learning algorithm \( A \), it learns a hypothesis \( A(S) \), \( A(S) \in \mathcal{H} \subseteq \mathcal{Y}^X = \{ f : \mathcal{X} \rightarrow \mathcal{Y} \} \).

The expected risk \( R_D(A(S)) \) and empirical risk \( \hat{R}_S(A(S)) \) of the algorithm \( A \) are defined as follows,

\[
\hat{R}_S(A(S)) = \frac{1}{N} \sum_{i=1}^{N} \ell(A(S), z_i),
\]

where \( \ell : \mathcal{H} \times Z \rightarrow \mathbb{R}^+ \) is the loss function.

**Definition 1** (Generalization bound). The generalization error is defined as the difference between the expected risk and empirical risk,

\[
\text{Gen}_{S,A(S)} \triangleq R_D(A(S)) - \hat{R}_S(A(S)),
\]

whose upper bound is called the generalization bound.

**Definition 2** (Differential Privacy). A stochastic algorithm \( A \) is called \((\varepsilon, \delta)\)-differentially private if for any hypothesis subset \( \mathcal{H}_0 \subset \mathcal{H} \) and any neighboring sample set pair \( S \) and \( S' \) which differ by only one example (called \( S \) and \( S' \) adjacent), we have

\[
\log \left[ \frac{\mathbb{P}_{A(S)}(A(S) \in \mathcal{H}_0) - \delta}{\mathbb{P}_{A(S')}(A(S') \in \mathcal{H}_0)} \right] \leq \varepsilon.
\]

The algorithm \( A \) is also called \( \varepsilon \)-differentially private, if it is \((\varepsilon, 0)\)-differentially private.

**Definition 3** (Multi-Sample-Set Learning Algorithms). Suppose the training sample set \( S \) with size \( kN \) is separated to \( k \) sub-sample-sets \( S_1, \ldots, S_k \), each of which has the size of \( N \). In another word, \( S \) is formed by \( k \) sub-sample-sets as

\[
S = (S_1, \ldots, S_k).
\]

The hypothesis \( B(S) \) learned by multi-sample-set algorithm \( B \) on dataset \( S \) is defined as follows,

\[
B : \mathcal{Z}^{k \times N} \mapsto \mathcal{H} \times \{1, \ldots, k\}, \ B(S) = (b_{B(S)}, i_{B(S)}).
\]

C.2. Key Lemmas

**Lemma 1** (c.f. Theorem 9 Balle et al. (2018)). This lemma provide bound of differential privacy parameters after sub-sampling uniformly without replacement. Let \( M^o : \mathcal{Z}^{m} \mapsto \Delta \mathcal{H} \) be any mechanism preserving \((\varepsilon, \delta)\) differential privacy. Let \( M^{wo} : \mathcal{Z}^{N} \mapsto \Delta \mathcal{Z}^{m} \) be the uniform sub-sampling without replacement mechanism. Then mechanism \( M^o \circ M^{wo} \) satisfy \((\log(1 + (m/N)(e^\varepsilon - 1)), m\delta/N)\) differential privacy.
Lemma 2 (c.f. Theorem 4 He et al. (2021)). This lemma gives the relationship between one step privacy preserving methods and iterative machine learning methods. Suppose an iterative machine learning algorithm $\mathcal{A}$ has $T$ steps: $\{W_i(S)\}_{i=1}^T$. Specifically, we define the $i$-th iterator as follows,

$$\mathcal{M}_i : (W_{i-1}(S), S) \mapsto W_i(S).$$

Assume that $W_0$ is the initial hypothesis (which does not depend on $S$). If for any fixed $W_{i-1}$, $\mathcal{M}_i(W_{i-1}, S)$ is $\varepsilon_i$-differentially private, then $\{W_i\}_{i=0}^T$ is $(\varepsilon', \delta)$-differentially private that

$$\varepsilon' = \sqrt{2\log \left( \frac{1}{\delta'} \right)} \left( \sum_{i=1}^T \varepsilon_i^2 \right) + \sum_{i=1}^T \varepsilon_i e^{\varepsilon_i^2} - 1 + \frac{1}{\varepsilon_i e^{\varepsilon_i^2} + 1},$$

$$\delta' = e^{-\varepsilon' \frac{2T}{1 + e^{\varepsilon'}}} \left( \frac{1}{1 + e^{\varepsilon'}} \right)^T \left( \frac{T \varepsilon' + e^{\varepsilon'}}{T \varepsilon' - e^{\varepsilon'}} \right)^{-\varepsilon' \frac{2T}{\varepsilon'}} - \left( 1 - \frac{\delta}{1 + e^{\varepsilon'}} \right)^T - 2 - \left( 1 - e^{\varepsilon'} \frac{\delta}{1 + e^{\varepsilon'}} \right)^{\frac{T}{2}} \left( 1 - e^{\varepsilon'} \frac{\delta}{1 + e^{\varepsilon'}} \right)^{-\frac{T}{2}}.$$

Lemma 3 (c.f. Theorem 1 He et al. (2021)). This lemma gives a high-probability generalization bound for any $(\varepsilon, \delta)$-differentially private machine learning algorithm. Suppose algorithm $\mathcal{A}$ is $(\varepsilon, \delta)$-differentially private, the training sample size $N \geq \frac{2}{\varepsilon^2} \ln \left( \frac{16}{\varepsilon^2 \delta^2} \right)$, and the loss function $\|l\|_{\infty} \leq 1$. Then, for any data distribution $\mathcal{D}$ over data space $\mathcal{Z}$, we have the following inequality,

$$\mathbb{P} \left[ \left| \hat{\mathcal{R}}_S(A(S)) - \mathcal{R}(A(S)) \right| < 9\varepsilon \right] > 1 - \frac{e^{-\varepsilon \delta}}{\varepsilon} \ln \left( \frac{2}{\varepsilon} \right).$$

C.3. Main proof

Proof. The main proof can be seen as acquiring generalization bound through the lens of differential privacy. The proof skeleton can be concluded in three stages: (1) We first take a global view of the proposed algorithm Dis-PFL, and thus classify it as an iterative machine learning algorithm. (2) We then calculate the differential privacy of each step in the algorithm. (3) Extend it to iterative situations and acquire the final result through the bridges provided in (He et al., 2021).

First, let us take a global view of the overall decentralized training process. We can assume that the initial consensus model derived using the model fusion approach in the newly designed decentralized sparse training technique is the same for all clients. Afterward, each client multiplies the personalized mask with this consensus model to get the specific initial model for them to further operate local sparse training and mask searching. Thus, a global consensus model $w$ always exists during the overall training process. The proportion of remaining parameters for this model $\beta$ is inferred from the aggregation of all the local clients with $\beta_k$ remaining params.

For simplicity, we define $W_i$ as the virtual consensus model at iteration $t$. Then the decentralized learning paradigm can be seen as iteratively optimize $W$ using partial gradient information (due to the sparse mask) on each client $k$. We also denote $\mathcal{N}(0, \sigma^2)$ as a Gaussian noise, where $\sigma$ is the Gaussian noise variance. We define $\tau$ as the mini-batch size and overall iteration steps as $T$. We assume the computed gradient of the loss function $\mathcal{L}$ is bounded, and the diameter of the gradient space is defined as $D_{\mathcal{G}} \overset{\Delta}{=} \max_{W,z,z'} \|\nabla \ell(z, W) - \nabla \ell(z', W)\|$. We also denote $G_{\mathcal{B}}(W) \overset{\Delta}{=} \frac{1}{|\mathcal{B}|} \sum_{z \in \mathcal{B}} g(z, W)$ as the mean of $g$ over $\mathcal{B}$ for brevity. We also use $p$ as the probability density, with $p^\mathcal{V}$ the probability density conditional on any random variable $V$.

Then we calculate the differential privacy of each step. Recall Algorithm 1, line 9-13 denotes the local training process, the gradient information $\nabla \hat{w}_{k,t,c}$ is calculated on the subset of local data. However, in real federating system, for privacy concerns, additive Gaussian noise sample is also used to enhance privacy. Line 10 in Algorithm 1 is equivalent to uniformly sampling a mini-batch $\mathcal{I}$ from index set $[N]$ with size $\tau$ without replacement and letting $\mathcal{B}_t = S_{\mathcal{I}_t}$.
Applying Lemma 2, we can conclude the differentially private guarantee (6), where

\[
\mathbb{P}^{S,t}(W_t = W|W_{t-1}) = \mathbb{P}^{S',t}(\eta_t(G_{S_t}(W_{t-1}) + \mathcal{N}(0, \sigma^2 I)) = W - W_{t-1})
\]

\[
= \mathbb{P}^{S',t}(\eta_t(G_{S'_t}(W_{t-1}) + \mathcal{N}(0, \sigma^2 I)) = W - W_{t-1})
\]

\[
= \mathbb{P}^{S',S,t,t}(G_{S'_t}(W_{t-1}) - G_{S_t}(W_{t-1}) + \mathcal{N}(0, \sigma^2 I) = W'),
\]

where \(\eta_t W' = W - W_{t-1} - \eta_t G_{S_t}(W_{t-1})\). Therefore, when consider the additive Gaussian noise into consideration, if \(W \sim W_{t-1} + \eta_t(G_{S_t}(W_{t-1}) + \mathcal{N}(0, \sigma I))\), then \(W' \sim G_{S'_t}(W_{t-1}) + \mathcal{N}(0, \sigma I)\).

For simplicity, according to the definition of differential privacy, we define

\[
D_p^{S',S,t,t}(W') = \mathbb{P}^{S',S,t,t}(G_{S'_t}(W_{t-1}) - G_{S_t}(W_{t-1}) + \mathcal{N}(0, \sigma^2 I) = W'),
\]

which by the definition of Gaussian distribution further leads to

\[
D_p(W') = -\frac{||W'||^2}{2\sigma^2} + \frac{||W' - G_{S'_t}(W_{t-1}) + G_{S_t}(W_{t-1})||^2}{2\sigma^2}
= \frac{2||W' - G_{S'_t}(W_{t-1}) + G_{S_t}(W_{t-1})||^2}{2\sigma^2}.
\]

Denote \(-G_{S'_t}(W_{t-1}) + G_{S_t}(W_{t-1})\) as \(v\). By the definition of \(D_p\) (the diameter of the gradient space), remember the local training step is operated on each client with different sparsity and different sparse masks, the corresponding computed gradient is thus bounded by \(\beta D_g\). Again by the definition of \(\beta\), which is the proportion of the remaining parameters of the aggregated global model \(W\), we can thus further bound the gradient computed on each client by \(\beta D_g\).

Then we have

\[
||v|| < \frac{1}{\tau} \beta D_g.
\]

On the other hand, since \((v, W') \sim \mathcal{N}(0, ||v||^2 \sigma^2)\), by Chernoff Bound technique, we have

\[
\mathbb{P}(v, W') \geq \frac{\sqrt{2}D_g \sigma}{\tau} \sqrt{\log \frac{1}{\delta}} \leq \mathbb{P}(v, W') \geq \sqrt{2}||v|| \sigma \sqrt{\log \frac{1}{\delta}}
\]

\[
\leq \min \ e^{-\sqrt{2||v|| \sigma \sqrt{\log \frac{1}{\delta}}}} \mathbb{E}(e^t(v, W')).
\]

For brevity, we define

\[
\delta = \min \ e^{-\sqrt{2||v|| \sigma \sqrt{\log \frac{1}{\delta}}}} \mathbb{E}(e^t(v, W')).
\]

Therefore, with probability at least \(1 - \delta\) with respect to \(W'\), we have that

\[
D_p(W') \leq \frac{\sqrt{2}D_g \sigma}{\tau} \sqrt{\log \frac{1}{\delta}} + \frac{1}{\tau^2} \beta D_g^2.
\]

Combining Lemma 1, we can have that the each step in Algorithm 1 is \((\varepsilon', \varpi')\)-differentially private, where \(\varepsilon'\) is defined as

\[
\varepsilon' = \log \left( \frac{N - \tau}{N} + \frac{\tau}{N} \exp \left( \frac{\sqrt{2}D_g \sigma}{\tau} \sqrt{\log \frac{1}{\delta}} + \frac{1}{\tau^2} \beta D_g^2 \right) \right).
\]

Applying Lemma 2, we can conclude the differentially private guarantee \((\varepsilon', \delta')\) for the iterative steps.

Finally, combining Lemma 3 with \((\varepsilon', \delta')\) finish the proof.